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SolvBERT for solvation free energy and solubility
prediction: a demonstration of an NLP model for
predicting the properties of molecular complexes+
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Deep learning models based on NLP, mainly the Transformer family, have been successfully applied to solve
many chemistry-related problems, but their applications are mostly limited to chemical reactions.
Meanwhile, solvation is an important concept in physical and organic chemistry, describing the
interaction of solutes and solvents. In this study, we introduced the SolvBERT model, which reads the
solute and solvent through the SMILES representation of their combination. SolvBERT was pre-trained in
an unsupervised learning fashion using a large database of computational solvation free energies. The
pre-trained model could be used to predict the experimental solvation free energy or solubility,
depending on the fine-tuning database. To the best of our knowledge, this multi-task prediction
capability has not been observed in previously developed graph-based models for predicting the
properties of molecular complexes. Furthermore, the performance of our SolvBERT in predicting
solvation free energy was comparable to the state-of-the-art graph-based model DMPNN, mainly due
to the clustering feature of the pre-training phase of the model, as demonstrated using the TMAP
visualization algorithm. Last but not least, our SolvBERT outperformed the recently-developed GNN-
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Introduction

The use of deep learning models to study the chemical sciences
is rapidly increasing, especially in subfields including synthetic
planning®* and automatic chemical designing.** From a model
architecture perspective, the two most commonly used deep
learning architectures for chemistry-related problems are
graph-based models and text-based natural language process-
ing (NLP) models. Graph-based models, including graph con-
volutional networks (GCN),>* message passing neural networks
(MPNN),” and the recently developed directed-MPNN (D-
MPNN),? have mostly been applied to the prediction of molec-
ular properties.>* On the other hand, NLP models, mainly the
Transformer* family, have been mainly applied to the study of
chemical reactions, such as the prediction of forward reaction
outcomes™™ and retrosynthetic pathways as well as
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out-of-sample solute—solvent combinations.

inferring reaction mechanisms*® and experimental proce-
dures.*»*® Previously, the application of NLP models in chem-
istry was mostly limited to chemical reactions, one reason being
that early NLP models were sequence-to-sequence - the models
could only read in and output text-based representations.
However, due to the rapid development of the Transformer
family, a model called Bidirectional Encoder Representations
from Transformers (BERT)*® was built for classification and
regression tasks. Two recent studies by Schwaller et al. used
BERT to predict the classifications® and yields®® of chemical
reactions, demonstrating the potential of NLP models for pre-
dicting numerical properties.

In addition to reactions, solvation is another type of molec-
ular interaction that describes the interaction of a solvent with
a dissolved molecule, in which the solute and solvent reorganize
into a solvation complex.***® Solvation free energy and solubility
are two physical properties commonly used to describe solva-
tion.*"**> Solvation free energy is the change in free energy
associated with the transfer of a molecule between the ideal gas
and a solvent at a given temperature and pressure.* Solubility is
a parameter used to assess how much of a substance can remain
in solution without precipitating and is defined as the
maximum amount of a solute that can dissolve in a solvent
under given physical conditions (pressure, temperature, pH,
etc.).** The prediction of these solvation properties can facilitate
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solvent screening in drug design, synthesis route design,
process intensification, and crystallization.****

Using machine learning and deep learning to predict the
relevant properties of solvation can save the expensive time and
cost of performing experiments or computations, and also help
to find important features that contribute to the solvation
properties.*® Recent studies by Vermeire et al. and Zhang et al.
both pre-trained graph-based neural networks on computa-
tional solvation free energy datasets and then used smaller
experimental solvation free energy datasets for transfer
learning. A potential drawback of using supervised learning in
the pre-training phase is that it may lead to negative transfer
(i.e., result in undesirable degradation of model performance)
when transferring knowledge from pre-training on one attribute
(e.g, solvation free energy) to the prediction of another attribute
(e.g., solubility).*”** In contrast, BERT, a new generation of NLP
models, does not have this drawback because its pre-training
phase is completely unsupervised (does not depend on data
labels). Furthermore, to our knowledge, few NLP-based models
have been used to study solvation.**' Given the success of the
above NLP models in predicting chemical reactions, it is likely
that NLP models can also study different types of molecular
interactions, such as solvation.

Therefore, in this study, we introduced a BERT-based
regression model, SolvBERT, to predict two properties of
solvation, namely solvation free energy and solubility. Instead
of inputting the solute and solvent separately, SOlvBERT reads
the SMILES of solute-solvent combinations and converts the
SMILES combination into vectorized representations. We
trained SolvBERT using three different databases computed or
curated in previous studies.*** We also compared this model
with state-of-the-art graph-based models, one graph-input NLP
model, and a traditional machine learning model to further
discuss the impact of model architecture in predicting the
properties of molecular complexes. Also, TMAP, an advanced
tree-based algorithm for visualizing high-dimensional data, was
used to show the benefits of SolvBERT in clustering solvent-
solute combinations. Finally, we measured the solubility of 21
solute-solvent combinations as out-of-sample data to experi-
mentally evaluate the performance of SolvBERT.

Methods

Datasets

CombiSolv-QM. The CombiSolv-QM dataset, which origi-
nally came from a study by Vermeire et al., was used as a pre-
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training dataset in our study without any modification. The
dataset consists of 1 million datapoints randomly selected from
all possible combinations of 284 commonly used solvents and
11 029 solutes. A detailed description can be retrieved from ref.
44.

CombiSolv-Exp-8780. The CombiSolv-Exp dataset originally
contained experimental solvent free energy data for 10145
different solute and solvent combinations from Vermeire et al.**
The dataset was curated from multiple sources, including the
Minnesota solvation database,” the FreeSolv database,*® the
CompSol database,” and a dataset published by Abraham
et al.*® Unfortunately, to the best of our knowledge, only 8780 of
these 10 145 data instances are publicly available. Therefore, we
downloaded data from these 8780 instances and renamed this
dataset as CombiSolv-Exp-8780 to distinguish it from the orig-
inal CombiSolv-Exp dataset. We compared the distribution of
solvation free energy for our CombiSolv-Exp-8780 and the
original CombiSolv-Exp in Vermeire et al.’s study** and found
no significant differences in their distributions (Fig. S1 in the
ESIt).

Solubility. The solubility dataset was originally from Boobier
et al.*® 1t was curated from the open notebook science chal-
lenges water solubility dataset and the Reaxys database. This
dataset includes ethanol with 695 solutes, benzene with 464
solutes, acetone with 452 solutes, and water with 900 solutes,
for a total of 2511 different combinations, with solubility
expressed as log S.

SMILES representation. Each SMILES of the solute-solvent
combination in the three datasets was represented in the
format of <SMILES of solvent>.<SMILES of solute> (Fig. 1). For
example, as shown in Fig. 1a, water as a solvent containing
1,1,1,2,2-pentafluoro-2-(trifluoromethoxy)ethane as a solute was
shown as “O.FC(F)(F)OC(F)(F)C(F)(F)F”.

Model names and architectures

SolvBERT. We built our SolvBERT on the open-source model
architecture rxnfp (https://rxn4chemistry.github.io/rxnfp/),
which originally built for chemical reaction
classification,” and made a few changes to adapt it for
predicting solvation properties. The first change was on the
tokenizer. In NLP models, a tokenizer is used to encode words
and sentences and extract their linguistic features. In this
study, we need the tokenizer to convert the SMILES of solute-
solvent combinations into a machine understandable markup
language. Since the tokenizer of rxnfp was originally designed
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Fig. 1 SMILES representation of solvent—solute combinations.
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| 4305 C1CCCOC1

Fig. 2 Vocabulary created by using tokenizer based on the combine-QM database.

for chemical reactions, we replaced it with the tokenizer from
the hugging face framework (https://huggingface.co/docs/
transformers/main_classes/tokenizer). The tokenizer uses byte
pair encoding (BPE) to build vocabulary for the model (Fig. 2)

Similar to other BERT models for chemistry-related prob-
lems,?”** SolvBERT performs a masked language model (MLM)
learning task in the pre-training phase. MLM is a fill-in-the-
blank task in which the model predicts the masked words
based on the contextual words surrounding the mask tokens.**
SolvBERT was pre-trained by performing the MLM task of the
SMILES combinations from CombiSolv-QM, where individual
atoms of the input SMILES were masked with a probability of
0.15. In addition, a special class token [CLS] was prepended to
the tokenized SMILES but was never masked during this pre-
training phase. In contrast to the original rxnfp that uses the
[CLS] as a classification header for reaction classification, Sol-
VvBERT uses the [CLS]-labeled embedding as the input for the
regression head for predicting solvation-related properties.
Furthermore, based on the default parameters of the original
rxnfp framework, the hyperparameters of SolvBERT were
further optimized, including batch size, learning rate, hidden
dropout rate, and the number of training epochs.

GCN. Graphical convolution networks (GCN) read molecules
as graphs - which represent atoms and bonds with vertices and
edges, respectively - and then combine the graphical descrip-
tors on the convolutional layers. We used the model from
DeepChem (https://deepchem.readthedocs.io/en/2.6.1/
api_reference/models.html#fgraphconvmodel) ~ which  was
implemented based on the work of Duvenaud et al.®> As with
SolvBERT, we trained the GCN in two ways. (1) GCN-QM-Exp:
pre-training with CombiSolv-QM and finetuning with
CombiSolv-Exp-8780 and (2) GCN-Exp: single training with

CombiSolv-Exp-8780 (Table 1). The hyperparameters were
optimized using the Gaussian process hyperparameter optimi-
zation algorithm provided by DeepChem.

D-MPNN. Directed-message passing neural network (D-
MPNN)® reads both graphical representation of molecules like
GCN and molecular descriptors and fingerprints, and has been
reported to outperform the models based on either graphical
neural architectures or molecular fingerprints and descrip-
tors.”® We used the D-MPNN implementation of Yang et al.
(https://github.com/chemprop/chemprop) and trained the
model in a similar manner to GCN (Table 1).

MinHash fingerprint (MHFP). As traditional ML models
usually take molecular descriptors or fingerprints as description
of molecular structures, we used MHFP6 (MinHash fingerprint,
up to six bonds)** to extract molecular fingerprints. MHFP6 is
a molecular fingerprint that extracts SMILES of all circular
substructures around each atom with no more than 6 bonds in
diameter and applies the MinHash method to the resulting set,
enabling the local sensitive hash (LSH) approximate to facilitate
the performance of nearest neighbor search.

Random forest (RF). A traditional machine learning (ML)
model, random forest (RF), was included as one of the baseline
models. Two hyperparameters of the RF, the number of esti-
mators and the maximum depth, were optimized through grid
search and cross validation.

GROVER. GROVER is a recently developed hybrid GNN-
Transformer model with the full name of “Graph Representa-
tion frOm self-superVised mEssage passing tRansformer”,
which feeds the graph representation of molecules into Trans-
former.** In more detail, GROVER consists of a node GNN
Transformer and an edge GNN Transformer, which are similar
in structure, differing only in the features processed. One of the

Table 1 Name and architecture of the models and the datasets for training

Model architecture Molecular representation

Model name

Dataset for pre-training Dataset for fine-tuning

SolvBERT SMILES SolvBERT-QM-Exp CombiSolv-QM CombiSolv-Exp-8780
SolvBERT-Exp CombiSolv-Exp-8780
SolvBERT-QM CombiSolv-QM
SolvBERT-QM-log$S CombiSolv-QM Solubility
SolvBERT-logS Solubility

GCN Graphs GCN-QM-Exp CombiSolv-QM CombiSolv-Exp-8780
GCN-Exp CombiSolv-Exp-8780

D-MPNN Graphs D-MPNN-QM-Exp CombiSolv-QM CombiSolv-Exp-8780
D-MPNN-Exp CombiSolv-Exp-8780

GROVER Graphs GROVER-Exp CombiSolv-Exp-8780
GROVER-logS Solubility

RF MHFP RF-Exp CombiSolv-Exp-8780

© 2023 The Author(s). Published by the Royal Society of Chemistry

Digital Discovery, 2023, 2, 409-421 | 411


https://huggingface.co/docs/transformers/main_classes/tokenizer
https://huggingface.co/docs/transformers/main_classes/tokenizer
https://deepchem.readthedocs.io/en/2.6.1/api_reference/models.html
https://deepchem.readthedocs.io/en/2.6.1/api_reference/models.html
https://github.com/chemprop/chemprop
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2dd00107a

Open Access Article. Published on 30 January 2023. Downloaded on 1/15/2026 11:27:29 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Digital Discovery

GNN modules is specifically designed to transform the infor-
mation of the graph into the features required by the Trans-
former. Similar to other sequence-based models, GROVER uses
transfer learning to improve the training efficiency and accuracy
of downstream tasks. In the pre-training phase, the model is
designed with contextual property prediction and graph-level
motif prediction. It should be emphasized that, similar to our
SolvBERT, the pre-training process does not require supervised
labeling (i.e., only the molecular SMILES are required), which
not only avoids negative impact on the downstream tasks, but
also greatly reduces the difficulty of data acquisition. In our
work, we fine-tuned the pre-trained model GROVER-base®
directly with the CombiSolv-Exp-8780 dataset, where GROVER-
base was initially trained on 11 million unlabeled molecules
from the ZINC15 (ref. 53) and ChEMBL* datasets.

TMAP. TMAP* is a dimensionality reduction algorithm
capable of handling millions of data points. The advantage of
TMAP over other dimensionality reduction algorithms is that its
output is a two-dimensional tree structure. The tree-based
layout preserves global and local features by explicitly visual-
izing the detailed structure of branches and sub-branches, and
enables high-resolution visualization of the structural features
of the molecule. The algorithm consists of four steps: (1) forest-
based LSH index,* (2) construction of c-approximate k-nearest
neighbor graph, (3) calculation of a minimum spanning tree
(MST) of the c-approximate k-nearest neighbor graph,®” and (4)
generation of a layout for the resulting MST. The generated
layout is then displayed using faerun, an interactive data visu-
alization framework.*® Notably, the Kruskal algorithm is used at
the stage of generating the minimum spanning tree to select the
local optimal solution at each stage to obtain the global optimal
solution and remove all the cycles in the initial graph. This
significantly reduces the computational complexity of the low-
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dimensional embedding and enhances the capture of the
local structure of the data.

Evaluation metrics. The coefficient of determination (R?),
root mean square error (RMSE), and mean absolute error (MAE)
were chosen to evaluate the performance of models. They are
calculated as follows:

RP=1

_ i — ﬁi)z
=22

[1 & )
RMSE = /-~ S i-n)
i=1

m

1 N
MAE = — Z\y,- -7
m 3

Results
Training SolvBERT

To fully evaluate the performance of the SolvBERT model
without the potential interference of data scarcity, we first pre-
trained and fine-tuned the model using the CombiSolv-QM
dataset, which contained the computed solvation free energy
of ~1 million solute-solvent pairs (Fig. 3, left part). In the pre-
training phase, the model was trained with SMILES of solute-
solvent combinations without any property data. Fig. S27 in the
ESIt provides learning curves showing the losses of the training
and validation sets in relation to the training steps. The losses
in both the training and evaluation set decreased sharply in
1000 steps and then gradually decreased to a stable minimum

Exp-8780

J

SolvBERT

®oo .> Predict AGsolv

-QM-Exp

o] |

. : : . = ©
Supervised fine-tuning for regression oAU
SolvBERT Predict logS
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Fig. 3 Workflow of SolvBERT, including pre-training, finetuning, and property prediction.
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Fig. 4 Regressions (left column) and distributions (right column) of true and predicted values of solvation free energy from the SolvBERT model
trained on the CombiSolv-QM dataset of different sizes: (a) 10, (b) 10%, (c) 10°, and (d) 10°.

by 8000 steps. No overfitting is observed since the validation were provided along with the corresponding free energy data for
loss does not show a significant increase with decreasing the fine-tuning stage. The final RMSE/MAE for test sets are
training loss.® Afterward, the same solute-solvent complexes shown in Fig. 4d (where the dataset size is 10°).
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Table 2 Performance of SolvBERT-QM-Exp and SolvBERT-Exp on the training and validation of the CombiSolv-Exp-8780 dataset
Training Validation
RMSE MAE RMSE MAE
Model R’ (keal mol ™) (keal mol ™) R? (keal mol ™) (kcal mol ™)
SolvBERT-QM-Exp 0.990 0.45 0.30 0.981 0.60 0.37
SolvBERT-Exp 0.984 0.58 0.38 0.964 0.83 0.51

In addition, the effect of the size of the training dataset was
evaluated by using different proportions of the CombiSolv-QM
dataset (Fig. 4). Considering that the mean value of the solva-
tion free energy in the dataset is —8.10 kcal mol ', the size of
the training dataset needs to be more than 10> to reach a rela-
tive error of less than 10% when using the same dataset in the
pre-training and fine-tuning phases. The effect of training set
size was also assessed using the distribution of predicted values
and true values (Fig. 4, right column). As the training sizes
increased, the overlap of the distributions became more
pronounced, with significant overlap observed when the size
does not fall below 10° (Fig. 4c and d).

Transfer learning of solvation free energy and solubility.
Transfer learning can help deep learning models learn from
larger and cheaper datasets (e.g., high-throughput computa-
tional data) and apply the learned knowledge to further training
on smaller and more expensive datasets (e.g., experimental
data). Here, we present the benefits of transfer learning on two
datasets, CombiSolv-Exp-8780, a subset of a solvation free
energy dataset acquired experimentally, and solubility, a dataset
curated by Boobier et al. that describes the solvation in terms of
solubility rather than solvation free energy.

SolvBERT-QM-Exp is a SolvBERT model pre-trained on the
CombiSolv-QM dataset and fine-tuned on the CombiSolv-Exp-
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Fig.5 Regressions (left column) and distributions (right column) of true and predicted values of solvation free energy from (a) SolvBERT-QM-Exp

and (b) SolvBERT-Exp.
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8780 dataset (Fig. 3, upper right). After optimization, hyper-
parameters including an epoch of 20, a batch size of 16,
a learning rate of 0.00008 and a hidden dropout rate of 0.4 were
selected (Table S4 in the ESIt). To demonstrate the benefits of
pre-training with CombiSolv-QM, we pre-trained and fine-tuned
another SolvBERT model using only the CombiSolv-Exp-8780
dataset, resulting in the SolvBERT-Exp model for comparison.
It was found that SolvBERT-QM-Exp outperformed SolvBERT-
Exp - SolvBERT-QM-Exp had a higher R* and lower RMSE and
MAE in both training and validation results (Table 2). For the
test set, the distributions of predicted and true values of
SolvBERT-QM-Exp overlapped slightly more than those of
SolvBERT-Exp, while the regression plot diverges less (Fig. 5).

Previous studies have found that the benefits of pre-training
on large datasets are more pronounced when the size of the
fine-tuning dataset is small. To see if this phenomenon existed
in our case, we extracted different proportions from the
CombiSolv-Exp-8780 dataset for fine-tuning the SolvBERT-QM-
Exp model and training and fine-tuning the SolvBERT-Exp
model. The results show that the prediction error of
SolvBERT-Exp is significantly higher than that of SOlvBERT-QM-
Exp when the size of CombiSolv-Exp-8780 is less than 20% of its
original size, which indicates that pre-training the model using
CombiSolv-QM has a more obvious advantage when the size of
the fine-tuning dataset is small (Fig. 6).

Since the pre-training stage of SoOlvBERT was unsupervised,
which means the pre-training does not require any property
data, it is possible to pre-train the model using the data from
property A (e.g., the CombiSolv-QM dataset, size = 1 million)
and fine-tune using the data from property B (e.g., the solubility
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dataset, size = 2511), as long as both properties are for the same
target (e.g., solvation), which is important when the data size of
property B is significantly smaller than that of property A. Here,
we proposed two additional combinations of models and
datasets — SolvBERT-logS using the solubility dataset for pre-
training and fine-tuning, and SolvBERT-QM-logS using the
CombiSolv-QM dataset for pre-training and the solubility
dataset for fine-tuning (Fig. 2, lower right). Since the solubility
dataset was significantly smaller than the CombiSolv-Exp-8780
dataset, we increased the epochs to 60, while keeping the
other hyperparameters the same as in the SolvBERT-QM-Exp
model. The results show that the solubility prediction perfor-
mance of the model is significantly improved with lower RMSE
and MAE and higher R* by pre-training with the CombiSolv-QM
dataset (Table 3).

Comparing SolvBERT with benchmark models. There are
two main approaches to transfer learning, namely fine-tuning
and feature-based. BERT uses a fine-tuning approach, in
which all parameters are being fine-tuned during the training
process of supervised learning, instead of a feature-based
approach where the features learned in the pre-training phase
are fixed in transfer learning.”® Unlike Vermeire et al.** who
performed feature-based transfer learning on D-MPNN, we
performed fine-tuning transfer learning on both GCN and D-
MPNN in order to compare them with BERT in a fair manner.
The two graph-based models were pre-trained with the
CombiSolv-QM dataset and fine-tuned with the CombiSolv-Exp-
8780 dataset. Models trained directly on the CombiSolv-Exp-
8780 dataset were also included (Table 4). The results show
that our SolvBERT-QM-Exp model performs comparably to the
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Fig. 6 Performance of the SolvBERT-QM-Exp and SolvBERT-Exp models fine-tuned with different proportions of the CombiSolv-Exp-8780

dataset.
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Table 3 Performance of SolvBERT models and GROVER on the training, validation, and test sets of the solubility dataset. SOlVBERT-logS refers to
the SolvBERT model directly trained on the solubility dataset without pre-training, while SolvBERT-QM-logS stands for the SolvBERT model pre-
trained with CombiSolv-QM before fine-tuning with the solubility dataset. GROVER came with its default pre-trained parameters and was fine-
tuned with the solubility dataset

Training Validation Test
Model R? RMSE MAE R? RMSE MAE R* RMSE MAE
SolvBERT-logS 0.870 0.69 0.54 0.65 1.08 0.82 0.73 1.10 0.86
SolvBERT-QM:-logS 0.921 0.54 0.38 0.926 0.52 0.38 0.925 0.47 0.36
GROVER-logS 0.903 0.60 0.43 0.908 0.59 0.44 0.935 0.49 0.38

Table 4 Performance of different benchmark models on the training, validation, and test sets of t

RMSE and MAE are kcal mol™?

he CombiSolv-Exp-8780 dataset. The units for

Training Validation Test
Model R? RMSE MAE R? RMSE MAE R? RMSE MAE
GCN-Exp 0.896 1.36 1.01 0.893 1.50 1.04 0.905 1.36 0.97
GCN-QM-Exp 0.906 1.4 0.88 0.926 1.24 0.91 0.929 1.18 0.88
DMPNN-Exp® 0.901 1.44 0.96 0.894 1.47 1.00 0.885 1.55 1.07
DMPNN-QM-Exp” 0.989 0.48 0.29 0.988 0.51 0.32 0.974 0.73 0.43
GROVER-Exp 0.982 0.61 0.37 0.984 0.61 0.37 0.979 0.64 0.38
RF-Exp 0.636 2.26 1.56 0.742 1.79 1.36 0.694 1.95 1.40

¢ The transfer learning of the DMPNN model is by a fine-tuning approach rather than by a feature-based approach. Both the method and the results

of transfer learning differ from those of the study by Vermeire et al.**

DMPNN-QM-Exp model - DMPNN performs slightly better on
the validation set (R* 0.007 higher, RMSE 0.09 lower, and MAE
0.05 lower), while SOlVBERT performs better on the test set (R>
0.008 higher, RMSE 0.14 lower, and MAE 0.06 lower). Further-
more, our SOlVBERT-QM-Exp model performs comparably to the
graph-input NLP model: GROVER-Exp performs slightly better
on the validation set with R> being 0.003 higher, RMSE being
0.01 higher, and MAE being the same, while SOlvBERT performs
better on the test set with R> being 0.003 higher, RMSE being
0.05 lower, and MAE being 0.01 lower. Considering that both
DMPNN and GROVER have been reported as state-of-the-art
models for predicting molecular properties,® the performance
of our SolvBERT was satisfactory.

Mapping the chemical space of solvation. Small molecules
described using MHFP have been used by TMAP* to visualize
the chemical space of small-molecule databases such as
ChEMBL, Drugbank, and DSSTox (https://tmap.gdb.tools/,
accessed on Dec. 23, 2022). In this study, we visualized the
chemical space of the CombiSolv-Exp-8780 dataset, where
solute-solvent combinations are represented in two ways:
MHFP (Fig. 7, left) and the vector representation of SOlvBERT-
extracted fingerprints (i.e. SOIVBERT-fp). SolvBERT-fp extracted
after the pre-training phase (i.e. SOlVBERT-fp-pre-trained, Fig. 7,
lower right) and after the finetuning phase (i.e. SOlVBERT-fp-
finetuned, Fig. 7, upper right) are shown, respectively.

While the solute-solvent combinations described by MHFP
do not show a clear relationship between clustering and solva-
tion free energy (Fig. 7, left) those described by SOlvBERT-fp-pre-
trained show a significantly improved clustering of solute-
solvent combinations. Clustering is broadly divided into four
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regions, red (0-5 kcal mol "), red-orange (—10 to 0 kcal mol™%),
green-blue (—20 to —10 kcal mol™'), and blue-purple (—20 to
—30 keal mol ™). Obviously, the vectorized representation of the
pre-training phase output using SolvBERT, has a better associ-
ation between clustering on TMAP and the free energy,
although we did not train with the solvation free energy data in
the pre-training phase.

The SolvBERT-fp-finetuned shows an even better clustering
closely related to the value of solvation free energy. We can see
the exemplary solvent-solute combination in the solid line box
at the bottom left of Fig. 7, in which the solute is 9-hydroxy-5-
(3,4,5-trimethoxyphenyl)-5,8,8a,9-tetrahydrofuro[3',4": 6,7]
naphtho[2,3-d][1,3]dioxol-6(5aH)-one and the solvent is propan-
2-ol, with the solvation free energy being —25.12 kcal mol .
This combination, represented by blue color, is trapped in
a green cluster in the MHFP chemical space (Fig. 7, upper left).
In contrast, the combination is located in a clearly demon-
strated blue cluster in both SolvBERT-fp-pre-trained and Sol-
VBERT-fp-finetuned.

Out-of-sample test through experimental evaluation. To
evaluate the ability of the SolvBERT model to predict the
properties of solvent-solute combination with solvents and/or
solutes that did not appear in the training progress, we per-
formed experiments to measure the solubility of the following
three combinations: (a) only the solute was out-of-sample (i.e.,
not present in the solubility training set) (Table 5); (b) only the
solvent was out-of-sample (Table 6); (c) both the solute and the
solvent were out-of-sample (Table 7). The procedures for solu-
bility measurement are provided in the ESIL.{ The predictions of

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig.7 TMAP visualization of the CombiSolv-Exp-8780 dataset based on three different types of fingerprints: the MHFP fingerprint on the upper
left without SolvBERT processing, the fingerprint generated by the fine-tuning model based on SolvBERT (SolvBERT-fp-finetuned) on the upper
right, and the dashed box on the lower right shows the fingerprints generated by the unsupervised learning model during the pre-training
process (SolvBERT-fp-pre-trained). The color bars are from high (red) to low (blue) depending on the value of solvation free energy.

Table 5 Experimentally measured, SolvBERT-predicted, and GROVER-predicted solubility (g/100 g) with out-of-sample solutes and in-sample
solvents. Experiments were performed at room temperature and 101.325 kPa

Out-of-sample solute

3-Methyl-2-nitrobenzoic 2-Amino-5-chloro-3-methylbenzoic

In-sample solvent O-Methyl-N-nitroisourea acid acid
Acetone Measured 2.5148 4.8715 5.3016

SolvBERT-QM-logS 1.1233 2.6173 2.1327

GROVER-logS 0.0066 3.6388 0.6401
Ethanol Measured 1.4266 4.8422 3.6682

SolvBERT-QM-log$S 1.9220 4.0771 3.2472

GROVER-logS 0.0026 0.6187 0.5715

SolvBERT and GROVER were compared to the experimentally
measured value for each combination.

The results show that out of the total 21 out-of-sample
solute-solvent combinations, SolvBERT gives 11 predictions
with relative errors less than 25% and 8 predictions with relative

© 2023 The Author(s). Published by the Royal Society of Chemistry

errors between 25% and 75%. In contrast, GROVER gives
0 predictions with relative errors less than 25%, but 16 predic-
tions with relative errors higher than 75%. Thus, our SolvBERT
model significantly outperforms GROVER in predicting out-of-
sample solubility data.
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Table 6 Experimentally measured, SolvBERT-predicted, and GROVER-predicted solubility (/100 g) with in-sample solutes and out-of-sample
solvents. Experiments were performed at room temperature and 101.325 kPa

In-sample solute

4-Chlorophthalic

Out-of-sample solvent 1,4-Naphthoquinone Anthracene anhydride

Propanol Measured 2.3501 0.1924 3.7477
SolvBERT-QM-log$S 1.9579 0.0785 3.2751
GROVER-logS 0.1417 0.2818 0.0427

Dichloromethane Measured 4.0199 1.3657 5.0050
SolvBERT-QM-logS 4.6786 3.2678 5.1182
GROVER-logS 0.3627 0.0672 0.4066

Table 7 Experimentally measured, SolvBERT-predicted, and GROVER-predicted solubility (g/100 g) with out-of-sample solutes and out-of-
sample solvents. Experiments were performed at room temperature and 101.325 kPa

Out-of-sample solute

3-Methyl-2-nitrobenzoic 2-Amino-5-chloro-3-methylbenzoic

Out-of-sample solvent O-Methyl-N-nitroisourea acid acid
Methanol Measured 2.6491 2.5303 3.2882
SolvBERT-QM-logS 2.8350 3.8242 4.2751
GROVER-logS 0.0014 0.4522 0.5031
Propanol Measured 2.0917 0.6267 1.4661
SolvBERT-QM-logS 4.4350 0.7406 1.4601
GROVER-logS 0.0012 0.3509 0.4434
Ethyl acetate Measured 5.7051 3.5050 2.4918
SolvBERT-QM-log$S 1.8873 2.7925 2.6461
GROVER-logS 0.0026 1.0075 0.2499

Discussion

One feature that distinguishes SolvBERT from graph-based
models>**** and a previously developed NLP model for solva-
tion free energy or solubility prediction is that SOlvBERT reads
SMILES representation of solute-solvent pairs instead of
reading solutes and solvents separately. Previously developed
model architectures, such as chemprop and Delfos, use separate
series of feature extraction layers for solutes and solvents, and
then concatenate the extracted features into fully connected
layers. In contrast, SOlvVBERT, as a BERT-derived model, treats
the solute and solvent as a combination and maps a large
number of such combinations into a chemical space, as is
visualized by TMAP in Fig. 5. Such an approach not only enables
a rapid search of nearest neighbors (i.e., similar solute-solvent
pairs), but also enables a more flexible representation of
molecular complexes. Similar flexible representations have
been seen in the classification®” and yields prediction®® of
chemical reactions in the study of Schwaller e¢ al. In their BERT-
based model, no split of reactants, reagents, catalysts, and
solvent is required, and these components of the reaction are
mapped as a whole into a chemical space.

Another unique feature of SolvBERT is its unsupervised pre-
training phase, which does not require any property data of the
molecular complex. This feature has two benefits. First, larger
and cheaper databases, such as CombiSolv-QM, can be used to
pre-train the model without considering the potential impact of

418 | Digital Discovery, 2023, 2, 409-421

different data fidelity (i.e., computational vs. experimental) or
difference property types (i.e., AG for the CombiSolv-QM dataset
and log S for the solubility dataset), since no target data are
required in unsupervised learning. In addition, the model being
pre-trained will be familiar with the molecular structure of the
system and can be fine-tuned to predict multiple properties of
the system (i.e., solvation free energy and solubility for the
solvation system), which requires a much smaller dataset than
training a model from the beginning. This unique feature is
particularly useful in cases where training datasets of different
properties are significantly different in size or have little overlap
in their chemical space, making it difficult for traditional multi-
task deep learning to merge all these datasets into a single
database.

We conclude this study by noting the recently published
GNN-Transformer hybrid model GROVER,* which emerged as
a new state-of-the-art model for molecular property prediction.
Similar to our SolvBERT, GROVER includes a self-supervised
pre-training phase and a down-stream supervised fine-tuning
phase.* Although GROVER was comparable to SolvBERT in
predictions from the CombiSolv-Exp-8780 and solubility data-
sets, it performed significantly worse in the out-of-sample
predictions from our experimentally-measured dataset. One
possible reason for this divergence between the two models in
prediction of out-of-sample data is the nature of pre-training
datasets. The GROVER model was pre-trained on 11 million
(M) unlabeled molecules® selected from ZINC15 and ChemBL,

© 2023 The Author(s). Published by the Royal Society of Chemistry
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while our SolvBERT model was pre-trained on the CombiSolv-
QM dataset that contains ~1 M combinations of solvents and
solutes. In addition, the impressive clustering ability of solute—
solvent combinations during the pre-training phase, which has
been demonstrated in this study using TMAP visualization, may
also help SolvBERT to better understand the solvation system.
After all, we have to admit that since the model architecture of
GROVER is significantly larger® than that of SolvBERT (48.8 M
vs. 7.6 M), it is difficult to retrain GROVER on the CombiSolv-
QM dataset with our current computational resources to give
an absolutely fair comparison. Since SolvBERT takes only 12
hours to fully pre-train and fine-tune the model using only 1
Nvidia RTX 3060 GPU, while the GROVER-base requires 2.5 days
using 250 Nvidia V100 GPUs,* SolvBERT can be considered as
a more efficient model for predicting solvation-related
properties.

Conclusion

An NLP-based deep learning model, SolvBERT, was developed
to predict solvation free energy and solubility. Unlike graph-
based models that read solutes and solvents separately, Sol-
VBERT reads solute-solvent pairs through a combined SMILES
representation. The model was pre-trained in an unsupervised
learning manner, using a computational solvation free energy
database containing 1 million combinations of solutes and
solvents. The model was then fine-tuned with a regression layer
on either the experimental solvation free energy database or the
solubility database, depending on the type of regression task.
The results showed that pre-training SolvBERT with a large
computational solvation free energy database was beneficial for
predicting the experimental solvation free energy, especially
when the experimental fine-tuning dataset was small in size.
Moreover, the performance of SoOlvBERT was comparable to that
of the state-of-the-art graph-based model, DMPNN, and
a recently-developed graph-Transformer hybrid model,
GROVER. In addition, TMAP visualization of solute-solvent
combination clustering showed the benefits of the unsuper-
vised learning phase of SolvBERT in facilitating the clustering of
solvent combinations with similar solvation properties. Finally,
an out-of-sample solubility dataset was experimentally
measured, and SolvBERT was found to have better prediction
performance than GROVER on this dataset.

We also summarized two unique features of SolvBERT
compared to graph-based models and non-BERT NLP models.
SolvBERT is more flexible in representing molecular complexes,
allowing not only the search for similar complexes by mapping
in chemical space, but also the extension of molecular
complexes beyond two components. In addition, the pre-
training phase of SolvBERT does not require any attribute
data, suggesting that it is possible to use the BERT-based model
to predict multiple properties regardless of the differences in
the size, fidelity, or attributes of training datasets. We recom-
mend that researchers apply SolvBERT to at least three situa-
tions in future studies: (1) predicting different properties of
chemical reactions, including the selectivity, conversion rates,
and environmental impacts; (2) predicting different biological

© 2023 The Author(s). Published by the Royal Society of Chemistry
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activities of molecules; (3) predicting the properties of molec-
ular complexes containing more than two components.

Code availability

The code supporting the finding of this study has been depos-
ited at figshare** and GitHub (https://github.com/su-group/
SolvBERT). All codes required for SolvBERT and TMAP, as well
as repeating data pre-processing, is included in the “solv-bert”
folder. The folder also contains a detailed SOlvBERT instruction
manual, and the code for TMAP is placed in the “tmapfiles”
folder, where the “tmapfiles/TMAP” folder has high-resolution
images.

The open source version we use is as follows: torch 1.11.0 +
cul13, python 3.7.13, rxnfp 0.0.7, tokenizers 0.7.0, wandb
0.12.15, tmap1.0.6, fearun 0.3.20, mhfp1.9.2, sklearn 0.23.1,
matplotlib 3.2.2, Pandas 1.3.4.

Data availability

The authors declare that the main data supporting the finding
of this study are available within the article. All the supporting
data have been deposited at figshare** and GitHub (https://
github.com/su-group/SolvBERT). The supporting data are in
the “solv-bert/data” folder, while the data used for training are
placed in the “solv-bert/data/training_files” folder.
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