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cting solvation free energy in
aqueous and organic solvents beyond 298 K by
combining deep learning and the 1D reference
interaction site model†

Daniel J. Fowles, Rose G. McHardy, Abdullah Ahmad and David S. Palmer *

We report a method to predict the absolute solvation free energy (SFE) of small organic and druglike

molecules in water, carbon tetrachloride and chloroform solvents beyond 298 K by combining the 1

Dimensional Reference Interaction Site Model (1D-RISM) and deep learning. RISM is a statistical

mechanics based method for modelling molecular solutions that is computationally inexpensive but is

too inaccurate for routine SFE calculations in its common form. By replacing the 1D-RISM SFE functional

with a 1D convolutional neural network (CNN) trained on RISM correlation functions, we show that

predictions approaching chemical accuracy can be obtained for aqueous and non-aqueous solvents at

a wide-range of temperatures. This method builds upon the previously reported RISM-MOL-INF

procedure which applied RISM to accurately characterise solvation and desolvation processes through

solute–solvent correlation functions [Palmer et al., Mol. Pharm., 2015, 12, 3420–3432]. Unlike RISM-

MOL-INF however, the newly developed pyRISM-CNN model applied here is capable of rapidly

modelling these processes in several different solvents and at a wide-range of temperatures. The

pyRISM-CNN functional reduces the predictive error by up to 40-fold as compared to the standard 1D-

RISM theory. Prediction errors below 1 kcal mol−1 are obtained for organic solutes in carbon

tetrachloride or chloroform solvent systems at 298 K and water solvent systems at 273–373 K. pyRISM-

CNN has been implemented in our in-house 1D-RISM solver (pyRISM), which is made freely available as

open-source software.
1 Introduction

Solvation thermodynamic parameters are important in model-
ling many industrial processes, from the behaviour of candidate
drugs in the body, to the distribution of potential pollutants in
the environment. State-of-the-art computational methodologies
are capable of making accurate predictions of solvation ther-
modynamics for aqueous systems, and have commonly done so
in the calculation of pKa,1–3 protein–ligand binding affinities4

and aqueous solubility.5,6 However, there has been a lack of
development for organic solvents or non-ambient temperatures.

Methods of estimating SFE can generally be separated into
two categories, implicit and explicit solvent models. The most
common implicit models treat bulk solvent as a uniform
polarisable medium dened by a dielectric constant, and have
found extensive use through models such as the solvation
model based on solute electron density (SMD)7 and the
niversity of Strathclyde, Thomas Graham

G1 1XL, Scotland, UK. E-mail: david.

tion (ESI) available. See DOI:

the Royal Society of Chemistry
polarisable continuum model (PCM).8,9 However, implicit
models fail to capture important short-ranged solute–solvent
interactions and only include molecular level details intrinsic to
the dielectric constant, which limits their applicability as an
approach to determining solvation free energy for complex
systems. Explicit solvent models, such as molecular dynamics
(MD), offer a viable alternative to implicit continuum based
approaches10 but at far greater computational cost.

The reference interaction site model (RISM) is a third
approach, capable of calculating solvation dependent thermo-
dynamic parameters at a lower computational cost than explicit
models, whilst modelling specic solute–solvent interactions.
The RISM theory uses a simplied form of the high-
dimensional molecular Ornstein–Zernike (MOZ) equations to
model solvent density distribution around a solute molecule
through a set of correlation functions, from which two distinct
methods have been developed. The most commonly used of
these is 3D-RISM, which approximates the MOZ equations by
a set of three-dimensional integral equations. With the recent
development of several semi-empirical11,12 and theoretical free
energy functionals,13,14 3D RISM has found frequent use as
a method to predict SFE.15–19 By contrast, the 1D-RISM theory, in
Digital Discovery, 2023, 2, 177–188 | 177
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which the MOZ equations are approximated as a set of one-
dimensional integral equations, is rarely used for quantitative
calculations of solvation thermodynamics because it is
considered to be too inaccurate in its common form.

Within the RISM framework, solvation free energy predictions
are made analytically using one of several available free energy
functionals. In 1D-RISM many of these functionals fail to accu-
rately predict the energetic parameters of the chemical system
under investigation. These functionals, such as the Hyper-Netted
Chain (1D-RISM/HNC)model,20 are too inaccurate for routine use
and typically achieve absolute prediction errors above
20 kcal mol−1. Much effort has been put into improving the
predictive capabilities of 1D-RISM based functionals for SFE
calculations. Some of these improved models, such as the
Gaussian Fluctuations (1D-RISM/GF) and Partial Wave models
(1D-RISM/PW), can more accurately predict SFE than previous
methods.21,22 Although reasonable qualitative agreement with
experimental data has been reported, large predictive errors are
still commonly observed for many chemical systems.

A novel method for improving the accuracy of 1D-RISM
calculated solvation free energies was introduced by Ratkova
et al.23 This method combines RISM and cheminformatics into
a hybrid approach by making empirical corrections to 1D-RISM
calculated SFE. By including correction parameters determined
from chemical descriptors, this structural descriptors correc-
tion (SDC) model was able to lower the prediction error of small
organic molecules in aqueous solvent at 298 K to 1.2 kcal mol−1.
However, the inclusion of dataset specic descriptors limits the
wider applicability of this approach, with the potential need for
reparameterisation when new molecules are introduced. SFE
calculations are limited to 298 K and aqueous solvent by the
standard SDC model.

In previous work, Palmer et al. reported a new method of
accurately predicting physico-chemical properties of drug-like
molecules from 1D-RISM characterised solvation and des-
olvation processes.24 Thismethod, RISM-MOL-INF, trained partial
least squares (PLS) models on 1D-RISM correlation functions
generated from a dataset of small organic molecules. By replacing
the inaccurate 1D-RISM free energy functionals, it was shown that
RISM-MOL-INF couldmake accurate predictions of hydration free
energy and caco-2 cell permeability. However, RISM-MOL-INF is
untested beyond a limited subset of small organic molecules in
aqueous solvent at 298 K. As partial least squares was the only
reported model, it is unknown whether a non-linear statistical
methodmay bemore suited for this approach. Further, the RISM-
MOl-INF method used the RISM-MOL solver, which includes
hard-coded solvent and temperature limitations, preventing
simulations beyond aqueous solvent and 298 K.

Here, we present an overhaul of the RISM-MOL-INF process
with our in-house 1D-RISM solver.25 This solver, pyRISM,
provides a more adaptable solver for the solute–solvent 1D
RISM equations. Unlike its predecessors, which were limited to
aqueous solutions at 298 K, pyRISM is capable of rapidly
modelling solvation thermodynamics in both water and most
common organic solvents, and at a wide-range of temperatures.
By replacing existing machine learning models with a deep
learning approach, pyRISM-CNN can make signicantly more
178 | Digital Discovery, 2023, 2, 177–188
accurate SFE predictions and has been tested on a considerably
larger dataset of organic molecules. These predictions, just as
with the pyRISM 1D-RISM implementation, can be expanded to
organic solvents and temperatures beyond 298 K. Moving from
1D-RISM calculation to pyRISM-CNN prediction requires
minimal additional computational expense as descriptors can
be generated as part of the typical 1D-RISM workow.
2 Theory
2.1 1D-RISM

The details of the general RISM theory have been discussed in
depth elsewhere,26 and so only the 1D-RISM theory will be
explained here. 1D-RISM uses an approximated one-dimensional
form of the molecular Ornstein–Zernike equation with spheri-
cally symmetric site–site correlation functions for the modelling of
molecular solutions. Both solute and solvent molecules are treated
as spherically symmetric sites that solely depend on the distance
between these sites, with an individual atom being the simplest
representation. There are three types of site–site correlation func-
tions that are considered in RISM: intramolecular correlation
functions, total correlation functions and direct correlation func-
tions. The intramolecular correlation functions describe the
structure of a given molecule. For two sites within a molecule, s
and s′, the intramolecular correlation function is written as

uss
0 ðrÞ ¼ dðr� rss0 Þ

4prss0 2
(1)

where rss′ is the distance between sites and d(r − rss′) is the Dirac
delta function.

Intermolecular solute–solvent correlations are dened for each
pair of solute and solvent sites by the total correlation functions
hsa(r) and direct correlation functions csa(r). Here, s refers to
a solute site and a to a solvent site. The total correlation functions
are closely related to the radial distribution function (RDF) as

hsa(r) = gsa(r) − 1 (2)

where gsa(r) is the radial distribution function of solvent sites
around a given solute site.

The total and direct correlation functions are related via a set
of RISM equations

hsaðrÞ ¼
XM
s
0¼1

XN
x¼1

ð
R3

ð
R3

uss
0
���r1 � r

0���� cs0x
���r0 � r00

���

cxaðjr00 � r2jÞdr00dr00 (3)

where r = jr1 − r2j, cxa(r) are the bulk solvent susceptibility
functions and M and N are the number of solute and solvent
sites respectively. Any mutual correlations between bulk solvent
sites are described by the solvent susceptibility functions
csolvxa (r), which are determined from solvent–solvent site total
correlation functions hsolvxa (r), intramolecular correlation func-
tion usolv

xa (r) and the solvent bulk number density r.

cxa(r) = usolv
xa (r) + rhsolvxa (r) (4)
© 2023 The Author(s). Published by the Royal Society of Chemistry
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The solvent–solvent site hsolvxa (r) and usolv
xa (r) are obtained

from preliminary solvent–solvent 1D-RISM calculations and
molecular structure. To complete the set of RISM equations,
closure relations must be introduced

hsa(r) = exp(−busa(r) + gsa(r) + Bsa(r)) − 1 (5)

where usa(r) is the atom–atom potential, Bsa(r) is a bridge
function, b = 1/kBT and gsa is the indirect correlation function
(gsa(r) = hsa(r) − csa(r)).

The exact bridge functions are typically unknown and so an
approximation is needed to solve for the total correlation
functions and direct correlation functions. A commonly used
closure is the Kovalenko and Hirata (KH) closure27

hsaðrÞ ¼
(

expðXsaðrÞÞ � 1 XsaðrÞ#C

expðXsaðrÞÞ þ expðCÞ � C � 1 XsaðrÞ.C
(6)

where Xsa(r) = −busa(r) + gsa(r). In some cases the argument of
the exponent can grow uncontrollably, leading to a divergence
of the numerical solution of RISM equations. To counteract
this, a threshold constant C is introduced to linearize the
exponent when its argument is larger than C.

There are multiple expressions available within RISM for
determining solvation free energy once the total and direct corre-
lation functions have been solved. The functional is usually
selected to be consistent with the closure used within the 1D-RISM
calculations. The Gaussian uctuations approximation (GF),28

KH29 and hypernetted chain (HNC)20 expressions are shown below.

DGGF ¼ 2prkT
X
sa

ðN
0

½ �2csaðrÞ � hsaðrÞcsaðrÞ�r2dr (7)

DGKH ¼ 2prkT
X
sa

ðN
0

��2csaðrÞ � hsaðrÞcsaðrÞ

þ hsa
2ðrÞQð �hsaðrÞÞ

�
r2dr (8)

DGHNC ¼ 2prkT
X
sa

ðN
0

��2csaðrÞ � hsaðrÞcsaðrÞ þ h2saðrÞ
�
r2dr

(9)

2.2 pyRISM

The pyRISM program25 includes a general method of obtaining
variables which contain solvation and desolvation relevant
descriptors from the standard 1D-RISM free energy functionals.
Previously this method was applied within the RISM-MOL
framework and has been described in detail elsewhere,24,30 so
only a short summary of the process will be described here.
Each of the free energy functionals described in eqn (7)–(9) can
be condensed into a generalised form:

DGRISM ¼
ðN
0

wðrÞdr (10)

where the integrand functional w(r) combines the prefactor
(2prkT), and the total and direct correlation functions of
a single solute into an individual function of r which is referred
© 2023 The Author(s). Published by the Royal Society of Chemistry
to as the solvation free energy density (SFED). By then omitting
the integration over r, this functional can be used to obtain
variables that quantify the response of solvent molecules to the
solute at chosen distances r from the solute site. The SFED
functions derived from the GF, KH and HNC SFE functionals
are given below:

gf _wðrÞ ¼ 2prkT
X
sa

½ �2csaðrÞ � hsaðrÞcsaðrÞ� (11)

kh_wðrÞ ¼ 2prkT
X
sa

��2csaðrÞ � hsaðrÞcsaðrÞ

þ hsa
2ðrÞQð �hsaðrÞÞ

�
(12)

hnc_wðrÞ ¼ 2prkT
X
sa

½ �2csaðrÞ � hsaðrÞðcsaðrÞ � hsaðrÞÞ� (13)

When the 1D-RISM equations are solved, the total and direct
correlation functions are represented on a ne grid. The values
of the SFED functions at selected grid points provide variables
that are denoted as m_w_n, where m is the 1D-RISM free energy
functional from which the variable is based and n is the grid
point at which the variable is evaluated. Machine learning
algorithms are then trained on these variables and the subse-
quent model can be used for solvation free energy prediction.
3 Methods
3.1 Dataset preparation

Two sources with known experimental solvation free energies
for small organic molecules were used to generate the datasets
applied within this work: the Minnesota Solvation Database
(MSD)31 and those developed by Chamberlin et al.32,33 The MSD
contains experimental solvation free energies in water and
several organic solvents at 298 K. Experimental data obtained
from Chamberlin et al. includes hydration free energies in
a 273–373 K temperature range.

As hydration free energies were available over a range of
temperatures, two aqueous solvent datasets were compiled. The
rst dataset contained 521 solute molecules with known
experimental hydration free energies at 298 K, 133 of which
were obtained from Chamberlin et al.32,33 and 388 from the
Minnesota Solvation Database. The second dataset was exclu-
sively taken from Chamberlin et al. and included free energy
data in a 273–373 K temperature range for 272 solute molecules.
By using free energies over a range of temperatures, a total of
3053 datapoints were available for this multiple temperature
dataset. As experimental solvation free energies were only
available from the MSD at 298 K, a single dataset was compiled
each for chloroform and carbon tetrachloride with 109 and 79
solute molecules respectively. Three additional datasets were
compiled, containing SFED descriptors from each solvent.
These multi-solvent datasets were separated by temperature
into a single 298 K and two 273–373 K datasets. The 298 K
dataset was made up of aqueous and organic solvent data taken
from the MSD. The rst of the multi-temperature datasets
Digital Discovery, 2023, 2, 177–188 | 179
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Fig. 1 Violin plots showing solute molecule data for each solvent dataset. The data shown from top left to bottom right is molecular weight, log
P, experimental solvation free energy and the number of rotatable bonds.
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combined Chamberlin et al. 273–373 K water data and MSD
water and organic solvent data, while the other dataset excluded
the additional MSD 298 K water data. Fig. 1 shows the distri-
bution of solute molecules across four chemical descriptors for
the chloroform, carbon tetrachloride, water and multi-
temperature water datasets discussed here. These molecular
properties include molecular weight, log P, experimental
solvation free energy and the number of rotatable bonds per
solute.

The InChi34 function within Open Babel35 was used to
generate a unique InChi descriptor for each solute within the
MSD and Chamberlin et al. datasets. Any duplicate molecules
were then removed using the “unique” parameter within Open
Babel.

A conformational search was performed on each solute
molecule using MacroModel36 with the OPLS-2005 forceeld37

to obtain the lowest energy conformer for each solute. Each
dataset then underwent 1D-RISM calculations as part of the
pyRISM package to obtain free energy descriptors.
3.2 1D-RISM calculations

1D-RISM calculations were carried out with pyRISM using the
KH closure within a system of 16 384 grid points over 20.48 Å
from the solute. Aqueous solvent calculations used the dielec-
trically consistent reference interaction site model (DRISM),38,39

while organic solvent calculations applied the extended refer-
ence interaction site model (XRISM).40 Organic solvent calcu-
lations were found to converge more consistently with XRISM
180 | Digital Discovery, 2023, 2, 177–188
than with DRISM. Solvation free energy calculations with the
KH, HNC and GF free energy functionals were performed for
both aqueous and organic solvent systems. For all calculations
it was assumed that solute molecules were embedded within an
innitely dilute aqueous solution. A convergence tolerance of
10−12 was set for all calculations, with a minimum tolerance of
10−5 if the initial calculation failed to converge. The impact
from lowering the minimum convergence tolerance to 10−5, as
well as the choice of model for 1D-RISM calculations (DRISM or
XRISM) on the quality of SFED generated was found to be
negligible. A comparison of tolerance threshold and model
choice for 1D-RISM calculations is available from Fig. 1 and 2 in
the ESI.†

3.2.1 Solvent parameters. The Lue and Blankschtein
version of the SPC/E water model (MSPC/E)41 was used for
modelling aqueous solvent. This altered version differs from the
original model with the inclusion of modied Lennard–Jones
(LJ) potential energy parameters for water based hydrogen,
which were adjusted to prevent any possible divergence of the
algorithm.40,42,43 Both organic solvent models were modelled
using the general Amber forceeld (GAFF) non-bonded
parameters, which were assigned using the Antechamber and
tLEaP programs within Amber18.44 The Lorentz–Berthelot mix-
ing rules45 were used to generate solute–solvent LJ parameters
i.e., ssa = (ss + sa)/2 and esa ¼ ffiffiffiffiffiffiffiffi

esea
p

.
3.2.2 Solute parameters. Two sets of solute LJ parameters

and atomic charges were tested: GAFF46 and OPLS-2005.47 GAFF
parameters were assigned using the Antechamber and tLEaP
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Breakdown of each descriptor dataset used as input for machine learning models. In total, six datasets were compiled for each solventa

Solvent Temperature range Temp. descr. SFE functional Solute parameters Datapoints

Carbon tetrachloride 298 K No KH/HNC/GF GAFF/OPLS 79
Chloroform 298 K No KH/HNC/GF GAFF/OPLS 109

298 K No KH/HNC/GF GAFF/OPLS 521
Water 273–373 K No KH/HNC/GF GAFF/OPLS 3053

273–373 K Yes KH/HNC/GF GAFF/OPLS 3053
298 K No KH/HNC/GF GAFF/OPLS 709
273–373 K No KH/HNC/GF GAFF/OPLS 3241

Multi-solvent 273–373 K Yes KH/HNC/GF GAFF/OPLS 3241
273–373 K No KH/HNC/GF GAFF/OPLS 3629
273–373 K Yes KH/HNC/GF GAFF/OPLS 3629

a Each of these six datasets can be separated according to the free energy functional and forceeld used to parameterise solute molecules, while the
multi-temperature datasets can also be separated by the inclusion of temperature descriptors. The multi-solvent/multi-temperature datasets can be
further separated by the inclusion of additional MSD 298 K water data, which the dataset with 3629 datapoints includes.
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programs within Amber18,44 while Maestro was used to assign
OPLS-2005 parameters.48
3.3 Obtaining RISM solvation free energy descriptors

Solute specic SFE descriptors were obtained as a 1D-RISM
calculation output using the pyRISM program. A descriptor
set was generated for each free energy functional, totaling three
sets per set of solute forceeld parameters. As the grid used to
represent the 1D-RISM total and direct correlation functions
was very ne, leading to multiple correlated variables, a coarser
grid-spacing was used to obtain SFE descriptors. To minimise
the inclusion of redundant data and to exclude data at long
solute–solvent separations in the region where SFEDs approach
zero, only every 40th grid point from r = 0 Å to r = 8 Å was
considered. This approach produced 160 descriptors per SFE
functional for each solute 1D-RISM calculation.

These descriptors were then used as an input to machine
learning models to predict experimental solvation free energy.
For each solvent a total of six separate SFED datasets were
compiled. Each of these SFED datasets contain solute specic
descriptors generated from pyRISM calculations involving
Fig. 2 Graphical representation of SFED functions generated using
the GF functional and GAFF forcefield for a range of solute molecules.
The temperature and solvent specific to each solute is also noted.

© 2023 The Author(s). Published by the Royal Society of Chemistry
combinations of the KH, HNC and GF free energy functionals
and OPLS, GAFF based solute parameters. For example, a typical
breakdown of the 298 K chloroform dataset would look like:
chloroform-298-KH-GAFF, chloroform-298-HNC-GAFF,
chloroform-298-GF-GAFF, chloroform-298-KH-OPLS,
chloroform-298-HNC-OPLS, chloroform-298-GF-OPLS. Multi-
solvent datasets were also compiled for all the relevant free
energy functional and forceeld combinations, which included
SFED from each solvent. Multi-temperature datasets were tested
in two separate formats, with one including an additional
descriptor representing the temperature at which each solute's
respective experimental SFE was recorded. Table 1 provides
a breakdown of each dataset and its contents. Fig. 2 shows
descriptors produced from the GF functional for GAFF para-
meterised solute molecules in carbon tetrachloride, chloroform
and water solvent.

3.4 Machine learning models

Machine learning models were trained on all six SFED varia-
tions for each of the solvent datasets, as well as a combined
solvent dataset. Models were validated by nested cross-
validation (CV), with hyper parameters tuned by an inner 5-
fold CV loop. Final tuned model performance was evaluated by
an outer 50-fold Monte Carlo cross-validation loop with a 70%
train/30% test split. A stratied sampling approach was taken
for multi-temperature and multi-solvent datasets to ensure
datapoints were separated by molecule before splitting into
training, validation and test sets. More details on hyper
parameter selection for our convolutional neural network
(CNN), partial least squares (PLS) and random forest (RF)
models can be found in Sections 3.4.1, 3.4.2 and 3.4.3 respec-
tively. Each variable was centered by subtracting its mean value
in the training data, and scaled by dividing by the standard
deviation of its values in the training data. A repository of SFED
datasets and scripts to train CNN, PLS and RF models can be
found at: https://doi.org/10.5281/zenodo.7108371.

3.4.1 Convolutional neural network. Convolutional Neural
Networks (CNN) were built using the ‘sequential’ model
package in Tensorow49 and accessed using Keras50 with
a Python implementation. Several rounds of hyper parameter
Digital Discovery, 2023, 2, 177–188 | 181
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tuning were carried out to determine the best CNN architecture.
A simple CNN architecture consisting of single layers of
Conv1D-MaxPooling1D-BatchNormalisation with a single
Flatten layer and Dense layer output was used as a starting
point, with each layer using its default parameters. More
complex architectures were subsequently tested and followed
a set structure where one or two additional Conv1D-
MaxPooling1D-BatchNormalisation blocks could be included.
These blocks could be followed by a combination of Flatten-
Dense-Dropout before output. From these architectures
a range of Conv1D, MaxPooling, Dense and Dropout hyper
parameter values were trialled.

The nal architecture included three blocks of Conv1D-
MaxPooling1D-BatchNormalisation with a subsequent Flatten
layer and Dense output layer. Convolutional layers were created
using the ‘Conv1D’ layer package in Keras with 32 output lters,
a kernal size of 3 and stride length of 2. No padding was
included and the rectied linear activation function (ReLu)51

was used. Each of the subsequent layers were also taken from
Keras, with the max pool size within MaxPooling1D layers set to
2. Default parameters were used for BatchNormalisation and
Flatten layers. The loss function and metric was set to ‘mse’
(mean squared error), with the ‘Adam’ optimiser.52 Each model
could run for a maximum of 60 epochs with a patience of 20
epochs included through the Keras ‘EarlyStopping’ callback.

3.4.2 Partial least squares. Partial Least Squares (PLS)
models were trained using the ‘PLSRegression’ package within
Scikit-learn53 with a Python implementation. Hyper parameter
tuning was carried out to determine the optimal number of
components between 1 and 30. A nal value of 10 components
was chosen.

3.4.3 Random forest. Random Forest (RF) models were
trained using the ‘RandomForestRegressor’ package within
Scikit-learn with a Python implementation. The Random Forest
algorithm has been shown to be insensitive to training
parameters, such that increasing the number of trees above 500
has little effect on prediction accuracy.54,55 Therefore only the
node size and minimum sample number per leaf were tested,
while the number of trees per model was set to 500. Hyper
parameter tuning determined that a node size of 2 and
minimum sample number per leaf of 1 to be optimal. The
maximum number of randomly selected features to test at each
split was set as the square root of the total number of features. A
tabulated breakdown of Random Forest model performance
can be found in the ESI.†
3.5 Statistical analysis

Solvation free energy predictions were evaluated against exper-
imental values of SFE using the coefficient of determination (R2)
and root mean squared deviation (RMSD).

R2 ¼ 1�
PN
i¼1

�
yi � yexpi

�2
PN
i¼1

�
yi �M

�
yexpi

��2 (14)
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RMSD
�
y; yexp

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

X
i

�
yi � yexpi

�2s
(15)

where index i goes through a set of Nmolecules, and yi and yexpi

are the predicted and experimental values for molecule i
respectively. The coefficient of determination represents
a statistical measure of how well the regression predictions t
the experimental data, and so negative values below 1 are
possible for models which t the data worse than the mean of
the experimental data. The total deviation can be separated into
two parts: bias (or mean displacement, M) and standard devi-
ation (or SDEP, s).

bias ¼ M
�
y� yexp

� ¼ 1

N

X
i˛S

�
yi � yexpi

�
(16)

s
�
y� yexp

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

X
i˛S

�
yi � yexpi �M

�
y� yexp

��2s
(17)

The bias provides the systematic error, while the standard
deviation gives the random error that is not explained by the
model. The bias and standard deviation are connected to the
RMSD by:

RMSD(y,yexp)
2 = M(y − yexp)

2 + s(y − yexp)
2 (18)

A model which reports an RMSD greater than the standard
deviation of the experimental data provides less accurate
predictions than the null model provided by the mean of the
experimental data.

Statistical analyses were performed in a Python environment
using the ‘sklearn.metrics' module available in scikit-learn.53
4 Results and discussion
4.1 pyRISM solvation free energy predictions

Solvation free energy calculations were performed using our in-
house 1D-RISM solver, with the KH, HNC and GF free energy
functionals. Table 2 provides a breakdown of SFEs calculated by
the standard 1D-RISM theory (i.e. eqn (7)–(9)) separated by
solvent, temperature and solute parameters. In-line with
previous studies, 1D-RISM free energy functionals are generally
unable to accurately predict solvation free energy. The KH and
HNC functionals are particularly inaccurate, with a root mean
squared deviation (RMSD) exceeding 40 kcal mol−1 for hydra-
tion free energies. As noted in the Theory section, the functional
is usually selected to be consistent with the closure used within
the 1D-RISM calculation. Therefore, using the HNC functional
with the KH closure is not standard practice, but the results are
provided here as a direct comparison for the CNNmodel trained
on the related SFEDs; using the HNC functional with the HNC
closure also results in large errors.24 Conversely, the GF func-
tional provides the most accurate predictions, with an average
RMSD between OPLS and GAFF of 1.67, 2.31 and
6.86 kcal mol−1 for carbon tetrachloride, chloroform and water
respectively. A similar trend is seen from a comparison of R2,
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Solvation free energy predictions from pyRISM calculations using the KH, HNC and GF free energy functionalsa

Solvent Temperature R2 RMSD Bias SDEP R2 RMSD Bias SDEP

KH GAFF OPLS
Water 298 K −109.24 44.13 −39.50 19.69 −135.63 49.21 −44.04 21.95
Water 273–373 K −201.43 39.37 −36.25 15.35 −219.61 41.10 −38.22 15.11
Chloroform 298 K −35.72 16.12 −15.04 5.80 −42.16 17.48 −16.45 5.91
Carbon tetrachloride 298 K −100.96 17.46 −16.55 5.59 −104.14 17.73 −16.82 5.61

HNC GAFF OPLS
Water 298 K −117.20 45.70 −41.09 20.00 −143.78 50.65 −45.51 22.23
Water 273–373 K −215.75 40.73 −37.71 15.39 −233.86 42.40 −39.60 15.16
Chloroform 298 K −40.86 17.21 −16.16 5.93 −47.15 18.46 −17.44 6.04
Carbon tetrachloride 298 K −121.71 19.16 −18.25 5.83 −125.50 19.45 −18.55 5.86

GF GAFF OPLS
Water 298 K −1.03 5.98 −3.53 4.83 −3.56 8.99 −7.50 4.96
Water 273–373 K −2.94 5.49 −4.42 3.26 −5.36 6.98 −6.45 2.66
Chloroform 298 K 0.10 2.52 1.59 1.95 0.39 2.09 0.43 2.04
Carbon tetrachloride 298 K −0.04 1.76 0.67 1.63 0.16 1.59 0.55 1.49

a Predictions are separated by solute parameters, temperature and solvent. Units are in kcal mol−1. Organic solvents were modelled with GAFF
parameters, and water solvent was modelled with MSPC/E.
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which shows that only the GF functional is able to provide
reasonable correlation between experimental and predicted
SFE. Large negative R2 values suggest most of these models t
the data worse than the mean of experimental SFE data (more
information on the statistical analysis used in this study can be
found in Section 3.5). The choice of solute forceeld parameters
also impacts prediction accuracy. This is clearest for aqueous
solvent calculations performed at 298 K, with OPLS giving
a higher RMSD than GAFF by 5.08, 4.95 and 3.01 kcal mol−1 for
KH, HNC and GF respectively. To a lesser extent the same trend
is observed for multi-temperature aqueous solvent calculations,
with an average decrease in RMSD of 1.63 kcal mol−1 from OPLS
to GAFF over all functionals. Organic solvent models were the
least affected by the choice of solute forceeld parameters,
leading to an average change in RMSD for chloroform and
carbon tetrachloride of 0.47 kcal mol−1 over all functionals. The
noticeable divergence in prediction accuracy between aqueous
and organic solvents may be due to differences in dataset size
Fig. 3 Correlation plots showing calculated solvation free energy from
performing multi-temperature water dataset, which used the GF functio

© 2023 The Author(s). Published by the Royal Society of Chemistry
and composition, rather than a particular failure of RISM to
model organic solvents. The 298 K water dataset, with roughly
ve times more solutes present than in the chloroform or
carbon tetrachloride datasets, is considerably larger.
Combining this with the greater range of values present within
each of the four chemical descriptors shown in Fig. 1, may
explain the poor aqueous solvent predictions. Further, although
the increase in dataset size for the multi-temperature dataset is
not as signicant, a drop in 1D-RISM performance may be
occurring for calculations outwith 298 K. Fig. 3 shows the
correlation plots of calculated solvation free energy against
experimental values for the multi-temperature water dataset
with the GF functional and GAFF solute parameters.
4.2 Convolutional neural network predictions

4.2.1 Aqueous solvent models. Convolutional neural
network models were trained on each of the three aqueous
the standard 1D-RISM theory against experimental values for the best
nal and GAFF solute parameters.

Digital Discovery, 2023, 2, 177–188 | 183
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Table 3 Solvation free energy predictions for aqueous solvent using convolutional neural network models trained on KH, HNC and GF
calculated descriptorsa

Solvent Temp. Temp. descr. Datapoints R2 RMSD Bias SDEP R2 RMSD Bias SDEP

KH GAFF OPLS
298 K No 521 0.95 0.91 0.04 0.89 0.95 0.89 0.01 0.85

Water 273–373 K No 3053 0.93 0.66 −0.01 0.65 0.91 0.75 0.02 0.74
273–373 K Yes 3053 0.95 0.55 0.01 0.54 0.93 0.65 0.01 0.64

HNC GAFF OPLS
298 K No 521 0.94 0.94 −0.14 0.91 0.95 0.88 −0.01 0.85

Water 273–373 K No 3053 0.94 0.64 −0.01 0.63 0.90 0.75 0.03 0.74
273–373 K Yes 3053 0.94 0.57 0.02 0.56 0.91 0.71 0.03 0.70

GF GAFF OPLS
298 K No 521 0.94 0.96 −0.06 0.91 0.95 0.88 0.02 0.86

Water 273–373 K No 3053 0.93 0.65 0.02 0.64 0.92 0.68 0.03 0.67
273–373 K Yes 3053 0.94 0.62 0.01 0.61 0.94 0.59 0.01 0.58

a Predictions are separated by temperature, inclusion of a temperature descriptor, solute forceeld parameters and number of datapoints. Results
for each model are taken from test set predictions. Units are in kcal mol−1. Water solvent was modelled with MSPC/E. The standard deviation of
each statistic per model is available in the ESI.
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solvent SFED datasets, as shown in Table 1, to predict solvation
free energy. For each descriptor dataset, six variations were
tested: KH, HNC GF generated descriptors and OPLS, GAFF
solute parameters, for a total of 18 models. Table 3 provides
a breakdown of the test set based performance for each of these
models.

The CNN models give signicantly more accurate predic-
tions of SFE than the standard 1D-RISM theory. From a direct
comparison of SFEs computed by the standard 1D-RISM theory
and by the CNNmodels, taken from Tables 2 and 3 respectively,
a signicant improvement across all measurements can be
seen. In stark contrast to the standard 1D-RISM theory, from
which predictions using all SFE functionals give RMSDs greater
than 5 kcal mol−1, all 18 CNN models achieve an RMSD below
1 kcal mol−1. A remarkable consistency can be seen between
CNN trained on kh_w, hnc_w and gf_w calculated descriptors.
This consistency across functionals suggests important and
Fig. 4 Comparison of descriptors generated using the GF functional
for ethanoic acid in aqueous solvent, where the solute has been par-
ameterised using either GAFF or OPLS forcefield parameters.

184 | Digital Discovery, 2023, 2, 177–188
solute specic physical data is present within 1D-RISM free
energy functionals that cannot be applied during their routine
use, regardless of their accuracy. Indeed the only change in
RMSD above 0.1 kcal mol−1 between functionals occurs for the
multi-temperature OPLS water dataset with temperature
descriptors, which notes an increase from 0.59 kcal mol−1 for
gf_w to 0.71 kcal mol−1 for hnc_w.

The choice of forceeld for solute parameters has a marginal
impact on prediction accuracy. Between GAFF and OPLS data-
sets, an average change in RMSD of 0.07, 0.10 and
0.05 kcal mol−1 is observed for KH, HNC and GF functionals
respectively. Fig. 4 shows how the choice of forceeld affects the
shape and magnitude of a set of descriptors, where the GF
functional has been used to generate these descriptors. From
this example it can be noted that both forceelds affect SFED
magnitude, while maintaining a similar shape across the 1D-
RISM grid, which may suggest that the shape of a given SFED
is more important to a CNN for accurate SFE predictions.

Including temperature descriptors in a CNN model appears
to have a limited impact on performance across all functionals
and forceelds. On average, over all multi-temperature dataset
variations, RMSD decreases by 0.07 kcal mol−1 when tempera-
ture descriptors are included.

4.2.2 Organic solvent models. Convolutional neural
network models were trained on chloroform and carbon tetra-
chloride solvent SFED datasets, as shown in Table 1, to predict
solvation free energy. For each descriptor dataset six variations
were tested: KH, HNC GF generated descriptors and OPLS,
GAFF solute parameters, for a total of 12 models. Table 4
provides a breakdown of the test set based performance for each
of these models.

Similarly to CNN models trained on aqueous solvent data-
sets, those trained on organic solvents consistently out-
performed the standard 1D-RISM theory. The best performing
CNN models achieved an RMSD of 0.44 and 0.73 kcal mol−1 for
carbon tetrachloride and chloroform respectively, whereas the
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 4 Solvation free energy predictions for chloroform and carbon tetrachloride using convolutional neural network models trained on KH,
HNC and GF calculated descriptorsa

Solvent Temp. Temp. descr. Datapoints R2 RMSD Bias SDEP R2 RMSD Bias SDEP

KH GAFF OPLS
Carbon tet. 298 K No 79 0.93 0.44 0.06 0.42 0.91 0.45 0.03 0.40
Chloroform 298 K No 109 0.92 0.74 0.00 0.72 0.90 0.76 −0.01 0.75

HNC GAFF OPLS
Carbon tet. 298 K No 79 0.93 0.45 0.03 0.43 0.91 0.47 −0.01 0.44
Chloroform 298 K No 109 0.89 0.78 −0.00 0.76 0.90 0.74 0.03 0.72

GF GAFF OPLS
Carbon tet. 298 K No 79 0.91 0.47 0.05 0.44 0.90 0.51 −0.01 0.47
Chloroform 298 K No 109 0.89 0.80 0.01 0.77 0.91 0.73 0.00 0.72

a Predictions are separated by temperature, inclusion of a temperature descriptor, solute forceeld parameters and number of datapoints. Results
for eachmodel are taken from test set predictions. Units are in kcal mol−1. Organic solvents weremodelled with GAFF parameters. Carbon tet. refers
to Carbon tetrachloride. The standard deviation of each statistic per model is available in the ESI.
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RMSD of the most accurate 1D-RISM predictions were three
times higher.

From Table 4, the impact of both OPLS and GAFF solute
parameters to the overall accuracy of CNN models can be seen,
with an average change in RMSD from OPLS to GAFF para-
meterised solutes of 0.01, 0.03 and 0.05 kcal mol−1 for kh_w,
hnc_w and gf_w respectively. Further, with consistent perfor-
mance across all functionals the viewpoint that solvation
descriptors can be generated from any 1D-RISM free energy
functional, regardless of its performance during 1D-RISM
calculations, is reinforced. These points again suggest chemi-
cally relevant solvation data is present within these 1D-RISM
generated descriptors.
Table 5 Solvation free energy predictions for multi-solvent datasets co
network models trained on KH, HNC and GF calculated descriptorsa

Solvent Temp. Temp. descr. Datapoints R2

KH GAFF
298 K No 709 0.95
273–373 K No 3241 0.88

Multi-solvent 273–373 K Yes 3241 0.88
273–373 K No 3629 0.93
273–373 K Yes 3629 0.93

HNC GAFF
298 K No 709 0.95
273–373 K No 3241 0.89

Multi-solvent 273–373 K Yes 3241 0.88
273–373 K No 3629 0.93
273–373 K Yes 3629 0.93

GF GAFF
298K No 709 0.95
273–373K No 3241 0.90

Multi-solvent 273–373K Yes 3241 0.88
273–373K No 3629 0.94
273–373K Yes 3629 0.94

a Predictions are separated by temperature, inclusion of a temperature des
for each model are taken from test set predictions. Units are in kcal mo
solvent was modelled with MSPC/E. The standard deviation of each statis

© 2023 The Author(s). Published by the Royal Society of Chemistry
The number of solute molecules per solvent dataset appears
to have a negligible impact on SFE prediction accuracy. Chlo-
roform and carbon tetrachloride have considerably fewer
solutes than water at 298 K: 79 and 109 solutes, compared to 521
for water. However, organic solvent models make SFE predic-
tions to a similar accuracy as their aqueous counterparts.

4.2.3 Combined solvent models. Convolutional neural
network models were trained on multi-solvent SFE descriptor
datasets, as shown in Table 1, to predict solvation free energy.
For each descriptor dataset, six variations were tested: KH,
HNC, GF generated descriptors and OPLS, GAFF solute
parameters, for a total of 30 models. Table 5 provides
ntaining descriptors for all three solvents using convolutional neural

RMSD Bias SDEP R2 RMSD Bias SDEP

OPLS
0.83 −0.01 0.82 0.95 0.82 −0.02 0.80
0.94 0.08 0.92 0.89 0.91 0.03 0.88
0.97 0.06 0.95 0.87 1.01 0.03 0.98
1.01 0.10 1.00 0.91 1.12 0.00 1.10
1.03 0.21 1.00 0.92 1.06 −0.02 1.05

OPLS
0.84 0.06 0.83 0.95 0.80 0.02 0.79
0.93 0.08 0.90 0.77 1.15 0.05 1.11
0.98 0.11 0.95 0.86 1.04 0.07 1.01
1.00 0.09 0.98 0.93 0.98 0.00 0.97
0.97 0.12 0.95 0.92 1.08 0.03 1.07

OPLS
0.87 0.05 0.85 0.95 0.77 0.01 0.76
0.91 0.03 0.89 0.36 1.27 0.07 1.24
0.97 0.10 0.93 0.74 1.10 −0.02 1.07
0.97 0.04 0.96 0.94 0.93 0.05 0.91
0.95 0.04 0.95 0.93 1.04 0.03 1.03

criptor, solute forceeld parameters and number of datapoints. Results
l−1. Organic solvents were modelled with GAFF parameters, and water
tic per model is available in the ESI.
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Fig. 5 Correlation plot showing test set solvation free energy
predictions against experimental values for the GF and GAFF based
multi-solvent and multi-temperature dataset.
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a breakdown of the test set based performance for each of these
models.

From Table 5, a drop in accuracy is observed for OPLS based
multi-temperature datasets when compared to their GAFF
counterparts. This drop in model performance is clearest for
multi-temperature datasets that do not include the additional
298 K water data from the MSD (3241 datapoint models). For
these models, on average between like-for-like multi-
temperature datasets, the use of OPLS results in a 0.13 kcal-
mol−1 increase in prediction error. Signicant variations in
correlation between experimental and predicted SFE are also
only observed for these OPLS datasets. When CNN are trained
on datasets which include the additional 298 K water data,
prediction errors only increase by 0.05 kcal mol−1 on average
against their GAFF counterparts. This drop in accuracy is not
observed for single solvents, nor is it present in multi-solvent
GAFF models, suggesting the use of SFE descriptors generated
Table 6 Solvation free energy predictions for individual solvents within
trained on GF calculated descriptorsa

GF GAFF

Solvent Temp. Temp. descr. Datapoints R2

Water 0.96
Chloroform 298 K No 709 0.83
Carbon tet. 0.74
Water 0.95
Chloroform 273–373 K No 3629 0.80
Carbon tet. 0.80
Water 0.95
Chloroform 273–373 K Yes 3629 0.85
Carbon tet. 0.77

a SFE predictions are separated by temperature, inclusion of a temperatu
Results for each model are taken from test set predictions. Units are in k
water solvent was modelled with MSPC/E. Carbon tet. refers to Carbon te

186 | Digital Discovery, 2023, 2, 177–188
from OPLS parameterised solutes in multi-solvent models will
interfere in prediction quality. As with the single-solvent
aqueous and organic models, negligible changes in model
performance are seen across the multi-solvent kh_w, hnc_w and
gf_w datasets. As GAFF based models are consistent across KH,
HNC and GF, the drop in performance of OPLS based models is
likely only caused by the use of OPLS parameters. Including
a temperature descriptor for multi-temperature models also has
a negligible impact on prediction accuracy. CNN trained on
multi-solvent and multi-temperature GAFF datasets predict SFE
to below 1 kcal mol−1 of experiment without any need for rep-
arameterisation. Fig. 5 provides the correlation plot for the 3629
datapoint multi-solvent and multi-temperature dataset gener-
ated using GAFF and GF without any temperature descriptors.

A breakdown of solvation free energy predictions for indi-
vidual solvents within multi-solvent datasets generated using
the GF functional is shown in Table 6. Training CNN on multi-
solvent SFED datasets results in an average increase in predic-
tion error for chloroform and carbon tetrachloride solvents of
0.26 and 0.32 kcal mol−1 respectively against their corre-
sponding single solvent models. A drop in accuracy is not
observed for water however, and may be due to there being
signicantly more experimental data available for water (as
compared to the organic solvents). Despite the fact each multi-
solvent dataset includes disproportionately more aqueous
solvent datapoints than organics solvent, SFE prediction errors
for chloroform and carbon tetrachloride only peak at 1.14 and
0.81 kcal mol−1 respectively. The greatest prediction error for
each solvent is below the standard deviation of experimental
SFE values at 4.21, 2.85, 2.67 and 1.74 kcal mol−1 for water 298
K, water 273–373 K, chloroform and carbon tetrachloride
respectively.

pyRISM-CNN is capable of predicting the solvation free
energies of small organic molecules with comparable accuracy
to state-of-the-art methods. MD based free energy perturbation
(FEP) calculations have been reported for a dataset of 239 small
molecules in water, achieving an average unsigned error (AUE)
of 1.10 kcal mol−1.56 The semi empirical universal correction
(UC) free energy functional paired with 3D-RISM has been
the multi-solvent datasets using convolutional neural network models

OPLS

RMSD Bias SDEP R2 RMSD Bias SDEP

0.83 −0.02 0.81 0.96 0.79 −0.00 0.78
1.03 0.25 0.93 0.89 0.78 0.06 0.73
0.81 0.25 0.68 0.86 0.61 0.03 0.54
0.95 0.01 0.94 0.95 0.92 0.01 0.91
1.14 0.13 1.08 0.82 1.05 0.11 0.98
0.76 0.12 0.68 0.82 0.71 0.13 0.61
0.96 −0.02 0.95 0.94 1.07 0.04 1.06
1.01 0.10 0.97 0.81 1.13 0.04 1.03
0.80 0.20 0.74 0.81 0.72 0.00 0.62

re descriptor, solute forceeld parameters and number of datapoints.
cal mol−1. Organic solvents were modelled with GAFF parameters, and
trachloride.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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shown to accurately predict hydration free energies for a set of
504 organic molecules, with an RMSD of 1.18 kcal mol−1.11 The
most comprehensive comparisons can be made against the
SMD, which has been tested extensively against both aqueous
and non-aqueous solvents at 298 K.7 By solvent, AUE of 0.52,
0.84 and 0.59 kcal mol−1 were reported for carbon tetrachloride,
chloroform and water respectively with the SMD. Although not
directly comparable, RMSD values of 0.76, 1.14 and
0.95 kcal mol−1 were determined with the GF based multi-
solvent pyRISM-CNN model. These errors drop to 0.47, 0.8
and 0.65 kcal mol−1 for carbon tetrachloride, chloroform and
water respectively with the GF based single solvent output
pyRISM-CNN models.

5 Conclusions

Here we have applied pyRISM, a new 1D-RISM solver capable of
applying the standard 1D-RISM theory beyond 298 K, to water
and a wide range of common organic solvents. Further, by
combining pyRISM with a deep learning model, accurate SFE
predictions can be made far beyond the capabilities of the
standard 1D-RISM theory. Replacing the standard 1D-RISM SFE
functionals with a CNN delivers a 40-fold improvement
compared to the standard 1D-RISM theory, with consistent
prediction errors below 1 kcal mol−1 as compared to experiment
for organic solvents at 298 K and aqueous solvent at 273–373 K.
This move from 1D-RISM calculations to pyRISM-CNN predic-
tions requires minimal additional computational expenditure
as descriptors can be generated as part of the typical 1D-RISM
workow. Efforts are ongoing to assess the generalisability of
pyRISM-CNN and gather experimental SFE data in other organic
solvents against which to test and further develop the model.
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The pyRISM v0.1.1 code for solving 1D RISM equations and
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