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Pitfall in simulations of vibronic TD-DFT spectra:
diagnosis and assessment†
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In this Communication, we study the effect of spurious oscillations

in the profiles of energy derivatives with respect to nuclear coordi-

nates calculated with density functional approximations (DFAs) for

formaldehyde, pyridine, and furan in their ground and electronic

excited states. These spurious oscillations, which can only be

removed using extensive integration grids that increase enormously

the CPU cost of DFA calculations, are significant in the case of third-

and fourth-order energy derivatives of the ground and excited

states computed by M06-2X and xB97X functionals. The errors in

question propagate to anharmonic vibronic spectra computed

under the Franck–Condon approximation, i.e., positions and inten-

sities of vibronic transitions are affected to a large extent (shifts as

significant as hundreds of cm�1 were observed). On the other hand,

the LC-BLYP and CAM-B3LYP functionals show a much less pro-

nounced effect due to spurious oscillations. Based on the results

presented herein, we recommend either LC-BLYP or CAM-B3LYP

with integration grids (250, 974) (or larger) for numerically stable

simulations of vibronic spectra including anharmonic effects.

Electronic UV/Vis spectroscopy is a fundamental tool for study-
ing the electronic structure of molecules. A proper understand-
ing of the relations between the characteristics of molecular
architectures and electronic structures is pivotal for the rational
design of new species presenting desired photophysical
properties.1 In particular, fluorescent organic molecules are
in the limelight due to widespread applications.2,3 Thanks to

the developments in instrumentation, it is now possible to use
intense optical fields and excite molecules by multiphoton
absorption techniques.1,4 Syntheses and experimental photo-
physical studies are frequently paralleled by electronic-
structure calculations for interpreting and rationalizing the
complex spectroscopic signatures in electronic UV/Vis spectra
of molecules. The current popularity of computational spectro-
scopy tools was preceded by a few decades of electronic/vibra-
tional–structure theory developments5–22 and extensive method
validation.23–42 Even though some of the developed methods
present ‘‘chemical accuracy’’, it is not yet feasible to apply them in
studies of the electronic structure of molecular systems composed
of dozens of atoms. The determination of vibrationally-resolved
electronic absorption/emission spectra implies a further
increase in the computational cost as it requires the calculation
of the gradient, and depending on the vibrational structure
method and also the hessian, of the electronic excited states.28

Provided that medium-sized (or large) molecules are to be
studied, the introduction of electrical or mechanical anharmo-
nicity into the simulation protocol of their vibrationally-resolved
electronic spectra narrows down the panel of electronic-structure
theories to the Tamm–Dancoff approximation or random-phase
approximation at the Hartree–Fock or Density Functional Theory
(DFT) level. The latter approach has been demonstrated to
exhibit superior accuracy compared to the Hartree–Fock theory,
owing to its consideration of electron correlation effects.
Nevertheless, in the case of modeling electronic spectra, numer-
ous density functional approximations (DFAs) exhibit serious
flaws. The unsatisfactory performance of DFAs in the description
of electronic spectra has already been well understood and
improved. However, currently, the selection of the best DFA
for simulations of vibrationally-resolved electronic spectra is
still by no means a routine task.43 Considering that simulations
of harmonic-oscillator-based vibrationally-resolved electronic
spectra for medium-sized molecules using DFAs have a low
computational cost,44 one may anticipate further improvements
in vibrational-structure theories through the incorporation of
mechanical and electrical anharmonicity. The calculation of
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Wyspiańskiego 27, Wrocław 50-370, Poland. E-mail: robert.zalesny@pwr.edu.pl

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d3cp04276f

Received 4th September 2023,
Accepted 14th October 2023

DOI: 10.1039/d3cp04276f

rsc.li/pccp

PCCP

COMMUNICATION

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
O

ct
ob

er
 2

02
3.

 D
ow

nl
oa

de
d 

on
 7

/2
4/

20
25

 1
2:

07
:0

4 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0001-7493-5771
https://orcid.org/0000-0001-6895-4562
https://orcid.org/0000-0002-2880-8680
https://orcid.org/0000-0001-8998-3725
http://crossmark.crossref.org/dialog/?doi=10.1039/d3cp04276f&domain=pdf&date_stamp=2023-10-30
https://doi.org/10.1039/d3cp04276f
https://doi.org/10.1039/d3cp04276f
https://rsc.li/pccp
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3cp04276f
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP025044


30194 |  Phys. Chem. Chem. Phys., 2023, 25, 30193–30197 This journal is © the Owner Societies 2023

such anharmonic corrections requires the determination of
high-order energy/property derivatives.

The efficiency and robustness of DFT pave the way to applying
vibrational-structure models beyond harmonic approximation.
However, in our recent study we have demonstrated that the
majority of developed DFAs suffer from ‘‘spurious oscillations’’
in the ground-state profiles of energy/property derivatives with
respect to nuclear coordinates.45 This unphysical effect was
traced back to the numerical integration required to calculate
the exchange–correlation energy and can be fixed using extensive
integration grids that increase enormously the CPU cost of DFA
calculations. Although the first pieces of evidence of the spurious
oscillations were found in the profiles of energy/property
derivatives with respect to intermolecular stretching modes of
molecular complexes,45,46 they are also present in the vibrations
of isolated molecules. Based on the results obtained for the
ground-state properties,45 it can be assumed that vibronic spec-
tra might also be affected by the spurious oscillations.

The aim of this Communication is to perform a pioneering
exploration of the effect of spurious oscillations on the vibra-
tional fine structure of absorption bands in electronic absorp-
tion spectra. For the first time we study, on equal footing, the
effect of the spurious oscillations on ground- and excited-state
energy derivatives as well as transition property derivatives.
With computational efficiency in mind, for the present study, we
selected three molecules (formaldehyde, pyridine, and furan)
and four DFAs (LC-BLYP,47 CAM-B3LYP,48 oB97X,49 and M06-
2X50). In our previous study, LC-BLYP and CAM-B3LYP were two
of the DFAs showing more robustness against spurious oscilla-
tions among the 45 functionals studied. In contrast, oB97X and
M06-2X were two of the most strongly affected by spurious
oscillations.45 Thus, these four DFAs cover both extremes of
the spectrum regarding the potential magnitude of the spurious
oscillations in energy/property derivatives and their propagation
to vibronic spectra.

In this Communication, we analyze the grid-dependent
spurious oscillations in energy derivative profiles using the
procedure and in-house codes proposed in our recent study.45

Namely, for a given DFA, we compute ground- and excited-state
energies and their derivatives along the vibrational normal
mode displacements (denoted as Q), hereafter labeled as PDFA.
This is done for (99, 590), (250, 974), and (750, 974) unpruned
integration grids, and the results obtained with the largest grid
are used as the reference for a given DFA, (a,b) referring to a
grid with a and b radial and angular points, respectively. An in-
house algorithm45 detects and filters out the possible grid-
related oscillations in the PES obtained with the largest grid
(the reference grid). This is done in the reciprocal (frequency)
space, i.e., the PES is transformed using the Discrete Fourier
Transform into the so-called frequency spectrum. If present,
these spurious oscillations are identified by comparison with the
frequency spectrum of spurious-oscillation-free PES obtained
with an ab initio method (HF and CIS for the ground and excited
states, respectively, in the case of the present Communication).
Subsequently, the identified spurious oscillatory bands are
quantitatively filtered out using an automatically designed low-

pass finite impulse response filter.45,51 Such a filtered and
spurious-oscillation-free PES is used as the reference grid,
PDFA(large grid)

filt , to quantify the spurious oscillations in the PES of
the target DFA and integration grid, PDFA. A thorough description
of the algorithm can be found in the ESI† of our previous work.45

We will quantify the errors due to spurious oscillations by
defining the relative root-mean-square errors (RRMSE):

RRMSE ¼
RMS PDFA

filt � P
DFAðlarge gridÞ
filt

h i

RMS P
DFAðlarge gridÞ
filt

h i � 100% (1)

The RRMSEs were computed for the third and fourth energy
derivatives with respect to vibrational normal modes for three
molecules in their ground and electronic excited states. During
RRMSE evaluations, only atomic displacements close to equili-
brium geometry (for the selected electronic state) were included,
and they corresponded to the displacements in the normal mode
coordinate Q. In particular, displacements used in the RRMSE
evaluations corresponded to � 0.16|Q| (with a step size of
0.01|Q|) for formaldehyde, where |Q| is a normalized normal
mode coordinate (calculated in atomic units), whereas for furan
and pyridine, these displacements corresponded to � 0.32|Q|
(with a step size of 0.02|Q|).

In what follows, we will present the results of calculations
obtained using the GAUSSIAN package52 and 6-311++G**
atomic basis set53 to compute ground and excited state ener-
gies/properties.

The results of the analysis for fourth energy derivatives are
shown in Table 1, and the corresponding data for third energy
derivatives can be found in Table S1 (Tables S2 and S3 contain
the complementary results obtained for the second and third
derivatives of transition dipole moments, ESI†). Note that the
RRMSE values given for each molecule correspond to the
average RRMSE for all the vibrational normal modes. Four

Table 1 Average of the relative root mean square error (RRMSE) of
d4E/dQ4 for all normal modes of different electronic states of formalde-
hyde, pyridine, and furan, computed with tested DFAs and three unpruned
integration grids. For all molecular systems, 11A1 denotes the electronic
ground–state, and other states are selected bright excited states. In the
case of furan, 12A2 corresponds to the lowest electronic state of its ionized
form, i.e., the electronic ground–state of the furan cation

Formaldehyde Pyridine Furan

11A1 11A2 11B2 11A1 11B1 11A1 12A2

LC-BLYP (99, 590) 1 1 2 20 1 48 1
(250, 974) 0 0 2 3 0 6 0
(750, 974) 0 0 2 3 0 6 0

CAM-B3LYP (99, 590) 1 1 3 21 3 18 1
(250, 974) 0 0 1 6 0 8 0
(750, 974) 0 0 1 6 0 8 0

oB97X (99, 590) 11 22 16 691 460 521 72
(250, 974) 1 6 2 274 193 332 39
(750, 974) 1 6 1 264 153 332 39

M06-2X (99, 590) 47 59 67 556 117 342 39
(250, 974) 20 48 40 158 62 323 16
(750, 974) 20 48 39 157 61 322 15

Communication PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
O

ct
ob

er
 2

02
3.

 D
ow

nl
oa

de
d 

on
 7

/2
4/

20
25

 1
2:

07
:0

4 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3cp04276f


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 30193–30197 |  30195

key conclusions can be drawn from the data presented in
Table 1. First, for all studied electronic states of the three
molecules, the RRMSE values are significantly reduced on
passing from (99, 590) to (250, 974) grid. Further extension of
the number of points in the radial part of the grid does not lead
to a noticeable decrease in the RRMSE. Second, RRMSE values
of fourth energy derivatives in electronic excited states might be
comparable in magnitude to the ground state counterparts.
Indeed, for the formaldehyde studied using M06-2X functional,
the excited states present larger RRMSE than the ground states.
Third, CAM-B3LYP and LC-BLYP exhibit pleasingly low values
of RRMSE for ground and excited states, which parallels the
conclusion from our earlier work45 devoted to ground state
energy/property derivatives for other chemical systems (i.e.,
average RRMSE for all the studied molecules and electronic
states smaller than 11% for (99, 590) grid and smaller than
2.5% for (250, 974) grid). Fourth, the magnitude of RRMSE
values is highly system-dependent which hints at differences in
vibrational structure (i.e., different vibrational normal mode
types). The same overall general pattern of RRMSE values holds
for third energy derivatives with respect to vibrational normal
modes (see Table S1, ESI†).

Now we will inspect how the RRMSE errors propagate to the
vibronic spectra. To that end, we have selected M06-2X, oB97X,
and LC-BLYP functionals, the (75, 302), (99, 590), (250, 974),
and (750, 974) unpruned grids, and simulated the 11A1 - 11B2

(S0-S2) electronic transition for formaldehyde under Franck–
Condon (FC) approximation. Note that the UltraFine grid, a
pruned (99, 590) grid that contains a few times smaller number
of points than its unpruned parent, is the default grid used in
the GAUSSIAN 16 program. For simplicity, we have focused our
analysis on the 21, 41, and 51 vibronic transitions. In these
simulations, we accounted for mechanical anharmonicity by
adopting the perturbation theory-based method of Luis et al.54

Note that these calculations require up to fourth energy deri-
vatives of the electronic ground and excited states. Therefore,
they are excellent tests for analyzing the effect of spurious
oscillations on vibrational spectroscopic signatures. The results
of these simulations are shown in Fig. 1 (M06-2X and LC-BLYP)
and in Fig. S2 (ESI†) (oB97X).

In the case of the M06-2X functional, the differences in the
positions of the three selected FC transitions between the
reference (750, 974) grid and the smaller grids may be larger
than 500 cm�1 (i.e., 51 frequency obtained with (75, 302) and
(99, 590)). Indeed, for this DFA, even using the (250, 974) grid
the shifts in the vibronic lines are still very large, thus making
band assignments in experimental spectra of molecules diffi-
cult. Moreover, the transition intensities are also affected,
albeit to a smaller extent. The overall effect of spurious oscilla-
tions has a significant impact on the spectroscopic signatures
in the vibronic spectra of formaldehyde, as anticipated based
on the RRMSE data presented in Table 1. The results obtained
using the oB97X functional (Fig. S2, ESI†) qualitatively parallel
those already discussed for the M06-2X functional. However,
the performance of the oB97X functional is much more satis-
factory when using smaller integration grids, which agrees with

the analysis of the RRMSE results for formaldehyde shown in
Table 1. Let us finally note that small RRMSE values found for
LC-BLYP functional translate into very small differences in
vibronic FC spectra between the smaller grids and the reference
grid (Fig. 1).

In summary, we have studied the effect of spurious oscilla-
tions in the profiles of energy derivatives with respect to nuclear
coordinates for formaldehyde, pyridine, and furan in their
ground and electronic excited states. A significant effect of
spurious oscillations, especially for (75, 302) and (99, 590)
unpruned grids, was observed in the case of third- and
fourth-order energy derivatives computed by M06-2X and
oB97X functionals (and third-order derivatives of transition
moment, a quantity relevant for electrical anharmonicity
effects). The errors in question propagate to anharmonic vibro-
nic spectra computed under the Franck–Condon approxi-
mation, i.e., positions and intensities of vibronic transitions
are affected to a large extent (shifts as significant as 500 cm�1

were observed). On the other hand, the LC-BLYP and CAM-
B3LYP functionals show much smaller errors due to spurious

Fig. 1 Normalized PT2 FC spectra of the 11A1 - 11B2 (S0-S2) transition of
formaldehyde obtained with M06–2X (top) and LC-BLYP (bottom) using
various integration grids and 0.02|Q| step size for numerical differentiation.
On the horizontal axis, differences with respect to the anharmonic 0–0
band are shown (DE0n = E0n � E00). On the legend, next to the grid labels,
the corresponding errors in the anharmonic transition energies of the
0–0 band, when compared to the reference (750, 974) grid, are given

(Eerr
00 = E00 � E(750,974)

00 ).
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oscillations, which agrees with the extensive calculations for
many atomic and molecular systems in their ground state.45

Based on the results presented herein, we recommend either
LC-BLYP or CAM-B3LYP with integration grids (250, 974) (or
larger) for numerically stable simulations of vibronic spectra
including anharmonic effects. One should not overlook, how-
ever, that range-separated functionals might not always be the
best choice for simulations of vibrationally resolved spectra.43
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