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and thermo-osmotic phenomena
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Thermo-osmotic flows, generated at liquid—solid interfaces by thermal gradients, can be used to pro-
duce electric currents from waste heat on charged surfaces. The two key parameters controlling the
thermo-osmotic current are the surface charge and the interfacial enthalpy excess due to liquid—solid
interactions. While it has been shown that the contribution from water to the enthalpy excess can be
crucial, how this contribution is affected by surface charge remained to be understood. Here, we start
by discussing how thermo-osmotic flows and induced electric currents are related to the interfacial
enthalpy excess. We then use molecular dynamics simulations to investigate the impact of surface
charge on the interfacial enthalpy excess, for different distributions of the surface charge, and two
different wetting conditions. We observe that surface charge has a strong impact on enthalpy excess,
and that the dependence of enthalpy excess on surface charge depends largely on its spatial
distribution. In contrast, wetting has a very small impact on the charge-enthalpy coupling. We rationalize
the results with simple analytical models, and explore their consequences for thermo-osmotic
phenomena. Overall, this work provides guidelines to search for systems providing optimal waste heat

rsc.li/pccp recovery performance.

1 Introduction

Nanofluidic systems (natural porous materials and synthetic
devices where liquids are confined at the nanoscale) offer great
promises to address societal challenges related to water and to
energy harvesting.' Liquid-solid interfaces play a critical role
in such nanoscale systems, and surface effects provide efficient
means to produce electricity from various thermodynamic
gradients available in nature. For instance, diffusio-osmotic
flows, generated at liquid-solid interfaces under a gradient of
salt concentration, can be used to produce electricity from the
salinity difference between sea and river water.* ® Indeed, if the
solid surface is charged, ions in the liquid reorganize to form a
diffuse layer with an opposite charge in the vicinity of the
surface, the electrical double layer (EDL).”” The advection of
the EDL by the osmotic flow then generates an electric
current.'""

Similarly, thermal gradients can generate electric currents in
liquids through a variety of mechanisms.’*® Among these
mechanisms, thermo-osmotic flows*>*' induced by thermal
gradients could be used to produce electricity from low-grade
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waste heat, by advecting the charge of the EDL.>* The resulting
electric current is controlled by the surface charge, which is
opposite to the charge in the EDL, and by the velocity of
the thermo-osmotic flow. There is an increasing effort to better
understand thermo-osmotic flows, through experimental
characterization®®?* and modeling.>*>” As detailed in the
Theory section, for liquids, Derjaguin and collaborators devel-
oped a standard theoretical framework,"**™*° which relates the
thermo-osmotic flow velocity to the interfacial enthalpy excess,
stemming from the interactions of the liquid with the solid.
This framework has been extended recently to take into account
liquid-solid slippage arising on low-friction surfaces,">**"
which can boost the flow. It has also been shown recently that,
in addition to the commonly considered ion electrostatic con-
tribution to the enthalpy excess,”*®**° the contribution of
water to the enthalpy excess could also be significant, and even
dominate over the electrostatic one.”>*' While the electrostatic
contribution is well described by the Poisson-Boltzmann
framework**™** (especially at low salt concentrations, at which
this contribution becomes large), the water contribution to
the enthalpy excess results from specific interactions with the
surface and requires descriptions at the molecular level, for
instance with molecular dynamics simulations.

However, previous studies have only computed the water
enthalpy excess on charge neutral surfaces.*' With the ultimate
goal to use thermo-osmosis to produce electricity, it is crucial to
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understand how surface charge modifies the interfacial
enthalpy excess, and in particular its water contribution.
In this article, we start by clarifying the link between the
interfacial enthalpy excess and thermo-osmotic phenomena.
We then present the results of molecular dynamics simulations
of an aqueous electrolyte confined between parallel charged
walls. We investigated the impact of surface charge density on
the interfacial enthalpy excess, for different spatial distribu-
tions of the surface charge, and two different wetting condi-
tions. We rationalized the results with simple analytical
models, which can be used to evaluate the interfacial enthalpy
excess in a wide variety of systems, and we explored their
consequences for thermo-osmotic flows and thermo-osmotic
currents.

2 Theory

The purpose of this section is to show how the enthalpy excess
is related to the thermo-osmotic response. To that aim, we will
briefly recall how the standard theoretical framework initially
introduced by Derjaguin and collaborators'*?**™*° can be
extended to take into account liquid-solid slip."****" Indeed,
at the nanoscale, it is known that the standard no-slip bound-
ary condition can fail.** The velocity jump at the liquid-solid
interface is quantified by the slip length b, which is the distance
inside the wall where the linear extrapolation of the liquid
velocity profile reaches the wall velocity.*

We first discuss the thermo-osmotic coefficient, which
quantifies the thermo-osmotic response of a liquid-solid inter-
face to a temperature gradient parallel to the wall, and is
defined by:

Vio(00)

My = —
T ovr/T

1)

with T the temperature, and v,(o0) the thermo-osmotic velocity
far from the surface; M,, can be positive or negative, depending
on the direction of the thermo-osmotic flow. The thermo-
osmotic velocity profile v,(z) can be obtained by integrating
Stokes equation, assuming a homogeneous viscosity 7 (we will
come back to this choice later) and taking into account

slippage: ™

vo(z) =

- %/T{ J“ dz’J dh(z")dz"
0 b4

+ b.‘.:CSh(z)dz}, ?

where z is the distance to the wall, b is the slip length, and 8A(z)
is the enthalpy excess density due to interactions between the
fluid and the solid; we will discuss the definition of 6% for an
electrolyte solution in the next section. The value of the velocity
far from the surface is:

_VT/TJ”
0

(z+ b)dh(z)dz, (3)

Vo (00) =
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and the thermo-osmotic coefficient is thus expressed as:

1 o0
M, = ﬁJo (z+ b)dh(z)dz. (4)

Defining the interfacial enthalpy excess (per unit surface):

AH = J:Sh(z)dz, (5)

one can rewrite eqn (4) as follows:

‘l 00
M, = E{JO z0h(z)dz + bAH} (6)
=S +0) )

where we have set

00

=3,

An is the characteristic thickness of the layer where the liquid
interacts with the wall, and hence 8A(z) # 0. For pure water, iy,
has been found to be on the order of 7 A in previous work.*?
Generally, 4y, is controlled by the range of liquid-solid interac-
tions, therefore its value should be similar for all water-solid
interfaces. Note that A, is also the distance from the wall over
which the thermo-osmotic velocity profile develops and con-
verges to v(o0). As a side remark, the approach developed
above for thermo-osmosis is analogous to the one used to
describe electro-osmotic flows, see ref. 13, 46 and 47 and
Appendix A.

Thermo-osmosis can also be used to create an electric
current in the case of electrically charged surfaces.?” Indeed,
in this case, the thermo-osmotic flow sets in motion the fluid
and thus the EDL, which creates an electric current. One can
quantify the thermo-osmotic current generated by thermo-
osmosis for a planar surface surface of transverse width w by
defining the thermo-osmotic conductance Ki:

Je/w 1 J o0

Ko = VT/T) = STIT), Pe(2)0(2)dz, 9)

z0h(z)dz; (8)

with J. the thermo-electric current. When the enthalpy excess
density decreases rapidly compared to the electric potential,
one can consider that the thermo-osmotic velocity profile has
reached its plateau value, v,(2) & Vvio(o0), everywhere in the
EDL. The effective Debye length is a function of the ion
concentration 7, and the surface charge density X,** so that
Jn < Aegr is met when ny < 0.1 M and ¥ < 50 mC m 2. In that
case, K, can be re-expressed as:

~ fjjpe(z)dz ~ My, X (—X) (10)

(1)

K, is therefore, in this limit, M, scaled by the surface charge
density.
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Finally, let us return to the assumption of a uniform
viscosity made to obtain eqn (7) and (11). Indeed, it has been
shown that, near the wall, the liquid viscosity could signifi-
cantly increase.>>*®*° A good approximation for the viscosity is
to consider the following step function:*°

én,
n(z) = {

, z 2 zs,

z <z,
(12)

with zg the position of the plane of shear*® and ¢ > 1. Using
eqn (12), one can show that the thermo-osmotic velocity
far from the surface is given by (derivation provided in
Appendix B):

no(00) = —Y L/ TJ (2 + b)Sh(z)dz — MJ (z + b)Sh(2)dz,
@7 0 n zg
(13)
and the thermo-osmotic coefficient becomes:
M = ;71[ (= + b)sh(z)dz + 1J 4 b)Sh(z)dz. (14)
0 Zg

As expected, the thermo-osmotic coefficient is lower when
considering a liquid layer near the wall with higher viscosity.
The thermo-osmotic coefficient is weighted by the ratio between
the two viscosities &, but still remains a function of the enthalpy
excess density. In the case of a stagnant liquid layer, ¢ — oo, with
b = 0, and one obtains:

AH
Ahs 15
p (15)

. 1(>®
My = —J z8h(z)dz <
zs

where z; is now the thickness of the stagnant layer. In this case,
the thermo-osmotic coefficient is significantly lower than for a
uniform viscosity, since the slip length is zero and the enthalpy
excess from the stagnant layer does not contribute to the osmotic
flow. On the other hand, for hydrophobic surfaces, the viscosity
remains constant, even near the interface,’®*® ¢ = 1, and one
recovers eqn (7). Using hydrophobic surfaces seems therefore to be

the optimal approach for maximizing osmotic responses.
Overall, eqn (7) and (11) highlight the key role of enthalpy
excess and slip length in thermo-osmotic responses.
Accordingly, to predict thermo-osmotic responses on charged
surfaces, it is crucial to know how these two quantities depend
on the surface charge. While the surface charge dependence of
the slip length has been investigated before,>*" less is known
about the enthalpy excess, and in particular about its water
contribution. In the following, we will use molecular dynamics
simulations to compute AH as a function of the surface charge.

3 Simulation methods
3.1 System

We used the LAMMPS package®® to perform equilibrium
molecular dynamics simulations of an aqueous electrolyte
composed of 2000 water molecules and NaCl salt with a bulk
concentration n, ~ 0.20 M, corresponding to a Debye length
Jo ~ 7 A, confined between two parallel walls made of four
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Fig. 1 Visualization of the modeled systems composed of an aqueous
electrolyte solution confined between two walls (a), realized with VMD.®°
The walls are charged either homogeneously (b), heterogeneously (c) or
with the charge protruding from the walls to create a “defective solid” case
(d) (see text for more details).

atomic layers of a fcc crystal with a lattice parameter a = 5.3496 A
(Fig. 1). Note that the standard ion electrostatic contribution to
the enthalpy excess decreases with increasing salt concen-
tration;>****° for the large concentration we used in this work,
the ion contribution has been shown to be negligible as
compared to the one of water.*' We applied periodic boundary
conditions along the x and y directions to our system of size
Ly = L, = 32.0976 A. Water molecules were simulated using the
SPC/E model,”® which employs both Lennard-Jones (L) and
Coulombic potentials to model the atomic interactions. The LJ
potential is defined by the characteristic diameter ¢;;, and the
interaction particle ¢; of particle i. For the ions, we used the L]
parameters given in ref. 54 along with the Lorentz-Berthelot
mixing rules. For the solid atoms, we followed ref. 46: we took
0ss = 3.37 A, used a close-packed density ps = g4 >, and chose
&ss = 0.164 and 2.08 kcal mol™! combined with Lorentz-Berthe-
lot mixing rules to create, respectively, a hydrophobic and a
hydrophilic surface, with contact angles of approximately
140 and 55° (as characterized in ref. 46). For the L] interactions,
we used a truncated potential with a cutoff of 9 A and no long-
range correction. For the Coulombic interactions, we used the
particle-particle particle-mesh (PPPM) solver for long-range
correction, with a cutoff of 10 A and desired relative error in forces
of 10™*. While we used periodic boundary conditions along the
x and y directions, we used non-periodic boundary conditions in
the z direction; for the PPPM solver, we treated the system as if it
were periodic in z, but inserting empty volume between atom slabs
and removing dipole inter-slab interactions so that slab-slab
interactions are effectively turned off. The ratio of the extended
dimension in z divided by the actual dimension in z was set to 3,
and the actual dimension was set to 101 A.

Phys. Chem. Chem. Phys., 2023, 25, 24321-24331 | 24323
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We studied three types of surface charge distribution. First,
to represent the charge resulting from the polarization of a
conductive surface (e.g. the charging of amorphous carbon
electrodes in supercapacitors® %), we considered a “homoge-
neous case” where we charged all surface atoms with a charge
q = ZS/Nyan, where S = L,L, is the surface of the wall and Ny
the number of atoms on the surface, which results in a surface
charge density X (Fig. 1b). We then considered two models
aimed at describing the features of surface charge on insula-
tors, which typically arises from the dissociation of surface
groups or specific adsorption of charged species, resulting in a
spatially heterogeneous charge (e.g., the charge of graphene
oxide/activated carbon is carried by randomly distributed pro-
truding O~ groups®*?). To capture the effect of heterogeneity,
we started by studying a ‘“heterogeneous case” where we
randomly selected atoms of the surface and attributed them a
charge of +1 e (Fig. 1c) so that the surface charge density was X.
To also capture the protruding nature of the surface charges, we
finally studied a “defective case” in which randomly distribu-
ted atoms with a charge of +1 e protrude by 2.67 A from the
surface with respect to the fcc structure of the crystal (Fig. 1d).

In all cases, both surfaces were assigned the same surface
charge, and counter-ions were added to the system to keep it
electrically neutral. The bottom wall was frozen and we used the
top wall as a rigid piston during an equilibration phase that
lasted 0.6 ns, before fixing it at its equilibrium position to set
the pressure to 10 atm, following previous studies*"*® (we have
checked that the density and pressure profiles had reached
steady state). The equilibrium distance between the walls,
reached in less than 50 ps, was d ~ 60 A. We fixed the
temperature of the fluid at 298 K via a Nosé-Hoover thermostat
with a damping time of 100 fs. The simulations lasted 10 ns
with a timestep of 2 fs.

3.2 Quantities of interest

For a mixture of particles, we define the enthalpy excess density
25
as:

Sh(z) = Y ni(2)[hi(z) — hY), (16)

with i € [O,H,Na,Cl] the atom type, n; the number density, A;
the enthalpy per particle, and the superscript B denotes a bulk

quantity, i.e. its value far from the surface, where it is homo-
geneous. We define the enthalpy per particle as:

Pl(2)
ntot(z)

hi(z) = ui(z) + , (17)

where u; is the internal energy per particle, n(z) = > n;(z) the
i

total number density and p'(z) the components of the virial
pressure tensor parallel to the surface (p*™ or p*”; which are
equal). Indeed, pressure is anisotropic near the wall, and
following previous studies,>>* we consider the pressure com-
ponent parallel to the surface to compute the enthalpy excess
density. We can consider only the contribution of the poten-
tial energy to calculate the internal energy term. Indeed the
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equipartition theorem implies that the kinetic energy terms
cancel out: (x(z)) = up. Here attributing p'(z)/n(2) to each
atom amounts to evenly distribute the atomic volume regard-
less of the atom type.

From the definition of the enthalpy excess density, eqn (16),
0h(z) = 0 in the absence of particles, and the enthalpy per
particle needs to be defined only when the density is non zero.
Denoting z, the minimum height at which fluid particles are
found, eqn (16) becomes:

B
S (2 pi(z) — uf ]+ pI(2) — Loma(z) if 2 > 20,

Aot

Sh(z) =
0 if z < zg,

(18)

where we denote p® the bulk pressure, which is isotropic, and
where uj,; is the potential energy of particle type 7, which takes
into account its interactions with all atom types.

We compute pressure profiles using the stress per atom
approach. Indeed the virial part of the stress per atom is given

Ni
by ¥ = = ri.fip where o and f € {x;,2}, and N; is the
3

number of atoms of type i With this

pup(2) = —(1/V) 32 1 (2). Although it is well known that the

definition,

pressure tensor is not uniquely defined for an inhomogeneous
fluid near an interface,®® this is not an issue here since we
will consider its integral, eqn (21), which is unambiguously
defined.®*

Finally, we can compute the enthalpy excess by integrating
the enthalpy excess density from z, to the middle of the

channel: AH = fl'(f 2SIz(z)dz, which we decompose into three

contributions: the water internal energy excess AUyater, the
ions internal energy excess AUjons and a pressure excess term
AP

h/2
AUwater = {I’lo(Z) [up,O (Z) - ug,o}
Jzo (19)
+ nu(2)[upn(z) — “E,H]}dzv
h/2
AUions = J:o {nNa(2)[upNa(2) — u?,Na} (20)

+nci(2)[upci(z) — u,'f,cd}dz,

APl = Jh/z {p”(z) - }fTBntot(Z) dz. (21)

z0 tot

To estimate the thermo-osmotic and thermoelectric
responses of our systems, we also computed the slip length b
using non-equilibrium molecular dynamics simulations. With
that regard, we moved the walls in opposite x directions with a
speed V, € [10,40] m s~ " (we verified that we were in the linear
response regime), generating a linear velocity profile far from
the wall. The slip length can then be determined using the
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Navier boundary condition:****

Vs
b = 22

: 2)
with j the bulk shear rate and vy the slip velocity; v, is defined
as the difference between the wall velocity and the velocity of
the fluid at the hydrodynamic wall position, given by }4/2,

where the hydrodynamic height  of the liquid is given by:*

M

= 23
pbulkA7 ( )

with M the total mass of the fluid, ppy the bulk mass density
and A the wall surface area.

We performed four independent simulations to determine
the error on the calculation of AH. The slip length and its error
were determined from measurements that fell in the linear
response regime. The error bars given in the following figures
correspond to a statistical error with 95% confidence level.

4 Results and discussion

4.1 Impact of surface charge density

Fig. 2 presents the enthalpy excess AH and its contributions as
a function of the surface charge density. One can observe that
AH varies notably with X, increasing significantly with the
absolute value of the surface charge density. Even at the large
salt concentration considered here and at large surface charges,
ions do not have much impact on the enthalpy excess, because
their number remains much smaller than the number of water
molecules. It is actually AUyaeer and AP! which contribute the
most to the enthalpy excess.

Let us first focus on AUyater. The water energy term has a
parabolic form, which is relatively symmetrical with respect to
the surface charge density. One can approximate this quantity
using a simple dipole model. Indeed, water molecules orient

AH = Avaautelr + A(]ions + AP”

0.3 B AUger
A AU
0.2 v APl
® AH

e
o

Enthalpy excess (kcal.mol‘l.ﬁf?)
(=)

|
<
o

-0.1 0.0

¥ (C.m™?)

Fig. 2 Comparison of the different contributions to AH (mauve circles):
AUions (grey triangles up) the contribution of the potential energy of the
ions, AUyater (blue squares) the contribution of the water potential energy
and AP! (purple triangles down) the pressure excess.

0.1 0.2
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themselves under the effect of the electric field created by the
charged wall. In this regard the energy excess density SudP. ..
can be expressed as:

Suglvgter(z) = - <:uz> (Z)I’lo(Z)E(Z),

with 7o the number density of oxygen atoms, E(2) = X/ege,(2) the
electrostatic field where ¢, is the vacuum permittivity and &,(z)
are the local relative permittivity, and (u,(z)) = u(cos(0)(z)) the
average dipole moment along the z axis, with (cos(f)) the
average dipole moment orientation and 0 the angle formed
by the dipole with the surface, and u = 1.85 D the water dipole
moment. In the EDL, the electric field is weak with respect to its
value at the surface (i.e., for z = 0) and du®P is negligible."*
However, water molecules immediately at the surface experi-
ence a much stronger electric field because there are much less
other water molecules to screen the field of the wall than in
bulk. For those molecules, 5u%P is not negligible anymore.

(24)

We can compute (cos(0)) from the simulation or we can
compute it theoretically using Boltzmann statistics (Fig. 3b).
Let P(6) be the probability for a molecule to have an orientation
angle 0, we have:

eo<cos(())
S CY
= 0.10
|
£ L
;510.05 o B Simulation BN \_,./‘.
E . AU\;/ISTLI
§ D,
=000 — Ao
—0.2 —0.1 0.0 0.1 0.2
Y (C.m™2)
05| 012 (©)
= ) 011 i\
Z 0.0 = .
= 20.10 J_,#’
—0.5 *\1
. | ) 0.099 ‘ i
—0.2 0.0 0.2 —0.2 0.0 0.2
¥ (C.m~2) ¥ (C.m™2)

Fig. 3 Water energy contribution to the enthalpy excess (a) with the
measured values AU,yater (blue squares), the theoretical model with mea-
sured (cos()) and n&"" (grey circles), and the fully theoretical model
(mauve line). The theoretical and measured orientations of water mole-
cules near the surface (respectively mauve line and grey circles) are given
in (b). The effective permittivity was set to 5" = 12 for negatively charged
surfaces, and £ = 9 for positively charged surfaces. The surface density of
water molecules near the interface is given in (c) with the same legend as
in (b).
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<
—0.2 —0.1 0.0 0.1 0.2
3 (C.m™?)

Fig. 4 Pressure term AP! as a function of the surface charge density. The
value obtained from the simulations (grey points) is rationalized by a
capacitor model (blue line). The effective permittivity in egn (32) is set to
& = 6 for negatively charged surfaces, and &£ = 4.5 for positively charged
surfaces.

with @ the solid angle and o = SuE with f = 1/kgT. Thus,

(cos(0)) = JP(@)COS(@)dQ = coth(a) — é. (26)
As stated before, water molecules at the interface experience a
much less screened electric field from the charged wall. Still,
the other molecules at the surface partially screen the inter-
actions with the farther parts of the wall, which one can
describe by introducing an effective relative permittivity, &
The value of & should lie between 1 and the bulk dielectric
constant of SPC/E water, ¢, = 71.5%%° In the following, we will
treat it as a fitting parameter. Thus, writing E = X/geeS", one
obtains:

u <coth(o¢) - %) z

Bufer = o "0(), 27)
and so:
u (coth(oc) - 1) z
AU, = e i nt (28)
with n'™ the atomic surface density of the first layer, which can

be computed from the simulations. Finally AUyater = AUsater +
AU, where AU e is the value of AUyyee, for an electrically
neutral surface.

Fig. 3b represents the dipole orientation, measured in the
simulations, and fitted using eqn (26). We can see an asym-
metry of the measured curve, where the dipole orientation
follows two different patterns: for the negative surface charges,
0 precisely follows its theoretical value by taking &£ = 12.
However, for the positive ones, the model is less accurate.
To fit this part of the curve, we took & = 9. It is not unexpected
that the effective dielectric permittivity depends on the sign of
the surface charge; indeed, the effective permittivity should
depend on the details of the profiles of density and orientation
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of the water molecules around the gap between the liquid and
the solid, which differ depending on the sign of the surface
charge because of water’s asymmetrical charge distribution.

Fig. 3c presents the atomic surface density of the first layer,
measured in the simulations, and approximated by 1/05> =~
0.10 A2, with oo the oxygen L] diameter. We thus have two
ways of plotting the model presented (Fig. 3a): from direct
measurement of (cos(0)) and nS"™, or from their theoretical
estimates. Overall, although the asymmetry of cos(f) and n&"™ is
not sufficient to explain the asymmetry found in AUyaeer, OUr
model describes fairly the water excess energy term.

Regarding the pressure term (Fig. 4), one way to describe it is
to make an analogy between AP' and the surface tension 7.
Indeed the surface tension of a liquid-solid interface can be
computed by the mechanical route:***”

+oo
=] - ne, (29)
—00
where p | and p are the normal and tangential components of
the pressure tensor. To ensure mechanical equilibrium, it is
necessary to have a constant perpendicular pressure along the
channel, p | (z) = p& =p}, because pressure is isotropic in a bulk
liquid. Thus, the surface tension becomes:
oo
1= - i@~ -ar (30)
—00

We will therefore try to describe the variation of AP with X
following standard electrowetting models. The variation of the
surface tension with respect to the surface charge density is
given by the Lippmann’s equation,®®®® which considers the
energy stored in the capacitor formed by the charged surface
and the EDL:

x? ax?

2y
2C 70 2gpetl

7 =70~ (31
where y, is the surface tension for a neutral surface and
C = £0s™/d is the capacitance per unit area, with d the capacitor
thickness, i.e. the mean distance between charges on the wall
and counter-ions in the EDL. Similarly, one can define a
capacitor like model to understand the variation of the pressure
excess with the surface charge density:

dx?

API = ApI>=0 :
+ 2¢0es!T

(32)

Once again, the relative permittivity ££" used in the model must
be smaller than the one of bulk water due to its drop near the
interface. Moreover we can see in Fig. 3c that near the surface,
water displays different structuring depending on the sign of X,
and so should do the relative permittivity. This allows us to fit
our capacitor model with two values of the relative permittivity,
e = 6 for the negative charge surfaces & = 4.5 for positive
ones, see Fig. 4. These values differ from the ones used to
describe the water energy excess. This is not unexpected,
because the effective permittivity involved in the potential
energy model and in the capacitor model result from the
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Fig. 5 Impact of wetting on the enthalpy excess. Two wettings are

explored here: a hydrophobic case (blue circles) and a hydrophilic case
(grey squares). The water contribution (a), the pressure term (b), as well as
the total enthalpy excess (c) are represented.

averaging of different functions of the non-local heterogeneous
permittivity.

4.2 Effect of wetting properties

Now that we have understood the behavior of the enthalpy
excess for a hydrophobic and homogeneously charged wall, let
us look at the effect of wetting on the enthalpy excess. In Fig. 5c
we compared the enthalpy excess calculated close to a hydro-
phobic and a hydrophilic surface. First we note that the hydro-
phobic surfaces have higher enthalpy excess, which is
consistent with a previous study on thermo-osmosis that
indicates that hydrophobic surfaces maximize the thermo-
osmotic response.*’ Secondly, for an electrically neutral sur-
face, there is a change of sign of the enthalpy excess, indicating
a change of direction of the thermo-osmotic flow, again being
consistent with a previous study that reports a change of
direction of the flow when changing the wetting of the
system.”® On silica-based materials, which have hydrophilic
surfaces, it has been shown that the surface charge density can
affect the thermo-osmotic flow direction, this effect being
attributed to a change of sign of the enthalpy excess,***® our
calculations tend to confirm qualitatively the results of these
studies.

While the enthalpy of a neutral surface largely depends on
wetting, its variation with the surface charge is much less
sensitive to wetting, being slightly stronger for the hydrophobic
surface, see Fig. 5c. When looking at the decomposition of the
enthalpy excess, it appears that AUygeer is simply shifted and
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Fig. 6 Effect of the charge distribution on the enthalpy excess. For
AUyater (@), the homogeneous case (blue squares) is described by a dipole
model (blue line) while the heterogeneous (purple triangles) and the
defective (grey circles) cases are described by a linear model of potential
energy excess per unit charge, eqn (33), represented in full lines. For AP!
(b), the homogeneous as well as the heterogeneous case can be described
by a capacitor model but the model cannot describe the behavior of the
defective solid. There is a change of sign of AH for the defective solid case,
taking negative values for negatively charged surfaces (c).

becomes smaller for hydrophilic surfaces. Water molecules are
indeed more attracted to the wall in the hydrophilic case, which
allows them to adopt a more favorable energy configuration
thus reducing the overall internal energy (Fig. 5a). The pressure
term is also shifted, and the parabola is more pronounced. One
can use the capacitor model to understand this: indeed, water
is more depleted on hydrophobic surfaces, resulting in a
thicker capacitor, hence a stronger variation of AP' with X,
see eqn (32). Note that we simulated two systems with very
different wetting properties, and the change in capacitance
remained small, so that considering that the capacitance is
independent of wetting represents a good approximation.

4.3 Effect of charge distribution on the enthalpy excess

Regarding the charge distribution, one can see in Fig. 6 that it
has a drastic impact on the enthalpy excess. In particular, the
defective solid case differs strongly from the other two, display-
ing a change of sign for negatively charged surfaces. One can
understand these differences by looking at the decomposition
of AH. For AU,er (Fig. 6a), the dipole model, which assumes a
homogeneous charge distribution, does not work for the het-
erogeneous and defective solid cases. Indeed, in the latter
cases, each of the randomly distributed charges will only
affect the surrounding water molecules, because with a
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Table 1 Water
distributions

enthalpy excess per charge for different charge

U™ (kcal mol ) X<o0 >0
Heterogeneous —1.24 x 1072 -9.8 x 107°
Defective -1.32 x 10> -43x107°

heterogeneous charge distribution, a counter-ion will tend to
bond to each charge, with the effect to screen the electric field.
Consequently, the variation of the energy excess (per unit
surface) is simply given by the energy excess induced locally
by one charged site, U™, multiplied by the density of charged
sites, |2|/e (with e the elementary charge):
AUgaier = AU?  + UESB (33)
water water e .

Because U™ is controlled by the organization of water mole-
cules around the charged sites, it takes different values depend-
ing on the sign of 2 and on the type of surface. We reported in
Table 1 the values of U®S obtained by linearly fitting the
measured values of AUy, With eqn (33), see Fig. 6.

Even though there is a quantitative difference between the
three cases for AUyater, the differences on the total enthalpy
excess come largely from AP (Fig. 6b). For the heterogeneously
charged surface, even though the charge is not evenly distrib-
uted, the capacitor model is still applicable, due to the presence
of a clear gap between water molecules and the surface.
However, in the presence of defects, water molecules near the
surface are on the same level as charges. In this case, the thickness
of the capacitor d is 0, and our model predicts that the parabolic
dependence of AP' with ¥ should vanish. We suggest that the
small remaining drift of AP with the surface charge, not captured
by our model, originates from specific liquid-wall interactions,
indirectly affected by the surface charge.

Overall, in both the homogeneous case and the heteroge-
neous case, AP dominates and its convex parabola shape is
reflected in the total enthalpy excess. In contrast, in the
defective case, the concave shape of AUyaeer is only slightly
affected by the small linear drift of AP, resulting in a drasti-
cally different shape for the total enthalpy excess.

4.4 Consequences on transport properties

Let us now look at the effect of the enthalpy excess on thermo-
osmotic transport properties. To compute My, and K;,, we used
eqn (7) and (11), with J;, = 7 A and 5 = 0.729 mPa s, the viscosity
of SPC/E water at 1 atm; it is indeed very close to the viscosity of
SPC/E at 10 atm.”® We plotted the results in Fig. 7. First, one
can see that the slip length decreases with the absolute value of
the surface charge, but it decreases faster in both heteroge-
neous and defective cases.’® For the hydrophobic surface
considered, the slip length is relatively small even at zero
surface charge, »*~° = 3.9 nm, and it decreases quickly so that
b becomes smaller than 4;, when the absolute surface charge
density exceeds 100 mC m~> for homogeneous surfaces and
40 mC m~? in the other cases. Thus, for relatively large surface
charge densities, the thermo-osmotic and thermoelectric
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Fig. 7 Slip length and resulting transport coefficients M, and K, as a
function of the surface charge density 2. The slip length is relatively small
for this surface, and decreases rapidly with the surface charge density, in
particular in the heterogeneous and defective cases; the thickness of the
interaction layer 4, is shown with a dotted line for comparison (a).
Corresponding thermo-osmotic coefficient (egn (7)), along with the stan-
dard electrostatic prediction (egn (35)) plotted in light green (b), and
theoretical thermo-osmotic conductance (egn (11)), along with the stan-
dard electrostatic prediction (egn (36)) plotted in light green (c).

—0.1

0.2

coefficients no longer depend on b and their variations with
the surface charge are only driven by the enthalpy excess,
together with the surface charge density for K;,, which explains
the similarity between the homogeneous and heterogeneous
cases. Regarding the defective case, the drastically different
values of AH (see Fig. 6) are directly reflected in the transport
coefficients. For low surface charges, the slip length influences
the response coefficients and the homogeneous charge distri-
bution gives the best results.

Let us see how these results compare to the classical theory,
which only considers the electrostatic contribution of ions to
the enthalpy excess density:">*"

2 2
(o) V+f(d—V> :

Bhe(z) = a2 T 2\dz

(34)
where V(2) is the electrostatic potential, which can be computed
analytically using the Poisson-Boltzmann theory. In this case,
the thermo-osmotic response and the thermo-osmotic conduc-
tance become:"?

1

o _ _ D N
M = 2n€B7’Iﬁ{ 3In(1 — %) — asinh?(x)
A (35)
+—[3xy| — 2xasinh(x)]},
AD
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2)x asinh(x)
Kl - e sgn( sl —
to 2Tl',2ﬂ]3211ﬂ )VD X
(36)

b
— 2|y|asinh(x) + )—[3\y|x — 2xasinh()c)}}7
‘D

with /5 = pe*/(4me) the Bjerrum length, where e is the elemen-
tary charge, x = Ap//gc, with Ap = 1/+/8nlpn, the Debye length
and /gc = e/(2n/g|Z|) the Gouy-Chapman length, and
7= (sgn(2)/x) {1+ VI +22}.%

As shown in Fig. 7, for the parameters considered in this
work, ie. ip ~ 7 A, /5 ~ 8 A, and the slip length of the
homogeneous charge distribution, the classical thermo-
osmotic theory predicts thermo-osmotic coefficients much
lower than the ones computed with the total enthalpy excess;
note however that the electrostatic contribution of ions could
be larger in other range of parameters, and in particular
at lower salt concentrations.*’ Moreover, h(z) only predicts
negative thermo-osmotic coefficients M, and predicts a
thermo-osmotic conductance having the same sign as the sur-
face charge density, which is also in strong contrast with the
predictions taking into account the total enthalpy excess. Once
again, this highlights the important contribution of the solvent
to the enthalpy excess, which leads to a rich and complex
behavior, such as the change of sign of the thermo-osmotic
coefficient for protruding charges.

5 Conclusion

In this article, we highlighted the connection between the
interfacial enthalpy excess and thermo-osmotic transport; in
particular, we clarified the impact of the enthalpy excess on
the thermo-osmotic coefficient M,, and the thermo-osmotic
conductance K. We then used equilibrium molecular
dynamics simulations to study the effect of surface charge
density and charge distribution on the enthalpy excess.
We have shown that the surface charge density has a large
impact on the enthalpy excess. For homogeneously charged
surfaces, the enthalpy excess is enhanced by 300 to 500% for
the highest surface charge densities considered. We investi-
gated the different contributions to the enthalpy excess, and
showed that it was dominated by the change of tangential
pressure close to the wall, with a non-negligible correction
due to the change in water internal energy. In contrast, the
contribution from ions internal energy was negligible for the
range of parameters used in this work. We then rationalized
how the different contributions to the enthalpy excess
depended on surface charge with simple analytical models.
We also studied the effect of wetting to realize that it does
not significantly modify the impact of surface charge on the
enthalpy excess. Nonetheless the values of the enthalpy excess
are more important in the hydrophobic case, especially at small
surface charges, it is thus preferable to use non-wetting sur-
faces to maximize the enthalpy excess. We also studied the
effect of the charge distribution on the enthalpy excess.
We have shown that using homogeneously or heterogeneously
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charged surfaces does not have a strong impact on the enthalpy
excess. However, the presence of protruding defects has a great
influence on it. In particular, with this charge distribution we
have been able to observe a change of sign of AH for negative
surface charges. The strong changes in the enthalpy excess are
largely reflected on the thermo-osmotic transport coefficients.
The standard picture, which only considers the electrostatic
contribution of ions to compute the enthalpy excess, does not
capture the complexity of the thermo-osmotic responses. It it thus
necessary to use molecular dynamics to compute the enthalpy
excess close to charged surfaces. Overall we provide a useful tool to
explore a wide variety of systems and identify those promising the
best thermo-osmotic performance. For example it could be inter-
esting to study thermo-osmotic responses of new two-dimensional
materials using this method.
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Appendices

Appendix A. Theoretical framework for
the electro-osmotic velocity

The approach developed in the main text for thermo-osmosis is
analogous to the one used to describe electro-osmotic flows,
which are generated when an electric field E parallel to the
interface is applied. In this case, the response coefficient is

13,46,47

given by:

Meo =—1—= %r(z +b)pe(2)dz, (37)

0
where v.,(00) is the electro-osmotic velocity far from the surface
and p. is the charge density. To ensure electroneutrality,
Jo pe(z)dz = —X with X the surface charge density of the wall.
Eqn (37) can then be rewritten:

)

M, = 7;(26“ + b), (38)
where ey = 1/(=2) [ zp.(z)dz is the effective Debye
length,***” which quantifies the thickness of the EDL in
the non-linear Poisson-Boltzmann regime. Therefore, in the
same way that one can predict the electro-osmotic flow based
on the surface charge density using eqn (38), one can predict
the thermo-osmotic coefficient from the enthalpy excess using
eqn (7).
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Appendix B. Derivation of the
thermo-osmotic velocity with a
viscosity following a step function

To derive eqn (13), we start from Stokes equation (Fig. 8):

d2y .
—U@:f(z)y Z>Zs
(39)
a0, e<

where f(z) is the force density generated by a thermodynamic
gradient along the interface. It is equal to —8k(z)(VT/T) for a
thermal gradient. The integration of Stokes equation leads to:
z> zg

d 00
g = | s (40)

z

e = s+ [ reaz,

z < zg. (41)

s

We integrate these equations again. From eqn (40) we get the
velocity of the fluid far from the interface:

1 0 0 / /
v(00) = v(zs) + E.L dzJZ f(Hd, (42)
which we integrate by part:
W(00) = ¥(z:) + %fzf(z)dz - %rcf(z)dz. (43)

Zs Zs

The velocity at the plane of shear v(z;) is determined from
eqn (41):

v(zs) = v(0) + ﬁj f(z)dz + ;Jhsdz‘[ Sf(Z/)dz’7 (44)
n Zg MNJo z
which simplifies by integrating by part:
v(zs) = v(0) + Z—[ f(z)dz + i‘_szf(z)dz. (45)
n):, <nlo
A
=
=
Nej
<
~
<
1
Zs >
z

Fig. 8 Viscosity as a function of the distance to the wall in the “step”
approximation.
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The velocity of the fluid at the interface, v(0), is given by the
Navier boundary condition:

dv b [* b(>
v(0) = b$ ::O: ajof(z)dz + EJ:SJ( (z)dz. (46)
Finally:
1 (% 1>
v(oo) = ﬁ_ﬂjo (z+b)f(z)dz + EJ; (z+b)f(z)dz. (47)

Substituting f(z) by —dh(z)(VT/T), one obtains eqn (13).
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