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Motivation

A recent article by Frasinski' develops a theory of cumulant
mapping, which extends covariance mapping” to any number
of fragments. The central object of this theory is the n-variate
joint cumulant of the first order, abbreviated nth cumulant. In
Section 3.3, Frasinski lists what properties the nth cumulant
should satisfy, and then gives explicit expressions for up to the
6th cumulant. How these can be found in practice is not
elaborated upon.

The purpose of this comment is to show how we can find the
nth cumulant—in theory and practice. I will do this by provid-
ing a general formula and describe how to evaluate it. Addi-
tionally, I will use the general formula to prove that cumulants
fulfill some useful properties.

The general formula

Let Xy,. . .,X,, be random variables. Their multivariate cumulant-
generating function is?

KX1,<<<,Xn(t17"'7tn) —ln<exp<z liXi>>, (1)

From this function the nth cumulant is defined as®

_ 0"Kx, ... x,

Xn(X17~"7Xn) 8[1“-81‘

(0,...,0). 2)
This definition is simple and useful for proving properties, but
difficult to evaluate. Later in this comment I will derive the
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more explicit expression

)= %(—1)“%— neoye f[ <HX,~ - (Xi)>,

SiU--USk=I j=1 \i€S;
(3)

where S U---U Sy =1 means all partitions of {1,...,n} into
k sets.

How to evaluate it

Let us say we want to find the 7th cumulant. The main thing we
should do is to find the partitions of 7 into k numbers that each
are 2 or greater. For k = 1 there is the trivial 7; for k = 2 there is
5+ 2 and 4 + 3; and for k = 3 there is 3 + 2 + 2. From each
nontrivial partition we then create a sum over all congruent
products of covariances. Hopefully the rule becomes apparent
by looking at the result

77(..) = (1234567) — ni (12345)(67)

(4)

105

-1 i (1234)(567) + 21y ~ (123)(45)(67),

where I have used i as a shorthand for X; — (X;) inside (). The
prefactor of each sum is simply (—1)*"*(k — 1)!. The number of
products in a sum can be calculated as

n!

S (5)
[T (##m)!(mt)#

m=1

where #m is the number of parts of size m. Matlab and Python
code implementing the nth cumulant is available as ESL.{
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Useful properties

The four desired properties listed in Section 3.3 of the original
article' are

® 1n(...) # 0 only if all arguments are collectively correlated,;

® yx(...) has units of the product of all arguments;

e 7,(...) is linear in the arguments;

e yu(...) is invariant under interchange of any two
arguments.

I will now prove that the cumulant has these desired proper-
ties, starting with the interchange of arguments.

Property 1 (symmetric). The nth cumulant is invariant under
permutation of its arguments:

Xn(X‘rc(l)y' . -yX‘n:(n)) = ln(le' . -7Xn)' (6)

Proof. Commutativity of addition, and of differentiation. [J

The desired properties about linearity and units are com-
bined into one, because the former implies the latter.

Property 2 (multilinear). The nth cumulant is linear in each
of its arguments:

In(@X + bY,Z,,...) = ayn(X,Zsy. . .) + byn(Y,Zs,. . ).
(7)

Proof. Because of symmetry we only have to prove linearity
in the first argument. By expanding the expression

— bKy, (t,--.) (8)

in its first argument ¢, we find that the first-order terms cancel
out. Differentiating with respect to ¢; (among others) and
evaluating at the origin will therefore give

aaX +bY,..) —ay,(X,...)—by,(Y,...,)=0. 5 9)

Kaxwy, (tiy--.) — aKx, (tiy-..)

Next, I phrase the
conversely.

Property 3 (discerning). Let (4,)%; and (Bj)%,.+1 be nonempty
tuples of random variables such that 4; and B; are independent.
Then the nth cumulant of AU B vanishes:

desired property about -correlation

In(A1y- - Amy Bmsty- - -sBn) = 0. (10)

Proof. Because exp(Zt,A,-) and exp(Zt/B/) are
i J

independent, we can separate the generating function like

) + KBmH,. . "Bn(' . )
(11)

Ky, . 4,8, .,B,,(~ )= Ky, . .,Am(~ .

Differenting with respect to t, and ¢; (among others) will
annihilate both terms. [

Finally, I note an important property that follows from the
last two. It tells us that independent signals simply add their
contributions to a cumulant.

Property 4 (additive). Let (4,)%; and (B;); be equal-length
tuples of random variables such that 4; and B; are independent.
Then the nth cumulant distributes over the addition of these
tuples:

In(A1 + By . A, + By) = tu(A1y- - AR + xn(Bay. - »Br). (12)
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Proof. By repeatedly using linearity, we can expand the left
hand side into 2" terms. The mixed terms containing both some
A; and some B, vanish because of the discerning property. [

Explicit expression

Our strategy will be to approximate the generating function
with Taylor series, starting from the inside. The exponential can
be truncated by removing terms containing any ¢,

exp (z th,-> ~ Tew(ix)
= H (1+ X+ 0(7))
— H (] + liX,') + Z@([,’z)A

The last product turns into 2" terms, one for each subset of I =
{1,...,n}. The term corresponding to S contains ¢; if and only if S
contains i. Explicitly,

H(l + I;Xi) = ZHIZXI'-

i SCI ieS

(13)

(14)
Applying the expectation value is straightforward linearity

() )

SCI ieS i
¥ <Hz,-X,-> Y o),
SCI \ieS i

In anticipation of taking the logarithm, we extract a 1 from our
expectation value taking out the term where S is the empty set

(%))

> <H z,X,-> + Z@(z?).

FCSCI \ieS

X

Now, we plug this x into the Taylor series of the logarithm

[o°]

In(l +x) = Z(fl)k“xk/k = xfx2/2+ e

k=1

17)

Recall that the cumulant is obtained by differentiating the
above expression with respect to each variable and evaluating
at the origin. This can be thought of as extracting the coefficient

of the [ [ #; term. Hence we will focus on contributions to it.
i

The first term, x, contains one subterm for each nonempty
subset S of I. Only the subterm corresponding to S = I will be

proportional to [] ¢;. Its coefficient will then be <H X,»>.

1
The second term, —x?/2, contains when expanded one sub-
term for every ordered pair of nonempty subsets (S;,S,) of I. In
order to get a term proportional to ] #;, each index i must be an

1

element in exactly one of S; and S,. In other words, {S;,S,} must
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be a partition of I. For every partition of I there are 2! matching

ordered pairs, each contributing —1/2 - < 11 X,—>< 11 X,~> to

i€S) €Sy
the coefficient.

By now the rule for the kth term is clear. It will contain
subterms corresponding to each partition of I into £ nonempty
sets. Each subterm will be a product of the prefactor
(=1)**(k — 1)! and k expectation values.

n k
XL X) =Y (=D k-0t > ] <HX,->
k=1 Siu-OSp=1j=1 \i€5;
(18)
We can make single-variable expectations vanish by replacing
X; with X; — (X;) everywhere. Using the additive property with
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A; = X; and B; = —(X;), we see that this change preserves the
cumulant.
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