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Ligand binding of interleukin-8: a comparison
of glycosaminoglycans and acidic peptides†
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Recognition and binding of regulatory proteins to glycosaminoglycans (GAGs) from the extracellular

matrix is a process of high biological importance. The interaction between negatively charged sulfate or

carboxyl groups of the GAGs and clusters of basic amino acids on the protein is crucial in this binding

process and it is believed that electrostatics represent the key factor for this interaction. However, given

the rather undirected nature of electrostatics, it is important to achieve a clear understanding of its role

in protein–GAG interactions and how specificity and selectivity in these systems can be achieved, when

the classical key-lock binding motif is not applicable. Here, we compare protein binding of a highly

charged heparin (HP) hexasaccharide with four de novo designed decapeptides of varying negative net

charge. The charge density of these peptides was comparable to typical GAGs of the extracellular

matrix. We used the regulatory protein interleukin-8 (IL-8) because its interactions with GAGs are well

described. All four peptide ligands bind to the same epitope of IL-8 but show much weaker binding

affinity as revealed in 1H–15N HSQC NMR titration experiments. Complementary molecular docking and

molecular dynamics simulations revealed further atomistic details of the interaction mode of GAG versus

peptide ligands. Overall, similar contributions to the binding energy and hydrogen bond formation are

determined for HP and the highly charged peptides, suggesting that the entropic loss of the peptides

upon binding likely account for the remarkably different affinity of GAG versus peptide ligands to IL-8.

Introduction

Glycosaminoglycans (GAGs) represent a particular class of
linear anionic periodic polysaccharides made up of disaccharide
repetitive units containing a hexosamine and an uronic acid or
galactose in the case of keratan sulfate.1,2 These molecules pre-
sent varying net degrees and patterns of sulfation.3 GAGs are
major components of the extracellular matrix and play important
roles in numerous cellular processes such as signaling,4,5

anticoagulation,6,7 angiogenesis,8,9 and communication.10 Their
biological role is executed though intermolecular interactions
with protein partners such as growth factors, chemokines, pro-
teases and collagen.11–13 Disruptions of protein–GAG interactions
can cause a variety of pathologies including cancer,14–16

Alzheimer’s17 and prion diseases,18 autoimmune19 and inflam-
matory disorders.14,20 All this renders GAGs to be very promising

molecules for the design of new biomaterials in regeneration
therapies.21

Binding of protein to GAGs has been studied extensively and
different mechanism to regulate this interaction have been
shown to be important.13,22–24 The first and most important
mechanism is via specific interactions, where the classical
picture of a highly specific binding motif applies, e.g. via
hydrogen bonds. In particular, for antithrombin III, a very
specific short GAG sequence was discovered to exhibit the
strongest binding with important pharmaceutical implications.25

This system represents the best example studied so far of the highly
specific protein–GAG interactions. Several hydrogen bonds have
been identified in the crystal structure.26 Second, low-affinity
binding governed entirely by electrostatics has been reported for
many protein targets, including BMP-2,27 CXCL-12,28 TIMP-3,29 or
TGF-b1.30 Here, the most important parameter that affects the
binding strength is the net charge per GAG disaccharide unit.
Although a clear GAG binding epitope on the protein is also defined
in this case, the discrimination between different GAG-ligands and
thus the binding strength is solely dependent on the charge per
disaccharide unit and not the exact position of the charge. Hence,
this mechanism results in a rather low affinity and a rather fuzzy
structural ensemble of protein-bound GAGs. Nevertheless, such a
non-directed interaction may be of high biological relevance due to
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ul. Wita Stwosza 63, 80-308 Gdańsk, Poland. E-mail: sergey.samsonov@ug.edu.pl

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d3cp02457a

‡ These authors contributed equally.

Received 28th May 2023,
Accepted 3rd September 2023

DOI: 10.1039/d3cp02457a

rsc.li/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
Se

pt
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 1

/1
4/

20
26

 8
:3

5:
58

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-6151-4449
https://orcid.org/0000-0001-6942-2226
https://orcid.org/0000-0002-3273-0943
https://orcid.org/0000-0002-5166-4849
https://orcid.org/0000-0001-6015-5969
http://crossmark.crossref.org/dialog/?doi=10.1039/d3cp02457a&domain=pdf&date_stamp=2023-09-08
https://doi.org/10.1039/d3cp02457a
https://doi.org/10.1039/d3cp02457a
https://rsc.li/pccp
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3cp02457a
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP025036


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 24930–24947 |  24931

the highly ubiquitous abundance of GAGs, e.g. in the case of
heperansulfate–thrombin interaction.22,31 Third — and most
challenging to study in detail — GAGs bind to proteins via
contributions of both aforementioned mechanisms. GAG bind-
ing by such a mechanism is characterized by a rather low-
affinity and is believed to have the largest contribution from
electrostatics and solvation energy. However, some distinct
differences in the binding strength of ligands of the same net
charge but different sulfation patterns are observed. These
result in specificity or discrimination between ligands with
the same charge density.13,32,33 For cathepsin S, chondroitin
sulfates with varying sulfation patterns were predicted to bind
to different sites, suggesting the underlying molecular mecha-
nism of its inhibition.34 For CXCL-14, binding poses for der-
matan sulfate and chondroitin sulfate of the same net charge
are clearly distinguishable both in the experiment and in the
computational analysis.35 This is also known as the ‘‘sulfation
code’’, where the sulfation pattern is suggested to be crucial for
defining the recognition by protein targets and the involvement
in particular biochemical processes.36

Unfortunately, protein–GAG interactions are still insuffi-
ciently characterized at the molecular level due to the highly
repetitive nature and high variability of GAGs, and relatively few
GAG structures are available. Consequently, both experimental
and computational approaches experience challenges when
dealing with these systems because of GAGs’ particular proper-
ties such as limited availability of experimental structures, high
length, high flexibility, conformational variability, periodicity,
pseudosymmetry of the charged groups distribution, multipose
binding37 and high variation in the sulfation pattern.13,32,33

Considering these challenges, there is a central question in
protein–GAG research that remains unanswered: How is speci-
ficity in protein–GAG interaction achieved? This specificity itself
could be understood within several contexts: GAG type (glyco-
sidic linkage and monosaccharide components of a periodic
unit), GAG net sulfation (the amount of the GAG sulfate groups
defining the charge and, therefore, potential strength of elec-
trostatic interactions established by the molecules), GAG sulfa-
tion pattern (particular positions of the sulfate groups in a GAG
periodic unit). Despite the central role of GAG binding specifi-
city, this issue is far from being completely understood.

In the current work, we aim to get deeper insights into the
particular aspect of the specificity of protein–GAG binding by
specifically analyzing the role of electrostatics for the binding
affinity and structural properties of the protein–polyelectrolyte
complexes. In this generalization, we approach the question by
asking: would other molecules with a comparable net charge
but of very different chemical nature represent similarly binding
behavior with the same protein receptor? Answering this question
could yield an improved understanding of the extent to which
pure electrostatic interactions in protein–GAG binding are decisive,
and could, therefore, affect the molecular mechanisms behind
their biological functions. To this end, we chose the small
chemokine IL-8, a well-known regulatory protein, for which the
interactions with GAGs were extensively studied previously and
discussed in terms of its potential specificity.37–50 We performed

comparative analysis of the interaction of IL-8 with the hexame-
ric heparin (HP) and a series of acidic decapeptides with varying
charge density (Fig. 1). We applied a combination of solution
NMR and molecular modeling (molecular docking, molecular
dynamics, free energy calculations) approaches that were pre-
viously demonstrated to be successful in the characterization of
the interfaces of ligand binding to small proteins.13,51 Although
we confirm the strong impact of electrostatics on the binding
characteristics of this system, there are also different structural,
dynamic and energetic/entropic features that distinguish HP
from peptide binding to IL-8 suggesting that electrostatics is
not the only driving force responsible for GAG recognition of
proteins. Our results contribute to the basic understanding of
protein–GAG interactions and represent a fundamental step on
the way to deciphering the molecular basis of the molecular
specificity in these complex systems.

Materials and methods
Experimental studies

Materials. Heparin hexasaccaride (HP, degree of polymeriza-
tion of 6; dp6) was purchased from Iduron (Manchester, UK).

Fig. 1 Chemical structures of HP dp6 and the 4 acidic peptides used in
this study. Carboxylate groups are depicted as red and sulfate groups as
yellow spheres.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
Se

pt
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 1

/1
4/

20
26

 8
:3

5:
58

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3cp02457a


24932 |  Phys. Chem. Chem. Phys., 2023, 25, 24930–24947 This journal is © the Owner Societies 2023

The four different peptides, varying in their net charge (p3-:
EGAAEGAAEG, p5-: EGADEGADEG, p7-: EEADEGADEE and
p10-: EDEDEDEDED, see Fig. 1), were synthesized by the
Peptide Synthesis Core Unit (Leipzig University, Germany). The
15N-labeled ammonium salts were purchased from Eurisotop
(Saarbrücken, Germany) and all other chemicals from Carl
Roth (Karlsruhe, Germany).

Protein production. Human IL-8 (1–77) was expressed, pur-
ified, and refolded as previously described,45 except the final
dialyzing step was against a buffer containing 22.2 mM sodium
phosphate and 55.5 mM NaCl at pH 7.0 or only 22.2 mM
sodium phosphate at ph 7.0 without any additional NaCl.

Circular dichroism spectroscopy. Peptides were dissolved in
the measuring buffer containing 20 mM sodium phosphate and
50 mM NaCl (pH 7.0) to a final concentration of 5 mM. After
dissolving the peptides, the pH value of the solution had to be
carefully adjusted to pH 7.0 using NaOH. The CD analysis was
performed with 70 mM peptide in 20 mM sodium phosphate
buffer (pH 7.0) on a Jasco J-1500 spectropolarimeter (Pfung-
stadt, Germany). All experiments were carried out using a
sample size of 350 ml in a 0.1 cm quartz cell at 25 1C and CD
spectra were recorded from 190 nm to 260 nm with a scanning
rate of 50 nm min�1, 2 nm bandwidth and 0.2 nm data pitch
averaged in five scans for each sample. The molar ellipticity (Y)
was calculated using the following equation, where m1 repre-
sents the measured data (mdeg), M the average molecular
weight, C the peptide concentration, and L the path length of
the cell:

[Y] = m1 � M/(10 � L � C)

NMR spectroscopy. The NMR experiments were performed
on Bruker Avance Neo 700 MHz or Avance III 600 MHz spectro-
meters (Bruker BioSpin GmbH, Rheinstetten, Germany) equip-
ped with 5 mm inverse triple resonance probes with z-gradient.
For data acquisition and spectrum processing, the Bruker
software Topspint and for the analysis of the chemical shift
perturbation (CSP) and plotting the software NMRFAM-Sparky
was used.52

The peptides were dissolved in 22.2 mM sodium phosphate
buffer (0 mM NaCl, pH 7.0) to a concentration between 30 (p3-)
and 50 (p10-) mg ml�1 and the pH-value was carefully adjusted
to 7. Afterwards, an extensive dialysis of roughly 100 ml of the
peptide solution against two times 1 l of the buffer without
NaCl using Spectrumt Micro Float-A-Lyzert with a MWCO of
100–500 Da was performed. The concentration of the resulting
peptide solutions (B300 ml) was determined using 1H NMR. For
each peptide 10 ml of the solution was mixed with 100 ml valine
(c = 1.7 mM) and filled up to 500 ml including 10% D2O. A 1D
1H NOESY with low power water presaturation during the
mixing time (10 ms) and a 5 s period during the recycle delay
of 40 s were collected, with a 64 scans each. Concentrations of
the peptide solutions were determined using the internal valine
standard (Hg signal) and the alanine Hb signals. For p10- the
Hb and Hg of glutamic acid and Hb of aspartate were integrated
and the concentration was determined. Finally, these solutions

were mixed with phosphate buffer (either 0 mM NaCl or
1000 mM NaCl) and D2O to obtain stem solutions of the
peptides with 10 mM concentration (p3-, p5-), 9 mM (p7-) and
7 mM (p10-) in two different buffers. Both buffer systems
contained 20 mM sodium phosphate at a pH of 7 including
10% D2O. One contained no additional NaCl, while the other
contained 50 mM NaCl.

The fully 15N-labeled IL-8 (100 mM) sample was measured
at a temperature of 30 1C in 20 mM sodium phosphate buffer
(pH 7.0) containing 10% D2O and 4 mM TSP-d4 with or without
additional 50 mM NaCl. The acquired 1H–15N HSQC spectra
were comparable with published data of the homodimeric form
of IL-8,53 and the previously reported assignment was used.45

For CSP experiments, increasing amounts of HP hexasacchar-
ide (only in buffer with 50 mM NaCl) or the respective peptides
were titrated. Furthermore, pure buffer was titrated in to
exclude chemical shift pertubations due to protein dilution.
For each titration step, a 1H–15N Fast HSQC spectrum,54 using a
watergate 3919 water suppression55 and globally optimized
alternating phase rectangular pulse (GARP) for heteronuclear
decoupling,56 was acquired. For each NMR spectrum, typical
pulse lengths of 8.9–10.2 ms for 1H (depending on the salt
concentration of the buffer), 35 ms for 15N 901 pulses and
240 ms for the 15N decoupling were used. In total, 32 scans
per increment were acquired with a spectral with of 16 ppm as
well as complex 3072 data points in the direct, and 25 ppm
as well as real 128 data points in the indirect dimension.
To reduce the sample size to 350 ml for p10-, a Shigemis tube
matched to D2O (Shigemi Co., Tokyo, Japan), was used. The
resulting weighted chemical shift change for each NH signal of
the IL-8 backbone was calculated using the following equation,
where Dd represent the chemical shift perturbation (CSP):

Dd 1H; 15N
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dHð Þ2þ dN=5

� �2r
:

To determine the apparent kD value for the binding peptide, the
calculated CSP was plotted against the ligand concentration
and fitted using the following equation,57 where Ddobs is the
observed chemical shift change from the free state, Ddmax is the
maximum chemical shift change on saturation, [P]t and [L]t are
the respective protein/ligand concentrations:

Ddobs ¼ Ddmax

P½ �tþ L½ �tþkD
� �

� P½ �tþ L½ �tþkD
� �2�4 P½ �t L½ �t1=2

2 P½ �t

For the mean kD only the five most affected amino acids
(by CSP) were taken into account, as they most likely represent
the binding to the ligand instead of effects due to tertiary
structure changes. From this the mean kD and its standard
deviation was calculated.

For visualization of the CSP on the tertiary protein structure
USCF Chimera was used.58

Computational studies

Structures. The structure of the dimeric IL-8 protein used for
all simulations was obtained from the PDB (PDB ID: 1IL8).59
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The N-terminal missing residues were built in xLeap module of
AMBER16.60 The structure of hexameric HP dp6 used for
molecular docking simulations was taken from the PDB (PDB:
1HPN).61 The four anionic peptides, p3-, p5-, p7-, and p10- were
built using the xLeap module of AMBER1660 based on their
amino-acid sequence.

Molecular docking. Docking simulations were performed
with Autodock 3 (AD3),62 using a grid box with the grid step
of 0.375 Å centered on the two a-helices of the IL-8 dimer (the
heparin-binding site as described by ref. 39), of the following
sizes: 60 � 60 � 60 and 80 � 80 � 60 grid points for the IL-8/HP
complex and the IL-8/anionic peptide complexes, respectively.
The number of rotatable bonds of the ligands was set to 29 for
p3-, 32 for p5-, p7-, p10-, and HP dp6, respectively. IL-8 was kept
rigid throughout the docking simulation. Each docking experi-
ment was carried out in 100 independent runs, employing the
Lamarckian Genetic Algorithm with an initial population size
of 300, set to terminate after 105 generations. The 50 docking
solutions with the best AD3-score were clustered using the
DBSCAN algorithm.63 The metric used was root mean square
atom type distance (RMSatd metric), which is used to calculate
distances between atoms in the same manner as RMSD, but
uses pairs of atoms of the same type which are spatially close.
The neighborhood search radius was determined manually for
each complex in order to maximize the amount of identified
clusters. For subsequent molecular dynamics (MD) simula-
tions, the cluster representative(s), cluster members with the
best AD3-score within the cluster, and docking solutions with
the best AD3-score that did not belong to a cluster were used,
amounting to a total of 10 solutions per complex. No experi-
mental data was used as a restraint for either docking or MD
simulations.

Molecular dynamics

Molecular dynamics of protein–ligand complexes. MD
simulations of the complexes obtained from docking experi-
ments were carried out in AMBER16.60 The ff14SB force field64

parameters were used for the protein and peptide molecules,
while GLYCAM06 parameters were used for HP. The simulated
IL-8/peptide and IL-8/HP complexes were solvated in a periodic
TIP3P octahedron water box with at least 15 Å distance between
atoms of the analyzed complex and box boundaries. Charges
of the complexes were neutralized by adding Na+ and Cl�

counterions. Prior to the MD analysis, two energy minimi-
zation steps, with and without harmonic restraints on the
solute atoms, were performed, followed by heating the system
up to 300 K for 10 ps, and an equilibration step at 300 K in an
isothermal isobaric ensemble (NTP) for 100 ps. Subsequently,
the 20 ns-long productive MD run was carried out with
snapshots of the trajectories being written every 10 ps. The
entire protocol used for the MD simulation can be found in
detail in ref. 28.

Long MD simulations of unbound ligands. The unbound
ligand structures were analyzed in a separate 1 ms-long MD
simulation. The anionic peptides were solvated in a TIP3PBOX
with minimum distance of 7 Å between box boundaries and the

solute, and Na+ counterions were added to the system. The
same protocol for the minimization, heating, and equilibration
steps was as described above, followed by the productive MD
run. The corresponding simulation of HP dp6 was taken from
our previous work.65

Free energy calculations. Calculations of the free energy
of the IL-8/peptide and IL-8/HP complex trajectories as well as
per-residue energy decomposition were performed using
the Molecular Mechanics-Generalized Born Surface Area
(MM-GBSA) approach in AMBER16 with igb = 2. The analysis
was performed for all frames as well as for the last 5 ns of the
productive MD run, however no significant difference was
observed between the results of those subsets; hence, the
energy calculation results for all frames are presented and
analyzed. The mean values for total, electrostatic, and van der
Waals energy components were compared between the ligands
and the statistical significance of the differences was deter-
mined using Welch’s t-test for unpaired samples.66 Bonferroni
correction for multiple comparisons was applied. The MD
simulation length of 20 ns was shown to be sufficient for
statistically significant MD-based free energy calculations for
another protein–GAG system of a similar size when an ensemble
of trajectories starting from multiple docked poses are analyzed.67

Comparison of bound and unbound ligand structures

The RMSD (root mean square deviation) of heavy atoms of the
same ligand between bound (docked) and unbound states was
calculated to make a qualitative estimate of how much the
conformation of the ligand changes upon binding to IL-8. Per
ligand, the bound structures were taken from all of the 1000
solutions obtained from the docking of the ligand to IL-8 from
all AD3 runs. The unbound structures consisted of the 108

conformations obtained from the 1 ms-long MD simulation.
The number of structures considered similar was calculated

for each ligand by counting the amount of bound and unbound
structures that were within a certain RMSD cutoff after struc-
tural superposition of the structures. The RMSD cutoff value
was incremented by a step of 1 Å from 0 Å to 12 Å. The results of
this comparison were used to estimate the total energy of the
system as a function of the reaction coordinate, which was
expressed as the number of structures below the RMSD cutoffs
(RMSDi). The resulting Potential of Mean Force (PMF) curves
were plotted, and the free energy values were used to obtain an
estimate of the dissociation constant kD using the relationship:

DG¼�RT� lnkDþC

¼�RT�
XN
i¼1

ln
NunderRMSDi

totalN

� �
�NunderRMSDi

totalN

� �
þC;

where R is the universal gas constant and T is the temperature
of the system, kD is the binding constant and N is the number
of corresponding structures.

The radius of gyration (Rgyr) of each ligand was calculated in
cpptraj68 using default parameters for all atoms and compared
between the bound (docked) and unbound states in order to
assess the compactness of the structures. Per ligand, the bound
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structures were taken from all 1000 AD3 solutions obtained
from the docking of the ligand to IL-8. The unbound structures
consisted of the 108 conformations obtained from the 1 ms-long
MD simulation. The kernel density estimates of Rgyr values were
calculated and plotted for all ligands in R.69

H-Bonds. Hydrogen bonds (H-bonds) established between
IL-8 and the ligand molecules were identified from all frames of
the 20 ns MD trajectories using cpptraj.68 The default para-
meters were used to determine the presence of a H-bond (bond
distance cutoff of 3.0 Å and hydrogen bond angle cutoff of
1351). For each donor–acceptor pair, the fraction of frames in
which they formed a H-bond was calculated; the obtained
fractions were averaged across the 10 replicates of MD runs
per IL-8/ligand complex and subsequently summarized and
visualized in Python 3.8.5 using the numpy 1.19.2,70 pandas
1.1.3,71 and matplotlib 3.3.272 libraries as well as in the R
package.69

Ligand flexibility and secondary structure analysis. The 1 ms-
long MD simulation of the unbound ligands was used to
analyze the ligands’ flexibility and secondary structure compo-
sition using cpptraj.68 The secondary structure content of the
peptide ligands was determined using the secstruct command
and subsequently visualized using gnuplot.73 The atomic fluc-
tuations of HP dp6 and the four peptides were obtained using
the rmsd command, applied to all atoms of the superimposed
trajectories. The variation of the rmsd value for the whole
trajectory was used as a measure of the ligand flexibility.

Data analysis and visualization. Postprocessing analysis
of the trajectories was performed using cpptraj module of
AMBER16.68 Visualization of the analyzed structures was carried

out in VMD.74 The R package69 was used for data analysis and
statistical analysis (Welch t-test for unpaired samples and
Bonferroni corrections for multiple testing).

Results
Interaction of IL-8 with charged ligands

The 1H–15N HSQC NMR spectrum of IL-8 shows well dispersed,
high-resolution signals (red contours in Fig. 2). Titration of the
five ligands (HP dp6 and the four negatively charged peptides,
see Fig. 1) to the protein caused specific peak shifts in the
1H–15N HSQC NMR spectra indicating changes in the chemical
environment of the respective amino acid. Fig. 2 shows as
example the 1H–15N HSQC NMR spectra for the titration of
the highest charged peptide ligand, featuring ten negative net
charges (p10-). The final titration step used a 20-fold excess of
the titrated peptides over IL-8, while for HP only an equimolar
GAG/protein ratio was used. Higher HP dp6 concentration
leads to a loss of signal intensity in the 1H–15N HSQC spectra
combined with an increased turbidity of the sample. However,
after some incubation time, the solution became clear again
and no aggregated protein was observable, while the NMR
signal intensity remained the same. All ligands changed the
chemical shifts of several residues of IL-8; the affected amino
acids were similar, but the magnitude of the chemical shift
perturbation (CSP) varied. The CSP increased with increasing
net charge of the ligands (Fig. S1, ESI†).

To map out these chemical shift changes for each residue
of IL-8, the weighted chemical shift perturbations (CSP)

Fig. 2 1H–15N HSQC NMR spectra of 15N-labeled IL-8 (100 mM, 50 mM NaCl, 20 mM NaP, pH 7.0; red) in the presence of the p10- peptide at varying
molar ratios of IL-8 to p10- (orange 0.5, light green 1, dark green 2.5 light blue 5, dark blue 10 and purple 20 fold molar excess of p10-).
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(Dd(1H,15N)) were calculated as described in the methods
section. The threshold for the significance level was set to
0.02 ppm, which was well above 2s of the CSP for all control
spectra. Fig. 3 shows these CSPs of the IL-8 for each peptide as
well as for HP dp6 as a function of sequence. By comparing the
overall pattern of peak shifts for each ligand, some similarities
but also specific differences are observable. The residues with
the highest CSP magnitude are concentrated in two regions of
IL-8, including (i) residues K20–K28 and (ii) K59–S77. Especially
residues V66 and A74 of the C-terminal a-helix show a strong

response in the titration experiments for all ligands. Close to
the shorter a-helix of IL-8, the titration with the peptides leads
to a similarly pronounced shift of residue K25, H23 and K20,
whereby HP dp6 influences predominantly residue H23 and
K20. Fig. 3F shows the CSP plotted on the structure of the IL-8
dimer, indicating an overall similar region of IL-8 affected by
the binding of p7-, p10- and HP dp6, where the degree of
perturbation due to the ligands on IL-8 is ordered as p3- o
p5- o p7- o p10- o HP dp6. Please note, that at 20-fold ligand
excess, p10-shows similar effects like HP dp6 at equimolar ratio

Fig. 3 Weighted chemical shift perturbation of IL-8 in buffer containing 50 mM NaCl upon addition of (A-D) the four peptides (0.5, 1, 2.5, 5, 10 and
20-fold molar excess relative to IL-8 with increasing color) and of (E) HP dp6 (0.2, 0.5, 0.75 and equimolar ratio with IL-8) plotted for each residue of IL-8.
The black dashed line denotes the significance threshold of 0.02 ppm. On the top of each graph, the secondary structure of IL-8 is shown, where waves
represent a-helical and arrows b-sheet regions. *, 1 and ^ denote overlapping peak pairs – K8/C12, 15I/44I and 18Y/61N respectively – which have
therefore the same CSP, as they did not separate during the course of titration. Please note, that the arrows indicate the overlapping peak pair R65/72K
which separated during the course of titration but could therefore not unambiguously assigned. (F) Shows the highest observed CSP of all ligands
(uniform scale from 0 to 0.11 ppm) plotted on the tertiary structure of dimeric IL-8 (pdb: 1IL8). Residues without information about the CSP are colored
grey, sidechains of the important residues K25, R65, K69 and K72 are shown and labelled.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
Se

pt
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 1

/1
4/

20
26

 8
:3

5:
58

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3cp02457a


24936 |  Phys. Chem. Chem. Phys., 2023, 25, 24930–24947 This journal is © the Owner Societies 2023

between protein an GAG. Nevertheless, for p5-, only A74 shows
a CSP above the threshold and for p3- no significant CSP was
reached.

Next, we performed the same titration experiments in a
NaCl-free buffer because this reduced salt concentration
strengthens electrostatic interactions due to reduced screening
of the charges. The CSPs for the same titrations steps as in
Fig. 3 are shown in Fig. 4 under NaCl-free buffer conditions.
As expected, the overall magnitude of the CSPs was increased
for each peptide ligand in the absence of NaCl (note the
different scaling of the y-axis in Fig. 3 and 4). The regions most
influenced by ligand binding remain the same (residues
K20–K28 and K59–S77) and the overall pattern in the helical
region is comparable to the buffer conditions with higher ionic
strength. However, especially the CSP pattern for p10- shows
some distinct changes for residues K20–K28. Fig. 4E shows the

maximal CSP during titration enlarging this region. This time,
the full color represents the maximum CSP of the respective
titration to allow for a better distinction of the effects on the
influenced amino acid pattern. While for p7- (left) nearly no
difference without (top panel) and with 50 mM NaCl (middle
panel) is observed, for p10- (right side) no influence on the
helical pattern is detected, but in the absence of NaCl a reduced
effect on K25 (side chain shown and labeled) is observed
compared to 50 mM NaCl. Interestingly, the sequence of
residues with maximum CSP in this region changed from K25
4 H23 B K20 in the presence to K20 4 H23 B K25, S19 in the
absence of NaCl. However, using HP as ligand, an even more
reduced influence on K25 and no influence on S19 is observed.
Taken together, this shows that the only three charged amino
acids in this region (K20, H23, K25) are influenced by the peptide
binding, while HP binding clearly perturbs the chemical shift of

Fig. 4 Weighted chemical shift perturbation of IL-8 in NaCl-free buffer upon addition of (A-D) the four peptides (0.5, 1, 2.5, 5, 10 and 20-fold molar
excess relative to IL-8 with increasing color) plotted for each residue of IL-8. The black dashed line denotes the significance threshold of 0.02 ppm.
On the top of each graph, the secondary structure of IL-8 is shown, where waves represent a-helical and arrows b-sheet regions. 1 and ^ denote
overlapping peak pairs 15I/44I and 18Y/61N – which have therefore the same CSP, as they did not separate during the course of titration. * represents the
initially slightly close peak pair K8/C12, whose CSPs where evaluated using integration. Please note, that the arrows indicate the overlapping peak pair
R65/72K which separated during the course of titration but could therefore not unambiguously assigned. (E) Shows the highest observed CSP in the
helical region and from K20–K25 for p7- and p10- in buffer without additional NaCl (top), in buffer with 50 mM additional NaCl (middle) and for HP dp6 in
buffer with 50 mM NaCl (scale from 0.02 ppm to the respective maximum CSP) plotted on the tertiary structure of dimeric IL-8 (pdb: 1IL8). Residues
without information about the CSP are colored grey, sidechains of K25, R65, K69 and K72 are shown.
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K20 and H23 more than K25 (see also Fig SI1 and SI2 lowest panel
for enlarged spectra of this region, ESI†). Supporting this binding
of the peptides governed mostly by the charged side chains of
IL-8, the most highly charged peptide also shows a strong
influence on either R65 or K72 (labelled by arrows in Fig. 3 and
4 and side chains shown, see also Fig. SI1 and SI2 upper panel,
ESI†), which are adjacent to the K20–K25 region.

Determination of apparent kD values

We analyzed the binding strength of the negatively charged
ligands by plotting the CSP of each titration step of the five
most perturbed amino acids against the ligand concentration
and calculated the apparent dissociation constant (kD) for the
interaction of IL-8 with each ligand (Fig. 5). Normally, the kD

values determined from the NMR experiments do not represent
the intrinsic kD because the protein concentration necessary for
solution NMR measurements is much higher than the intrinsic
kD. However, taking the starting protein concentration of
100 mM and the end titration step with 20 fold excess for the

peptides into account, a determination of the kD in the range
from 20 mM to 2000 mM is reasonable.57 Fig. 5A shows exem-
plarily the plots for residues V66 and A74, which were highly
influenced by all ligands, when the CSP threshold was reached
(see Fig. 5B). The apparent kD values ( � standard deviation)
obtained from the fits are (1774 � 570) mM for p5-, (1024 � 400)
mM for p7- and (194 � 21) mM for p10- and thus show the
expected effect of the net charge in buffer containing 50 mM
NaCl. Because the titration experiment with HP dp6 in the same
buffer was only possible up to an equimolar ratio, saturation of
the CSP was not reached and a kD could not be determined.
However, given the fast increase of the CSP at low ratios, an
apparent kD much smaller than 25 mM is expected. Hence, even
the highest charged peptide p10- shows at least an order of
magnitude higher kD at higher salt concentration (50 mM).

The apparent kD values for ligand binding in the absence of
NaCl are larger than 2000 mM for p3- as no saturation was
reached, (506 � 193) mM for p5-, (142 � 22) mM for p7- and
(26� 8) mM for p10-. They show again the clear influence on the

Fig. 5 Plot of the weighted CSP of residue V66 and A74 for the titration experiment with HP dp6 and the four peptide ligands in buffers with different
ionic strength (A). Solid lines represent best fits to a 1 : 1 binding model. In (B) the up-to-five amino acids with largest CSP by the binding are shown, from
which the kD were calculated (C). (D) Shows the kD from this work and data adapted from literature for different hexasaccharides,45,46 where the same
high ionic strength buffer (filled symbols), but a concentration of 1 mM IL-8 was used.
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net charge of the peptide ligand confirming the stronger
binding at reduced ionic strength of the buffer.

Ligand docking to dimeric IL-8

In order to predict the structures of the complexes of IL-8 with
HP dp6 and the anionic peptides, the molecular docking
approach was applied. Docking simulations were performed
with the grid box centered on and encompassing only the
C-terminal helical regions of IL-8 dimer. Fig. S3 (ESI†) shows
the results of the docking; while most ligand molecules were
placed parallel to the a-helices of IL-8, the solutions appear to
be more narrow for HP and p3-, while for p5-, p7- and p10- the
docked structures are more spread out along the helices. The
results obtained for HP dp6 are in agreement with the previous
data we obtained for this system as an alternative binding
pose45 and by Joseph et al.,37 where for longer HP poses, in
which HP bound to both Cß-terminal helices, were proposed.

Clustering the 50 top-scoring solutions for each ligand
identified two clusters in the case of peptides and only one
cluster for HP. For subsequent MD simulations, the cluster
representative(s) (the structure(s) closest to the cluster center),
high-scoring cluster members, and high-scoring structures not
belonging to any cluster were taken, resulting in a total of 10
docking solutions per docking experiment chosen (Fig. 6).
Apart from p7-, no clear visual difference in the representative
binding poses within the clusters could be determined. For p7-
several binding poses stand out from the rest of the structures.

Molecular dynamics

MD simulations of the IL-8/ligand complexes obtained from
AD3 docking experiments were performed. To consider the
conformational variety of the structural ensemble obtained by
molecular docking, 10 different representative initial structures
for each ligand were used in the MD simulation. Fig. 7 shows
the results of one of the MD simulations for each ligand, while

Fig. S4 (ESI†) shows the poses of the ligand at the start of the
MD simulations (red) and at the end of the 20 ns MD simula-
tion (blue). In many cases, the ligand molecules dissociated
from the initial binding pose either to move along the a-helices
of IL-8 or to bind to the side of IL-8. However, no clear trend in
neither binding site nor binding pose preference could be
identified for the ligands when compared to each other. Never-
theless, peptide p5- moved the least in all of the 10 simulations
performed for the given ligand, suggesting that the initial pose
was energetically favorable.

Energetic analysis of the complexes revealed differences in
binding strength between the ligands as shown in Fig. 8. A clear
difference between HP and the peptides was seen in terms of
the total free energy, with IL-8/HP complexes being on average
more favorable. The differences were statistically significant
between HP and p3- as well as HP and p7-, while between
the peptides the only statistically significant difference was
between p10-, which had the lowest average total free energy
of binding, and p7-. The in vacuo electrostatic component of the
total energy became more favorable with increasing charge of
the ligand molecule, with HP and p10- having similar average
electrostatic energies, while IL-8/p3-complexes were the least
favorable in terms of electrostatic energy. The differences
were statistically significant between HP and p3-, p5-, and
p7-, between p10- and p3-, p5-, and p7-, as well as between
p3- and p5-, p3- and p7-, and p5- and p7-. The van der Waals
interaction energy was the lowest for p5-, and the least favor-
able for p10-, while HP, p3-, and p7-average energies were
comparable. The only differences that remained statistically
significant after multiple-testing correction were between p10-
and HP dp6, p3-, and p5-. The total electrostatic energy made
up of the in vacuo and implicit solvation generalized Born
component follows the same trend as the electrostatics in vacuo
for the peptide series. Only for p10- is the total electrostatic
impact favorable. Interestingly, it is significantly more favorable

Fig. 6 The docking poses used as input for the MD for IL-8 complexed
with HP dp6 and p3-, p5-, p7-, and p10-. The protein is shown in cartoon
and the ligands in stick representation. Ligand structures are colored
according to cluster membership as identified using DBSCAN clustering,
with cluster 1 in red, cluster 2 in light green, and structures not belonging
to any cluster in dark blue.

Fig. 7 Representative MD trajectory frames (every 100 ps for ligand, and
every 1 ns for the protein) of IL-8 complex with HP dp6 and p3-, p5-, p7-,
and p10-. Protein is shown in cartoon and ligand in stick representation
(red corresponds to the beginning and blue to the end of the simulation).
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than for the HP dp6, which has a more negative charge than p10-.
This analysis allowed to conclude that HP dp6 and p10- are
comparable in terms of electrostatics which justifies the design
of the used peptides to meet our original aim which was to
analyze if there are substantial differences in binding for repre-
sentatives of essentially different classes of molecules that are
similar in terms of their electrostatic properties.

In order to identify key residues of IL-8 involved in the
binding of HP dp6 and the anionic peptides, a per-residue
decomposition of the total free binding energy was performed.
The residues that contribute most favorably to the binding
energy, R65, K69 and K72, are common to all of the studied
systems (Table 1). Residue K25 was important for IL-8/HP dp6
and IL-8/p10- complexes, however the magnitude of its influ-
ence was greater for the HP-containing complex.

The acidic residues E68 and E75 of IL-8, on average, had a
strongly unfavorable impact on binding HP dp6, contributing

on average more than +1.50 kcal mol�1 to the binding free
energy. Only residue E68 had a similar contribution in the
IL-8/p10- complex (average energy contribution equal to
+1.55 kcal mol�1), while in case of IL-8 complexed with the
other peptides, this influence of E68 was not greater than
+1.50 kcal mol�1. This could be attributed to the higher
flexibility of the peptides in comparison to HP dp6, which
allowed them to reduce the unfavorable interactions with the
negatively charged residues. While all of the HP residues had
negative average binding free energy contributions, peptide
residue E1 had an unfavorable (positive) average binding
free energy contribution above +1.50 kcal mol�1 for all of the
IL-8/peptide complexes.

Comparison of bound and unbound ligand conformations

To explore the changes in conformation and compactness of
the ligand structures upon binding to IL-8, the distributions of
radii of gyration (Rgyr) were compared for each ligand between
its bound and unbound state and those differences were
compared between ligands. Rgyr has been used as a measure
for the description of structural specificity of both binding site
and the ligand.75–77 Fig. 9 shows the differences between the
bound and unbound state for each ligand. The distribution of
the HP Rgyr does not essentially change upon binding, while
there is a clear increase of Rgyr values for all the peptides.
With the increase of the peptide charge, this difference in the
Rgyr distributions between the bound and unbound states are
smaller. This can be explained by the fact that more charged
peptides are less likely to be folded into particularly compact
structures when unbound due to the intramolecular electro-
static repulsion. This analysis underlines the principal struc-
tural differences between the peptides and the HP molecule in
IL-8 binding and could potentially be a factor explaining the
specificity of HP binding.

The secondary structures of the unbound acidic peptides
were analyzed with the DSSP (Dictionary of Secondary Structure
of Proteins) approach applied to the corresponding MD trajec-
tories (Fig. S5, ESI†). Neither peptide revealed significant
secondary structure elements in the course of the simulation.
This was also in agreement with the CD experiments (Fig. S6,
ESI†).

The atomic fluctuation analysis of the unbound ligands
revealed substantial differences in flexibility between HP dp6
and the peptide ligands. The flexibility of the HP dp6 in terms
of the RMSD variance was equal to 0.7 Å and lower in compar-
ison to the flexibility values of p3- (4.1 Å), p5- (2.3 Å), p7- (1.9 Å)
and p10- (1.1 Å). Among the peptides, higher rigidity is
observed for more charged peptides as it was also suggested
by the analysis of Rgyr distributions.

Analysis of hydrogen bonds

Fig. 10 shows the patterns of H-bond formation during MD
simulations between IL-8, acting as H-bond donor, and the
ligands. The C-terminal helix region (residues 64–73) was an
important site of H-bond formation for all of the complexes,
especially for residues R65, K69, and K72. A second site of

Fig. 8 Boxplots representation of the electrostatic energy in vacuo (top
left), total electrostatic energy (bottom left), van der Waals energy (top
right) and total free energy (bottom right) for the IL-8/ligand complexes
determined using MM/GBSA. Statistical significance of differences is
shown as (*) for statistical significance when compared to all other groups,
(1) statistical significance when compared to p3-, (2) statistical significance
when compared to p5-, (3) statistical significance when compared to p7-,
(4) statistical significance when compared to p10-.

Table 1 Residues of IL-8 with mean contributions to DG below
�1.5 kcal mol�1 for the complexes IL-8/HP and IL-8/peptides, averaged
over 10 replicates. Residues with more favorable free energy contributions
than �2.0 kcal mol�1 are shown in bold

IL-8 residues

IL-8 monomeric unit 1 IL-8 monomeric unit 2

HP dp6 R65, K69, K72 K25, R65, K69, K72
p3- R65, K72 R65
p5- R65, K69, K72 K72
p7- R65, K69, K72 R65, K69, K72
p10- K25, R65, K69, K72, R73 R65, K69, K72
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H-bond formation was identified for residues 23–26, located at
the side loop of IL-8. Noteworthy is that HP dp6 was more likely
to form H-bonds in this site compared to the peptides. In the
case of the ligands acting as H-bond donors and IL-8 as H-bond
acceptor (Fig. S7, ESI†), only residues belonging to the
C-terminal helical region of IL-8 were involved in H-bonds with
occupancy over 0.1. The average frequency of H-bond formation
was similar for all of the examined IL-8/ligand complexes.
When ligands act as H-bond donors, the participation of the
less charged peptides is higher, while p10- behaves similarly to
HP dp6, establishing the fewest H-bonds.

Furthermore, we analyzed the differences in the distribution
of the number of simultaneously established H-bonds for these
particular residues depending on the bound ligand. When
considering only the 14 IL-8 residues that establish most
H-bonds as donors (i.e., residues 23–26, 59–61, 64–66, 69, 70,
72, 73) based on Fig. 10, there is a clear difference between the
distributions for p5- and especially for p10- in comparison to
HP dp6, p3-, p7- (Fig. 11). Peptides p5- and p10- form more
H-bonds simultaneously, which could be the explanation for

the observation that these peptides are more stable during the
course of the MD simulation in terms of their movements on
the protein surface. When analyzing contributions of each
individual residue of IL-8 as an H-bond donor, certain patterns
of specificity could be revealed (Fig. S8, ESI†). For H23 and K25,
there is a clear trend of higher H-bond propensity with the
increase in peptide charge, with the similarities between HP
dp6 and p10-. In contrast, while the trend for the peptides
remains the same for K59 (except for p10-), negligible number
of H-bonds with this residue are established by HP dp6. Peptide
p10- specifically interacts with H23, K25, and R73, while
p5- interacts with E60, N61, Q64, K72. V66 and F70 establish
specific H-bonds with HP dp6, although the normalized fre-
quencies of these H-bonds are very low. Interestingly, when
considering the amino acids of the known binding motif of IL-8
and HP (K25, R65, K69 and K72) especially p7- resembles the
H-bond donor pattern overall very well, while the other high
propensity amino acids are either in good agreement (H23) or
in closest agreement considering the other peptide ligands
(N61 and Q64).

Fig. 9 Comparison of distributions of Rgyr values (kernel density estimation) between bound and unbound states in continuous and dashed lines,
respectively, for HP dp6, p3-, p5-, p7-, and p10-.
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Discussion

Recognition of regulatory proteins by GAGs on the cell surface
is a key molecular process critically related to wound healing,
cell growth, hemostasis, anticoagulation, tumor progression,
inflammation and others.78 The molecular characteristics of
that interaction is the electrostatic attraction between GAGs,
rich in negatively charged sulfate groups, and clusters of
positively charged amino acids on the respective protein.79

As electrostatic forces represent a rather undirected mode of
interaction, the question arises how it can play the key role in
such important biological processes. For instance, both pro-
and anti-inflammatory cytokines, which induce highly adverse
biological effects, expose clusters of basic amino acids on their
surface and would be equally attracted by negatively charged
GAGs on the cell surface. Although GAGs feature varying charge
densities and distributions of negatively charged groups,
their interactions strengths with the same protein are not too

different.45 Furthermore, also other negatively charged poly-
electrolytes (i.e. peptides, nucleic acids and nucleotides etc.) are
found in the extracellular space and could also interact electro-
statically with basic proteins. This triggers the question what
factors other than electrostatics could provide an additional
contribution to the recognition of proteins by GAG molecules.

We approached this question by a combination of experi-
mental and computational methods comparing binding of a
classical GAG HP dp6 to IL-8 with a small library of de novo
designed short acidic decapeptides of varying charge density.
Here, the most highly charged peptide is comparable with HP
dp6 in terms of its net charge (Fig. 1). While HP is certainly one
of the most highly charged GAG with 4 negative charges on
average per dp (charge density:�0.52 to�0.57 C Å�1 depending
on conformation80), also other GAGs with lower charge density
such as hyaluronan (1 negative charge per dp, charge density
�0.13 C Å�1) or dermatan sulfate (2 negative charges per dp,

Fig. 10 Heatmap of hydrogen bond interactions between IL-8 (hydrogen atom donor) and HP dp6, p3-, p5-, p7- and p10-, averaged over IL-8 dimer
subunits and across replicates of MD simulations. Protein residue numbers are shown on the x-axis, ligand residue numbers are shown on the y-axis.
Color intensity corresponds to the frequency of the H-bond, i.e. the average fraction of MD trajectory frames in which the bond was formed.
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charge density �0.29 C Å�1) and chondroitin sulfate (2 negative
charges per dp, charge density �0.28 or �0.27 C Å�1 for
chondoritin-4-sulfate and chondroitin-6-sulfate, respectively)
are part of the extracellular matrix. The decapeptides varied
in their number of charges between �3 and �10, representing
comparable charge densities between non-sulfated hyaluronan
and monosulfated chondroitin or dermatan sulfate. The charge
densities of the peptides are �0.09 C Å�1 for p3-, �0.14 C Å�1

for p5-, �0.2 C Å�1 for p7-, and �0.29 C Å�1 for p10- and thus
well comparable to typical GAGs (Fig. 5D). Furthermore,
we included two different negatively charged amino acids,
aspartate and glutamate, which differ in the sidechain length
similarly to 4-O and 6-O sulfation, where the latter is one CH2

group further away from the sugar ring. The uncharged amino
acids in the peptides had small sidechains (Gly, Ala) to avoid
steric effects. For IL-8, it was shown that the binding strength
for chondroitin sulfate with the same net charge but an altered
position of the sulfate group, differs significantly – e.g. a
sulfation in the 6-O position leads to higher affinity (black
circles in Fig. 5D).45,46

At the same time, it is worth taking into account that the
chemical nature (the absence of sulfate groups in the peptides)
and conformational preferences of peptides and GAGs as
molecular classes in general are essentially different and,

therefore, their recognition elements are also likely to be
distinguishable because of the differences in terms of degrees
of freedom, charges distribution and as a consequence solvent-
mediated interactions. All these factors could potentially affect
the specificity features of their interactions with proteins.

Both GAG and the acidic peptides bind to an epitope defined
by similar amino acid residues on IL-8 as shown by NMR
titration (Fig. 3 and 4) and MD-based analysis (Table 1).
Furthermore, binding is enhanced with increasing net charge
from p3- to p10- and highly dependent on the ionic strength of
the buffer (Fig. 4D and Table 2). This suggests that non-specific
electrostatics may indeed be the key interaction for the for-
mation of GAG/IL-8 complexes. The most involved IL-8 residues
in peptide binding are R65, K69, and K72, which are part of the
well-known a-helical BxxxBxxBB motif (including R73), where
B stands for a basic residue.39,41,42 The second known GAG
binding motif of IL-8 is localized in the loop connecting the
N-terminal regions with the first b-strand and involves residues
K20, H23 and K25. Here, all positively charged residues
respond to peptide binding, while K25 responds strongest
(Table 1 and Fig. 2–4, except for p10- in buffer without NaCl).
These two binding motifs combined make the binding parallel
to the helix on the side of IL-8 more favorable for HP and the
peptides than the binding between the two helices, although
both are observed in the MD.

Although similar values for the NMR CSP of IL-8 were
induced by HP and the four model peptides, the ligand to
protein ratio corresponding to the maximal achieved CSP
varied drastically. For HP, the final titration step was achieved
at a molar 1 : 1 ratio between HP and IL-8, higher GAG to IL-8
ratios lead to unspecific aggregation and loss of NMR signal
intensity. In contrast, an up to 20-fold peptide excess still
allowed reasonable NMR measurements. This experimental
result suggests very different affinities of HP and the acidic
peptides. Indeed, from plots of CSP vs. ligand concentration,
apparent kD values could be determined for three peptides
(except p3-) varying between B0.2 and 1.8 mM in high ionic
strength buffer. As no saturation of the CSP was measured in
the presence of HP, such an apparent kD value could not be
determined from the NMR measurements. Using Trp fluores-
cence at much lower protein concentration of 1 mM in the same
buffer, Schlorke et al. determined the kD for GAG binding to
IL-8, which varied between 5.5 mM for HA and 2.0 mM for HP
dp6.45,46 These kD values for GAGs and our NMR values for the
acidic decapeptides are not directly comparable because very
different protein concentrations were used. It is also known
that IL-8 forms dimers with a monomer/dimer dissociation
constant of 18 � 6 mM.81 Thus, the NMR measurements are
determined for the IL-8 dimer while the Trp fluorescence data

Fig. 11 Frequency of H-bonds established in each frame for 14 IL-8
residues that establish most H-bonds as donors (23–26, 59–61, 64–66,
69, 70, 72, 73). On the x-axis the number of H-bonds simultaneously
observed in the same MD frames is provided.

Table 2 Estimate of the free energy of the system based on the comparison of bound and unbound ligand structures and the determined mean
dissociation constant kD for the analyzed complexes

p3- p5- p7- p10-

Calculated free energy [kcal mol�1] (derived kD [mM]) 1.93 (26.0) 1.79 (20.4) 1.58 (14.3) 1.46 (11.7)
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was acquired for monomers. Nevertheless, it is clear from
Fig. 5D (closed symbols) that GAGs bind with much higher
affinity to IL-8, which is also clearly suggested by the MD-based
free energy calculations (Fig. 8). This is remarkable, since the
charge density of the peptides and the lowly charged GAGs is
comparable. Strikingly, the kD values vary in the high ionic
strength buffer from p5- to p10- by a factor of roughly 10, while
in the low ionic strength buffer a factor of 20 is observed. This
once again suggests that electrostatics play an important role,
as ligand binding is improved in the absence of NaCl.

Since net electrostatics cannot fully explain the very different
affinity of the negatively charged GAG or peptides for IL-8, the
question arises what other factors contribute to the higher
affinity of GAG for the protein. Our computational analysis
can provide detailed insight into this question. Free energy
calculations (Fig. 8) allowed the separation of electrostatic and
van der Waals contributions as well as the impact of solvent
that was previously demonstrated to be key in the protein–GAG
interfaces.82 While the in vacuo electrostatic contribution scales
approximately proportionally with the ligand charges, the van
der Waals contribution is less favorable for the more charged
peptides. Total electrostatic contributions are also essentially
different for HP dp6 and acidic peptides: in the implicit solvent
model, the solvent contribution compensates the electrostatic
interactions between HP dp6 and the protein more effectively
than between the peptide p10- and the protein. This could be
explained by the substantially more hydrated nature of protein-
HP interfaces in comparison to protein-peptide interfaces.82

Such energetic pattern differences could provide one of the
clues for the GAG binding specificity.

An important difference between GAG and acidic peptides is
also the nature of the negatively charged groups on either
molecule. While sulfated GAGs contain both carboxylate and
sulfate groups, the model peptides only feature carboxylate
groups. The pKa value of the Glu sidechain is 4.1 at 25 1C83

and between 2.5 and 0.5 for the sulfate group of muco-
polysaccharides.84,85 While shifts in these pKa values can be
observed, our results suggest that both groups are relatively
strong electrolytes that should be fully charged at neutral pH
used in our experiments. However, both functional groups vary
in their physical properties as well as their hydrogen bond
capacity. The carboxylate group is smaller (V = 40.6 Å3) than the
sulfate group (V = 57.7 Å3) as determined by quantum chemical
calculations (https://www.spartan.com). This results in a lower
charge density of the sulfate group (�11.5 mC Å�2) compared to
the carboxylate group (�16.6 mC Å�2). Also, the sulfate group
has a higher dipole moment (4.7 D) than the carboxylate group
(3.1 D). All these differences influence the charge–charge,
charge–dipole, and dipole–dipole electrostatics. However, this
hardly explains the difference in binding strength over three
orders of magnitude between Hyaluronan dp6 (5.5 � 1.3 mM)45

and p5- (B1.7 � 0.6 mM), which both only exhibit carboxylate
groups and have a comparable charge density.

The conformational changes of the ligands between free and
bound form also play a role in the formation of ligand/IL-8
complexes. While HP is considered to be already relatively

elongated in free solution, CD experiments confirm that all
peptides are in random coil conformation in solution (Fig. S6,
ESI†). While backbone flexibility may help for the ligand to
assume the ideal binding pose on the protein surface, the
entropic change a coiled peptide ligand undergoes upon bind-
ing to a well-defined pose on the protein is rather unfavorable.
This could be explained qualitatively by the entropic compo-
nent of binding. As HP does not alter its radius of gyration or
conformation upon protein binding (Fig. 9), it already repre-
sents a perfect ligand for IL-8 without the need for further
structural adaption and binds with the highest affinity by far.
In contrast, a remarkable adaptation of all peptides upon
binding to a more elongated structure is observed (Fig. 9); Rg

increases by B2.4 Å for p3-, B1.9 Å for p5-, and B1.4 Å for p7-
and p10- upon IL-8-binding. This is accompanied with a
decrease in entropy due to the loss of motional freedom, which
also contributes to the lower binding energy. The suggestion
that entropy may be a very important factor is also supported by
the fuzzier binding poses assumed by the peptides in compar-
ison to HP (Fig. 6). This looser and more flexible binding mode
has more favorable entropy but also results in less optimal
binding geometry and thus in overall lower affinity.

The MD results also show that the Rg of the free peptides
increases with increasing charge density. This suggests that the
entropic loss associated with IL-8-binding is reduced for the
more highly charged peptides, in agreement with the higher
affinity of these molecules for the protein. As the peptide
charges are less screened in the absence of NaCl in the buffer,
one would assume that the peptides are even more elongated
under these conditions and thus closer to the peptide-bound
conformation, which would also result in a smaller entropy loss
contributing to the higher affinity of the peptides for IL-8 under
these conditions, which amounts to a factor of 3.5, 7.2 and 7.4
for p5-, p7- and p10-, respectively.

The last but very important descriptor of the interaction of
IL-8 with these ligands is hydrogen bonding. Based on the MD
simulation, we could analyze and compare the hydrogen bond
pattern of HP vs. the four negatively charged decapeptides
(Fig. 10). At first sight, no major differences in hydrogen bond
formation are observed between the individual ligands and
the C-terminal binding motif of IL-8. However, our analysis
reveals that the hydrogen bonds with residues from the more
N-terminal binding motif are much less frequent (Fig. 10).
There are more H-bonds observed at the same frames of the
trajectory for p5- and p10- in comparison to HP dp6, p3- and
p7-. But taking only the H-bonds of the binding motive into
account, p7- resembles the pattern of HP closest.

Conclusion

Taken together, although long ranged electrostatics is clearly a
key player in IL-8/ligand interaction, it cannot fully explain the
much higher affinity of GAGs for regulatory proteins compared
to other polyelectrolytes, i.e., acidic peptides. Further aspects
such as the ligand flexibility and conformational changes upon
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binding associated with an entropic contribution, ligand struc-
tural adaptability, hydrogen bond capacity, participation of the
solvent in the establishment of the interface, and exact locali-
zation of negatively charged groups as well as their (chemical)
nature have to be taken into account. Physiologically, it is
highly important that regulatory proteins do not bind poly-
acidic ligands — which are found abundantly in extracellular
fluids — as strongly as the cell surface GAGs. It appears that a
fine balance of physical interactions favors GAG binding over
binding of other ligands such as polyions, nucleic acid, or
peptide fragments. To describe each of the relevant factors in
more detail, investigations with more similar functional groups
should be conducted. Nevertheless, all aforementioned factors
act synergistically in providing some specificity of certain GAGs
to preferentially bind regulatory proteins and direct them to
the respective cells. This directed motion, mediated by a well-
balanced network of GAGs of varying charge density and
distribution, has been referred to as the ‘‘electrostatic band-
pass’’.86 While in principle an appealing concept, the current
comparison between negatively charged GAGs and peptides
suggests that additional factors than electrostatics need to be
considered to adequately describe the filtering of regulatory
proteins by the extracellular matrix. This contributes a step
towards understanding the specificity of protein–GAG bio-
molecular systems and the sulfation code, which remain highly
challenging for analysis at the atomistic level.
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