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Preferred microenvironments of halogen bonds
and hydrogen bonds revealed using statistics and
QM/MM calculation studies†

Liping Zhou,ab Jintian Li,ab Yulong Shi,ab Leyun Wu,ab Weiliang Zhu *ab and
Zhijian Xu *ab

Hydrogen bonds (HBs) and halogen bonds (XBs) are two essential non-covalent interactions for molecular

recognition and drug design. As proteins are heterogeneous in structure, the microenvironments of protein

structures should have effects on the formation of HBs and XBs with ligands. However, there are no

systematic studies reported on this effect to date. For quantitatively describing protein microenvironments,

we defined the local hydrophobicities (LHs) and local dielectric constants (LDCs) in this study. With the

defined parameters, we conducted an elaborate database survey on the basis of 22 011 ligand–protein struc-

tures to explore the microenvironmental preference of HBs (91 966 in total) and XBs (1436 in total). The statis-

tics show that XBs prefer hydrophobic microenvironments compared to HBs. The polar residues like ASP are

more likely to form HBs with ligands, while nonpolar residues such as PHE and MET prefer XBs. Both the LHs

and LDCs (10.69 � 4.36 for HBs; 8.86 � 4.00 for XBs) demonstrate that XBs are prone to hydrophobic

microenvironments compared with HBs with significant differences (p o 0.001), indicating that evaluating

their strengths in the corresponding environments should be necessary. Quantum Mechanics-Molecular

Mechanics (QM/MM) calculations reveal that in comparison with vacuum environments, the interaction

energies of HBs and XBs are decreased to varying degrees given different microenvironments. In addition, the

strengths of HBs are impaired more than those of XBs when the local dielectric constant’s difference

between the XB microenvironments and the HB microenvironments is large.

Introduction

Non-covalent interactions (NCIs), including hydrogen bonds
(HBs), electrostatic interaction, hydrophobic interaction, cation-
p, p–p interaction and halogen bonds (XBs), play crucial roles in
molecular recognition and rational drug design.1–3 Apart from
the hydrophobic effect, HBs are the most frequent among these
interactions in ligand–protein structures.4 HBs stabilize the
three-dimensional structures of drug targets, such as proteins,
DNA and RNA, and is also an important determinant of binding
affinity of drugs for their targets.5,6 Similarly, XBs have drawn
much attention in recent years, because of their structural and
functional roles in molecular interactions in biological systems,
especially for ligand–protein interactions.7,8 Moreover, HBs and
XBs can not only be used to optimize the binding affinity of

ligands, but also have effects on ADME/T properties.9,10 So far,
several reports have revealed the essential roles of XBs and HBs in
nucleic acids.11–14 As for protein–ligand complexes, a research
study reported that the lengths of HBs between a protein and a
halogenated ligand are shorter than those estimated for non-
halogenated ligands.15 In addition, there are some researches
focusing on comprehensive explorations for various non-covalent
interactions.4,16

Because of the vital roles of HBs and XBs in ligand–protein
recognition, determining their strengths and contributions to
ligand binding affinity accurately is of great importance. It is
generally believed that HBs are slightly stronger than XBs,17 but
the difference in specific microenvironments is not taken into
account. The microenvironment exerts an influence on the
intensities of HBs and XBs.18 It is reported that a solvent-
exposed HB contributes significantly less to net interaction
energy than the same HB in a buried hydrophobic pocket19

and a HB in polar environments is much weaker.20,21 Although
the strengths of HBs and XBs depend on their microenviron-
ments to a certain degree, there is no consensus about the
environmental bias of HBs and XBs. Craig et al. demonstrated
that the formation of hydrogen-bonded co-crystals is favored
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from less polar solvents, but halogen-bonded co-crystals from
more polar solvents,22 which suggested that XBs prefer polar
environments compared with HBs. Nonetheless, other results
described that the amount of solvent used, and not just its
polarity, is critical for co-crystallization.23

Herein, we carried out an elaborate study on the hydropho-
bicity and dielectric constants of microenvironments for HBs and
XBs and further explored their impact on the strengths to better
understand the microenvironmental preference of HBs and XBs.
Our results reveal that XBs are more likely to be formed in
nonpolar environments than HBs. Furthermore, Quantum
Mechanics–Molecular Mechanics (QM/MM) calculations show
that the strengths of HBs and XBs are attenuated in different
degrees in a solvent in comparison with that in a vacuum
depending on the local dielectric constants (LDCs). These find-
ings not only deepen the understanding of HBs and XBs, but also
provide guidance for drug design, e.g. lead optimization.

Methods
Database preparation

The three subsets of Protein Data Bank (PDB)24 (September 13,
2022 release, 195 093 biological macromolecular structures in
total) were explored for HBs and XBs detection. The first set is
composed of 3D structures with approved small molecule drugs
and their protein targets from DrugBank25 (July 18, 2022 release,
698 complexes), the second includes complex structures with
halogenated compounds extracted from PDB (13 476 complexes),
and the third subset is PDBbind26 (v2020, 19 443 complexes).
Only ligand–protein systems were considered. In order to remove
redundancy, only the structure with the highest resolution was
retained among complexes with the same ligand and protein.
Identical XBs or HBs may exist in homomultimer, as well as NMR
structures, which would bias the results and thus only the
monomer with the maximum number of atoms within 10 Å of
the ligand was considered. After the above processes, the num-
bers of ligand–protein complexes for three subsets are 545
(DrugBank with approved small molecule drugs), 11 919 (PDB
with halogenated ligands) and 15 703 (PDBbind) respectively, and
the union of three sets consists of 22 011 structures in total.

Detection of XBs and HBs

For the detection of XBs with X� � �Y form, the cutoffs were set as
X� � �Y distances shorter than the sum of vdW radii27 (d(Cl� � �N) o
3.30 Å, d(Br� � �N) o 3.40 Å, d(I� � �N) o 3.53 Å, d(Cl� � �O) o 3.27 Å,
d(Br� � �O) o 3.37 Å, d(I� � �O) o 3.50 Å, d(Cl� � �S) o 3.55 Å,
d(Br� � �S) o 3.65 Å, d(I� � �S) o 3.78 Å), and the C–X� � �Y angle is
larger than 140128 (Fig. S1, ESI†). For detection of XBs with
X� � �p form, p systems from aromatic residues (PHE, TYR, HIS,
and TRP) were considered in this study with the following
criteria: d(Cl� � �p) o 4.2 Å, d(Br� � �p) o 4.3 Å, d(I� � �p) o 4.5 Å,
a o 601 and y 4 1201 (Fig. S1, ESI†).

The HBs were analyzed using find_pairs function in
PyMOL2.529 with the following parameters, respectively, i.e.,
distance o 3.2 Å for N/O� � �N/O, distance o 3.5 Å for S� � �N/O

and distance o 3.8 Å for S� � �S, angle 4 1251. For HBs composed of
halogens as acceptors, the standards were set as X� � �Y distances
shorter than the sum of vdW radii plus 1 Å to accommodate a
hydrogen, and the C–X� � �Y angle smaller than 1201.

Local hydrophobicity calculations

In order to describe the local hydrophobicity (LH) of micro-
environments, the popular and efficient formalism named
Molecular Hydrophobicity Potential (MHP) approach was
used.30–33 The midpoint of XB/HB donor and acceptor was
considered as the center of the sphere, and the residue heavy
atoms within 4 Å of the center were selected to calculate the
local hydrophobicity. The LH was calculated using eqn (1),
where k represents the number of selected atoms, fi is the
empirical parameterization of atomic hydrophobicity constants
as reported,34 and r is the distance of each atom away from the
center, and a has the dimension of Å�1 (here, a = 1 Å�1).35

LH ¼
Xk
i¼1

fi � e�ar (1)

Local dielectric constant calculations

The local dielectric constant (LDC) was described as eqn (2).
The dielectric constants (diele_cons) of each amino acid in
every structure were predicted by protCAD36 and the dielectric
constant of each atom lies on the type of residue it belongs to.
Similar to LH calculation, the midpoint of the XB/HB donor
and acceptor was considered as the center of the sphere, and
the residue atoms within 5 Å of the center were selected to
calculate LDC. The LDC was calculated using eqn (2), where k
represents the number of selected atoms, dielec_cons is the
dielectric constant of each atom, ASAatm is the accessible sur-
face area of each atom, ASAres is the accessible surface area of
the residue that the atom belongs to, and Distance is the
distance of each atom away from the center. ASA was obtained
by get_area script in PyMOL2.5.29

LDC ¼
Xk
i¼1

dielec consi � ASAatm=ASAresð Þi �
1

Distance

� �
i

(2)

QM/MM optimization

There were 6 systems of ligand–protein complexes chosen for
QM/MM calculations with the two-layer ONIOM (our own N-
layered integrated molecular orbital and molecular mechanics)
method.37 Only the ligand involved in the HBs and XBs was
kept, and the other small molecules, water, and ions were all
removed. The ligands in the QM/MM systems were protonated
with pH = 7.35 by the LigPrep module in Schrödinger software
(LigPrep, Schrödinger, LLC, New York, NY, 2020). Missing loops
and sidechains in protein were modelled by SWISS-MODEL.38

The pKa values of ionizable residues in the proteins were
calculated by the PDB2PQR39 at pH = 7.35, and hydrogen atoms
were added accordingly. The complex systems were optimized
by the QM/MM approach, i.e., ONIOM. The ligands and
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residues involved in XBs or HBs along with two linked residues
were placed in the QM region which were described at the
b3lyp40,41/LanL2DZ42 level for iodine atoms and b3lyp/6-31g(d)43

level for other atoms, and the rest were contained in the MM
layer depicted by the AMBER parm96 force field.44 QM/MM
geometry optimization was performed by Gaussian 16 suite45

without any constraints.

Calculation of the interaction energy

After structure optimization, the ligands and protein residues
involved in the interaction in the QM layer were then chosen for
single-point energy calculation at the m062x46/6-311++g(d,p)47

level, while the SDD basis set48 was adapted for iodine atoms.
The interaction energies between the ligands and the protein
residues were then assessed from eqn (3).

DE = Ecom � Elig � Eres + BSSE (3)

Where DE is the interaction energy (IE), Ecom is the energy of
the whole complex in the QM layer, Elig and Eres are the energies
of the ligand and the protein residue, separately, and BSSE stands
for the basis set superposition error corrections.49 The energies
were calculated in vacuums or under the corresponding LDC, and
BSSE was estimated in vacuums. All these calculations were
conducted with the Gaussian 16 suite of programs.

Statistical analysis

The homogeneity of variance was tested using the Bartlett
method and then the independent two-sample T test with or
without homogeneity of variance was used to analyze the
significance for LHs or LDCs between HBs and XBs.

Results and discussion
The amino acids preference for HBs and XBs

Based on 22 011 ligand-complex structures, there were up to
91 966 HBs and 1436 XBs detected (945 for X� � �Y and 491 for
X� � �p). Firstly, we analyzed the amino acids preference for HBs
and XBs. The amino acids preference for HBs and XBs in the
three subsets, viz. DrugBank with approved small molecule drugs
(DrugBank with approved sm), PDB with halogenated ligands
(PDB with X) and PDBbind is shown in Fig. 1A and B. For better
comparison, the propensity is defined as the relative frequency of
each amino acid in HBs or XBs divided by its background
frequency in the respective data set. Hence, if the propensity is
greater than 1, the residue is prone to being involved in HBs/XBs
interaction.

For HBs, in DrugBank with approved sm, there are 11 residues
with a propensity greater than 1, among which the 4 prominent
residues are ARG, HIS, SER and THR. In PDB with X, the most
prominent residues are ARG, ASP, CYS, HIS, TRP and TYR, while
ARG, ASP and HIS dominate the PDBbind database (Fig. 1A).
Most of these amino acids are polar except for TPR, indicating
HBs tend to be formed between ligands and polar residues.
Among these three subsets, the propensity of ARG and HIS are

arresting, especially for HIS with the highest propensity (2.63 in
DrugBank, 3.15 in PDB with X and 3.08 in PDBbind).

For XBs, there are in total 8 kinds of amino acids detected in
the DrugBank with approved sm dataset and the propensities of
residues GLY (1.94), LEU (2.18) and TYR (6.27) are the most
significant. In PDB with X and PDBbind, there are 5 residues
with propensity significantly greater than 1, viz. HIS, MET, PHE,
TYR and TRP (Fig. 1B). TYR dominates in the three subsets
(6.27 in DrugBank with approved sm, 5.75 in PDB with X and

Fig. 1 The propensity of amino acids for HBs and XBs. Propensity is
defined as the relative frequency of each residue in HBs/XBs divided by
its relative background frequency in the respective data set. (A) Propensity
of amino acids involved in HBs in three subsets (cyan: DrugBank with sm;
salmon: PDB with X; blue: PDBbind). (B) Propensity of amino acids involved
in XBs in three subsets (skyblue: DrugBank with sm; lightcoral: PDB with X;
thistle: PDBbind). (C) Propensity of amino acids involved in HBs and XBs
(cyan: HBs; salmon: XBs) in the union of three subsets. Propensity is
calculated by the relative frequencies divided by the relative background
frequency of each residue in the union of three subsets.
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7.03 in PDBbind) partly attributed to its role in the X� � �p
interaction. The amino acids distribution in DrugBank with
approved sm differs from that in the other two subsets (PDB
with X and PDBbind) because only 14 XBs were detected, which
is much less than that in the other two databases.

To compare the difference of amino acids preference
between HBs and XBs, the results in the three subsets were
combined and redundant systems were removed. All relative
frequencies are divided by the background frequency of each
residue in the union of three subsets. As indicated from Fig. 1C,
TYR, PHE, MET, TRP and HIS are more prone to being involved
in XBs while HIS, ASP and ARG prefer HBs. The propensity for
TYR is so remarkable (1.31 in HBs vs. 5.71 in XBs), because it
accounts for 50.92% of the X� � �p halogen bonds and the same is
true for PHE (data not shown). As for the difference between HBs
and XBs, the propensities of TRP, PHE and MET in XBs are 0.74,
2.62, and 1.07 more than that in HBs respectively, while HBs are
more prone to existing between ligands and amino acids HIS,
ASP, ARG, ASN compared with XBs (Fig. 1C and Table S1 for
details, ESI†). Obviously, the former three are nonpolar amino
acids and the latter four are polar, indicating that XBs prefer
nonpolar microenvironments compared with HBs. Without con-
sidering the X� � �p XBs, the propensities of three nonpolar
residues (VAL, MET and LEU) in XBs are significantly greater
than that in HBs (Fig. S2, ESI†). These findings suggest that XBs
are more likely to be generated between ligands and nonpolar
residues, while HBs are not.

The elements preference for HBs and XBs

Furthermore, we analyzed the elements preference for HBs and
X� � �Y XBs. As indicated in Fig. 2, the N in sidechain (Nsidechain)
with propensity 2.03 and O in sidechain (Osidechain) with pro-
pensity 1.60 are more inclined to interact with ligands through
HBs than N in mainchain (Nmainchain) (0.79) and O in

mainchain (Omainchain) (0.47). For XBs, the propensity of
Nsidechain is a little greater than that of Nmainchain (0.44 vs.
0.15), while the tendency of Osidechain and Omainchain is reversed
(1.33 vs. 1.68). In other words, Nsidechain prefers XBs than
Nmainchain and Omainchain is more apt to interact with ligands
through XBs than Osidechain. In addition, the propensity of
Omainchain (1.68) is remarkably greater than that of Nmainchain

(0.15) since Nmainchain has a hydrogen, making it hard to be the
acceptors of XBs owing to the steric hindrance and weak
electronegativity.

When it comes to the difference between HBs and XBs, both
Nmainchain and Nsidechain tend to form HBs with ligands instead
of XBs (Nmaichain: 0.79 in HBs vs. 0.15 in XBs; Nsidechain: 2.03 in
HBs vs. 0.44 in XBs). In contrast, the propensity of Omainchain in
XBs is significantly greater than that in HBs (1.68 vs. 0.47),
while there is no conspicuous difference for Osidechain between
HBs and XBs (1.60 vs. 1.33). Impressively, the propensity of S in
HBs is strikingly less than that in XBs (1.30 vs. 6.36), which may
be attributed to the fact that the sidechain of methionine can’t
serve as an HB donor, but can be a strong XB receptor. In
general, the preferences of elements involved in HBs and XBs
for these two kinds of non-covalent interactions (NCIs) are
diverse.

The distribution of microenvironmental hydrophobicities for
HBs and XBs

To quantify the hydrophobicity value of microenvironments,
Molecular Hydrophobicity Potential (MHP) was used to calculate
the local hydrophobicity (LH) for each HB or XB, which was proved
to be popular and efficient.30–33 There are several functions to
model the MHP-decay from analogy with electrostatic potentials
including exponential,35 hyperbolic50 and Fermi-like potential,51

but it’s reported that in most MHP applications to proteins, a
simple exponent is sufficient to obtain reasonable results.30 More-
over, only atoms closer than 4 Å are effectively contributing to the
MHP.51 Hence, we used the exponential formula as eqn (1) with a
distance of 4 Å to describe LHs for HBs and XBs. Since there is no
specific experimental data for comparison, the accuracy of the
absolute value of LHs calculated by this formula cannot be
determined. Perhaps, there will be relevant researches on this in
the future. Nonetheless, the current results can reflect the relative
differences of microenvironmental hydrophobicity between HBs
and XBs to some extent.

As shown in Fig. 3, the LHs for HBs are dispersively distributed
between �0.38 and �0.07, while that of XBs are concentrated
between �0.25 and �0.12. In addition, the mean value of LHs for
HBs (�0.23 � 0.13) is smaller than that of XBs (�0.19 � 0.10)
(Table S2, ESI†). Statistically, the results of an independent two-
sample T-test also demonstrate that the LHs between HBs and XBs
have a significant difference (p o 0.001), indicating that XBs are
more prone to hydrophobic environments than HBs.

In order to explore whether different halogens affect the
results, we analyzed the difference of LH distribution between
HBs and XBs with Cl, Br and I, separately (Fig. S3, ESI†). There
are 1436 XBs and the ratios of Cl, Br, I are 69%, 21% and 10%,
respectively. As indicated in Fig. S3 (ESI†), the trends of LHs for

Fig. 2 The elements propensity for HBs (orange) and X� � �Y XBs (blue). The
definition of propensity is that the relative frequency of each element is
divided by its relative background frequency in the whole database.
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HBs and XBs with three halogens are all in accord with the
overall tendency in Fig. 3. Moreover, the specific values of LHs
for XBs with Cl, Br and I are �0.20 � 0.10, �0.19 � 0.10 and
�0.18 � 0.07, which are all greater than that of HBs (�0.23 �
0.13) with significant differences (p o 0.001) (Table S2, ESI†).
Therefore, the kind of halogens has no influence on the conclu-
sion that HBs prefer hydrophilic microenvironments than XBs. In
conclusion, the microenvironments of XBs are strikingly more
hydrophobic than that of HBs, which may affect the strength of
each HB/XB. Therefore, it may be better to predict the strength of
XB/HB under their specific environments. Also, for structure-
based drug design, halogen modification for the sake of introdu-
cing a potential XB in a hydrophobic protein subpocket may be a
more rational choice than considering a potential HB. Besides,
although halogens are considered hydrophobic in nature, the
polarization and enthalpy stabilization make them favorable for
the formation of non-hydrophobic interactions like XBs,52 which
needs further investigation.

The distribution of microenvironmental dielectric constants
for HBs and XBs

The dielectric constant is associated with the polarity of the
environment and the average dielectric constant inside the
protein is relatively low, about 7, and reaches a value of about
30 at the protein’s surface.53 However, in terms of previous
research, there are no relevant experiments to determine the
dielectric constant at the atomic level or residue level like
hydrophobicity determination. Secondly, the dielectric constant
is a more macroscopic concept affected by more factors. Cer-
tainly, it does not rule out that there will be follow-up studies on
this crucial topic. Hence, a method as described in eqn (2) was
applied to predict the local dielectric constants (LDCs) for HBs
and XBs in this study.

As indicated in Fig. 4, the peak of LDC of HBs is slightly
higher than that of XBs. Besides, the relative frequencies of less
than 8.17 for HBs and XBs LDCs are 0.32 and 0.50 separately. In
terms of the specific values, the average value of LDCs for HBs
is 10.69� 4.36, while that of XBs is 8.86 � 4.00 with a difference
of 1.83 as for the mean value. Statistically, the LDC of HBs is
larger than that of XBs with a significant difference (p o 0.001),

which is in agreement with the trend of LH. Both LDCs and LHs
demonstrate that HBs prefer hydrophilic environments than
XBs. In terms of XBs with specific halogen elements, the
tendencies of Cl, Br and I are consistent with the overall trend
(Fig. S4 (ESI†) and Fig. 4). The mean values of LDCs for XBs
with Cl, Br, and I are 8.97 � 3.97, 8.53 � 3.92, and 8.87 � 4.26
respectively, which are all smaller than that of HBs (10.69 �
4.36) with a significant difference (p o 0.001). Both the global
tendency for HBs and XBs and statistical results of XBs with
different halogens demonstrate that XBs show a preference
toward hydrophobic environments. Therefore, given the micro-
environmental preference of HBs and XBs, taking specific LDCs
into account is advisable when estimating the binding cap-
ability of ligands or comparing the strengths of different NCIs.

Interaction energy for HBs and XBs

HBs and XBs both make great contributions to the binding
affinity of ligands, which are influenced by the dielectric
constant. Based on the calculated LDCs, 6 systems as described
in Fig. 5A–F were selected as examples to determine the
interaction energies of HBs and XBs in a vacuum (IEvacuum)
and environment with the corresponding LDC (IEsolvent). After
geometry optimization, the distances and angles for HBs and
XBs are shown in Fig. 5. As demonstrated in Table 1, the
strength of HBs is stronger than that of XBs either in a vacuum
or under the corresponding LDCs in each system, except for
3sw8 (PDB ID). In the complex structure 3sw8, the XB is formed
by a chlorine and carboxyl group with a negative charge of
residue E (Fig. 5F), so the IE is extremely strong (IEvacuum:
�16.68 kcal mol�1). Both in the two different environments, the
strengths of these two HBs (IEvacuum: �0.58 kcal mol�1, IEsolvent:
�0.36 kcal mol�1; IEvacuum: �3.67 kcal mol�1, IEsolvent:
�2.55 kcal mol�1) are weaker than the XB (IEvacuum:
�16.68 kcal mol�1, IEsolvent: �3.57 kcal mol�1) in 3sw8.

Apparently, the strengths of all interactions are attenuated
in solvent to varying degrees. When it comes to the extent of
IEsolvent reduction compared to IEvacuum, the IE change ratios
for XBs are smaller than that of HBs in 2 systems (�0.20 for
5xdv,�0.07 and�0.03 for 6rlw). In 5xdv, the difference between
LDCs for HBs and XBs is 7.83 and those in 6rlw are 11.37 and

Fig. 3 The frequency distribution of LHs for HBs (red) and XBs (cyan)
based on MHP. The x-coordinate represents the range of LH, and the y-
coordinate represents the relative frequency. The higher the LH value, the
greater the hydrophobicity. The unit of LH is log P (octanol–water).

Fig. 4 The frequency distribution of LDCs for HBs (orange) and XBs (navy
blue). The x-coordinate represents the range of LDC, and the y-coordinate
represents the relative frequency.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
Ju

ne
 2

02
3.

 D
ow

nl
oa

de
d 

on
 2

/1
0/

20
26

 1
:4

8:
16

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp02096g


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 17692–17699 |  17697

10.01. In another three systems, namely 3mbl, 5o1b and 3sw8,
the differences between LDCs are smaller than 6, and the
change ratios of IEs for XBs are greater than that of HBs (0.03
for 3mbl, 0.10 for 5o1b and 0.41 for 3sw8). That is to say, if the
LDC difference between HBs and XBs is relatively large (more
than 7 here), the strength of HBs may be weakened more than
that of XBs. The system with PDB ID 3jzi is an exception, but it’s

hard to explain the variation ratio on account of three HBs here
(Fig. 5D).

Generally speaking, HBs are considered to be stronger or
equal to XBs under the same environment. However, XBs prefer
nonpolar environments according to our statistics. Moreover,
HBs in polar environments tend to be in the solvent regions
and are susceptible to solvent competition, which may be more

Fig. 5 The binding patterns of 6 systems after QM/MM optimization. The distance of XBs is measured between the XB acceptor and halogen atom and
that of HBs is between the HB acceptor and hydrogen. The angle of XBs is measured on C–X� � �Y and that of HBs is measured on D–H� � �A where D is the
donor of HB and A is the acceptor. PDB IDs are labeled on the upper left. Proteins are shown in cartoon with key residues in salmon sticks and ligands in
cyan sticks.

Table 1 The interaction energies in 6 systems (kcal mol�1)

PDB ID residue NCI X� � �Y LDC IEvacuum IEsolvent DLDCa IE change ratiob

5xdv L253 XB Br� � �O 5.66 �4.19 �2.98 — �0.29
5xdv V199 HB N� � �O 13.49 �9.03 �4.60 7.83 �0.49
3mbl V67 XB I� � �O 10.3 �4.23 �2.61 — �0.38
3mbl S152 HB N� � �O 14.12 �5.96 �3.89 3.82 �0.35
6rlw G322 XB I� � �O 3.83 �2.83 �1.95 — �0.31
6rlw G52 HB N� � �O 15.2 �10.68 �6.57 11.37 �0.38
6rlw I162 HB N� � �O 13.84 �6.25 �4.15 10.01 �0.34
3jzi I308 XB Cl� � �O 5.69 �4.78 �0.64 — �0.87
3jzi G186 HB N� � �O\O� � �O\C� � �O 28.82 �27.28 �15.21 23.13 �0.44
5o1b L52 XB I� � �O 6.5 �4.85 �3.52 — �0.27
5o1b T57 HB O� � �O 12.01 �7.89 �6.59 5.51 �0.17
3sw8 E174 XB Cl� � �O 7.29 �16.68 �3.57 — �0.79
3sw8 C130 HB S� � �O 13.02 �0.58 �0.36 5.73 �0.38
3sw8 H177 HB N� � �O 5.59 �3.67 �2.55 �1.7 �0.31

a For each system: DLDC = LDC (HB) � LDC (XB). b IE change ratio = (IEsolvent � IEvacuum)/IEvacuum.
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unstable kinetically than XBs. Hence, it is possible for the strength
of XB to be greater than that of HB in practical situations.

Conclusion

In this study, we carried out a statistical survey based on 22 011
structures extracted from PDB to determine the microenviron-
mental preference for HBs and XBs and studied its influence on
the strengths with QM/MM calculations. First of all, polar amino
acids like HIS, ASP, ARG, and ASN are more likely to interact with
ligands through HBs, while nonpolar amino acids including TRP,
PHE and MET are more likely to interact with ligands through
XBs. Furthermore, Nmainchain and Nsidechain are both more prone
to being involved in HBs than XBs, while the tendencies of
Omainchain and S are different. Additionally, even though previous
research revealed that XBs may prefer polar solvent by the means
of competitive co-crystal formation,22 the calculated LHs and
LDCs based on 91 966 HBs and 1436 XBs in ligand–protein
systems both show that XBs show preference for hydrophobic
microenvironments compared with HBs. Our results also demon-
strate that the strengths of XBs and HBs are both reduced to
different extents hinging on their local environments, and the
strengths of HBs are impaired more than those of XBs when the
difference between their LDCs is greater than 7. Our findings
provide a useful hint for structure-based drug design.

Data and software availability

All data used for analyses are extracted from the public data-
base named PDB. The PDB IDs lists, the python scripts used for
HBs/XBs detection and the input files of 6 systems for QM/MM
calculation are available at the following github repository:
https://github.com/Zhijian-Xu/hb_xb_microenv.
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