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Thermodynamic properties of LiNiO2, LiCoO2,
and LiMnO2 using density-functional theory†

Lucas Tosin Paese, * Philippe Zeller, Sylvie Chatain and
Christine Guéneau

The formation energies of LiCoO2, LiNiO2 and LiMnO2 were calculated using a combination of

adequately selected Hess cycles and DFT computations. Several exchange–correlation functionals were

tested and PBE for solids (PBEsol) turned out to be the most accurate. The enthalpies of formation at

0 K are �168.0 kJ mol at�1 for LiCoO2, �173.2 kJ mol at�1 for LiNiO2, �209.9 kJ mol at�1 for o-LiMnO2

and �208.8 kJ mol at�1 for r-LiMnO2. In comparison to experimental formation energy data, a differ-

ence of 1.6 and 0.01 kJ mol at�1 was obtained for LiCoO2 and LiMnO2, respectively. By contrast, a much

larger discrepancy, around 24 kJ mol at�1, was obtained for LiNiO2 and confirmed by using an additional

and independent Hess cycle. The influence of slight crystallographic distortions associated with magnet-

ism and/or the Jahn–Teller effect on energy was carefully searched for and taken into account, as well

as corrections arising from vibrational contributions. Hence, these results should motivate future mea-

surements of the thermodynamic properties of LiNiO2, which are currently scarce. Vibrational contribu-

tions to the structural and energetic properties were computed within the harmonic and the quasi-

harmonic approximations. The LiCoO2 heat capacity at constant pressure is in excellent agreement with

experimental data, with a difference of only 3.3% at 300 K. In the case of LiNiO2 the difference reaches

17% at 300 K, which could also motivate further investigation. The Cp(T) value for the orthorhombic

phase o-LiMnO2, for which no previous data were available, was computed. Structural properties such

as specific mass, bulk modulus and coefficient of thermal expansion are presented.

Introduction

Most of the lithium-ion batteries (LIBs) found on the market
use NMC (which stands for nickel, manganese and cobalt) as
the cathode active material. The NMC crystals have the general
formula LiNixMnyCozO2 (x + y + z = 1), with compositions that
vary from LiNi0.33Mn0.33Co0.33O2 to LiNi0.8Mn0.1Co0.1O2,1 sys-
tematically increasing in Ni content. The growing need for the
storage of electrical energy in the world is a strong motivation
to optimize NMC-containing batteries. The thermal stability of
the cathode material is related to its enthalpy of formation and
the voltage profile during delithiation is related to the chemical
potential of lithium.2 Hence, good knowledge of the thermo-
dynamic properties of the NMC system is essential for the
development of these materials.

The CALPHAD (CALculation PHAase Diagrams) method3,4 is
a proven approach for predicting the thermodynamic, kinetic,
and other properties of multicomponent materials systems. It

couples phase diagram data and thermodynamic properties.
The key thermodynamic property is the Gibbs energy from
which all other thermodynamic properties can be derived. For
each phase, a model is selected and the Gibbs energy is
expressed with a polynomial function versus temperature and
composition. The parameters of the models are fitted from
selected experimental data such as the melting point, phase
transition temperature, enthalpy of formation, enthalpy of
mixing, heat capacity, and others. The functions and para-
meters obtained are stored in a database. Once the database
is finalized, it provides the thermodynamic properties of the
system for any composition. A CALPHAD model is usually
refined as new data pertaining to the system are published,
which may take place over periods of several years. The CAL-
PHAD approach to the NMC system may be expected to provide
a continuous description of properties related to the material
according to composition and during the battery cycle, as
demonstrated in the studies by Chang et al. in their CALPHAD
descriptions of the pseudo-binary equilibria LiCoO2–CoO2

5 and
LiNiO2–NiO2.6

The NMC crystals have a rhombohedral structure that
belongs to the R%3m space group.7 We can represent them as a
distorted rocksalt structure made of an FCC network of oxygen
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anions and another FCC network occupied by cations, in which
Li planes alternate with planes containing transition metal
cations along the [111] direction. The CALPHAD modelling of
the LiNixMnyCozO2 solid solution includes the thermodynamic
quantities of its three end-members which by definition are the
compounds obtained assuming x = 1, y = 1 or z = 1, i.e. LiCoO2,
LiNiO2 and LiMnO2. In this work, we will refer to these
compounds generically as LiMO2, given M = Co, Ni or Mn. At
room temperature, while LiCoO2 and LiNiO2 are stable and
share the same rhombohedral structure as NMC, LiMnO2 is
only stable in its orthorhombic structure in the space group
Pmmn.8 Additionally, LiNiO2 is particularly complex experimen-
tally, as it is almost impossible to synthesize the perfect
stoichiometric compound.9 The thermodynamic properties of
these end-members are necessary input data for the CALPHAD
model which will eventually allow the optimized design of new
NMC compositions.

Several measurements of the enthalpies of formation and
heat capacities for the end-member LiCoO2 have been
published.10–16 By contrast the data regarding LiNiO2 are very
scarce and limited to the enthalpy of formation of LiNiO2

17 and
heat capacity at low temperatures.18 The end-member LiMnO2

is not stable as a crystal belonging to the space group R%3m19

and, therefore, there are no experimental measurements of its
thermodynamic properties.

In the last few years, the boost in computational power
allowed the ab initio calculation of physical properties of
materials that agree with experimental data and permit the
prediction of properties hitherto not known, which provides an
invaluable source of input data for the construction of CAL-
PHAD databases. Density-functional theory (DFT)20,21 has been
used by many authors to calculate the physical properties of
lithium-ion battery cathode materials.22–30 The heat capacity of
LiCoO2 at constant volume (Cv) was obtained by means of DFT
by Wu et al.22 In a similar work, Du et al.23 calculated the heat
capacity of LiMO2 as a function of temperature using density-
functional perturbation theory (DFPT)31 and a harmonic
approximation (HA), although it is mentioned that a quasi-
harmonic approximation (QHA) was employed. This approach

may be acceptable at low temperatures, where the calculated Cv

agrees well with the experimental Cp values of LiCoO2.
Regarding the study of formation energies, Chang et al.24

calculated the formation energies of LiCoO2 and LiNiO2 from
pure elements with a combination of DFT and an empirical
method, which consists in adding or subtracting a certain
amount of energy of a MyOx species, depending on the oxida-
tion state of the transition metal. Xu et al.25 used the General-
ized Gradient Approximation (GGA) to compute the formation
energies of LiCoO2, LiMnO2, LiMn2O4 and LiFePO4 using the
PBE description of GGA. Kramer and Ceder26 studied the
morphology of LiCoO2 by means of DFT+U. Longo et al.27

focused on the study of layered and over-lithiated Mn oxides,
Tuccillo et al.28 studied the stability of the compounds LiMO2

in three different structures and Tsebesebe et al.29 assessed the
thermodynamic, electronic, and mechanical properties of the
same family of compounds. Finally, Lee et al.30 computed the
formation energy of LiCoO2 with the support of molecular
dynamics. A compilation of the results obtained by these
authors is given in Table 1.

Table 1 displays a great variability of the results. A likely
cause of this variability is the diversity of formation reactions
used in the calculations. In some works, the reactants are the
pure elements Li and M in their crystal forms and molecular O2

while, in other works, they are combinations of various oxides
where a redox reaction takes place. The involvement of mole-
cular O2 in the reaction requires a correction since the GGA
underestimates the O2 binding energy by about 150 kJ mol�1.34

Additionally, the choice of Hubbard-U values is not
straightforward35 and this is obviously yet another source of
variability. The U value adds an energy correction to selected
electron states in order to obtain a more localized electron
wavefunction and is commonly used in calculating 3d transi-
tion metals oxide energies.36–39 Some studies, however, find
better agreement with experiments without using U values.40

Additionally, the Hubbard U approach is especially problematic
for electrochemical processes.39

The main objective of this study is to compute the thermo-
dynamic properties of the three end-members as a function of

Table 1 Formation energies from elements obtained in previous works. The relative error is calculated based on standard enthalpy of formation
experimental data10,15,17,32,33

Ref. Calculation method Compound Space group
Calculated formation
energy (kJ mol at�1)

Absolute error
(kJ mol at�1)

Relative
error (%)

Transition metal
3d electrons U value (eV)

24 DFT + empirical method LiNiO2 R%3m �150.5 2.2 1.5 —
LiCoO2 R%3m �173.4 3.7 2.2

25 GGA LiCoO2 R%3m �91.5 78.1 46.1 —
LiMnO2 C2/m �178.9 31.0 14.7

26 GGA+U LiCoO2 R%3m �171.8 2.1 1.3 3.3
27 GGA+U LiMnO2 R%3m �192.6 17.3 8.2 5.2
28 GGA+U LiCoO2 R%3m �183.5 13.9 8.2 4

LiNiO2 C2/m �154.8 6.4 4.4 4
LiMnO2 Pmmn �209.0 0.9 0.4 4

29 GGA+U LiCoO2 R%3m �41.7 127.9 71.9 6.1
LiNiO2 R%3m �43.1 105.3 71.0 2.45
LiMnO2 R%3m �32.0 178.0 78.5 4.25

30 Molecular dynamics LiCoO2 R%3m �165.4 4.2 2.5 —
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temperature using DFT, which is part of an effort aiming at
building a CALPHAD model of the NMC system.

In order to estimate and minimize the uncertainties in our
results, we studied in detail several aspects of the methodology:
(1) the various possibilities for writing the DFT-computed
chemical reaction that gives access to the formation energy;
(2) the most appropriate theory level for computing the vibra-
tional contributions; (3) the crystallographic structure used as
input data to the DFT computations and (4) The specific
influence of the exchange–correlation (x–c) functional on the
quality of the results, which has been discussed above, in view
of the data in Table 1. In this paper, we report on the calculated
thermodynamic properties and also on the methodology, the
latter being an essential element on which the CALPHAD input
data assessments are based.

We now briefly introduce the first three methodological
aspects. The choice of the DFT-computed reaction is a central
feature. Any chemical reaction involving the LiMO2 compound
of interest and other compounds for which reference enthalpy
data are available can be used for this purpose. Extracting the
desired standard formation energy of the LiMO2 compound
from the DFT results is then performed classically using Hess
law.41 Although the availability of the required enthalpy refer-
ence data somewhat constrains the choice of the DFT-
computed reaction, many reactions can be considered. In the
following, the possible options are sorted according to the fact
that this DFT-computed reaction involves oxidation and
reduction, i.e. a redox reaction, and more precisely according
to the change in the oxidation state of the transition metal.
Since the scheme with no-redox reactions comes out as the
best, we shall present it first.

As for the vibrational contributions, we compute the correc-
tions to the energetic properties, namely zero-point energy and
enthalpy increments with temperature, both within the harmo-
nic approximation (HA) and the quasi-harmonic approximation
(QHA). At no additional computational cost, this gives us access
first to the heat capacities at constant volume (Cv) and constant
pressure (Cp), within the QHA, and second to structural proper-
ties such as specific mass, bulk modulus and thermal expan-
sion coefficient.

The choice for the crystallographic description of the DFT
input structure sometimes has a significant influence on the
energy results so that it is also a major aspect of our methodol-
ogy. Ideally, the only input data for a DFT study should be the
chemical composition and the total number of electrons.
However, most studies of crystalline compounds use the experi-
mentally determined structure as input. This makes the DFT
result sensitive to possible errors or uncertainties in the experi-
mental data and, consequently, less ‘‘ab initio’’. In our work, we
depart from this standard procedure to some extent by retain-
ing a structure that leads to a lower energy, in case we find one,
while remaining compatible with the available structural data.

In the next section, we present the first step of our metho-
dology, which consists of the selection of suitable chemical no-
redox reactions according to available reference data, the
design of Hess cycles and the choice of options regarding the

DFT levels. The following section describes the computational
details. The calculation results are reported and discussed
subsequently, where we compare and assess the various aspects
of the methodology. Finally, we draw conclusions.

Methodology

We calculate the formation energy of each end-member using a
Hess cycle that mixes a DFT-computed chemical reaction with
several auxiliary reactions for which reference reaction energy
data are available in the literature. We classify the DFT-
computed reactions into three categories. Type 1 reactions
involve only oxide compounds and no oxidation or reduction
of the various chemical elements, referred to as ‘‘no-redox
reactions’’ in this work. Type 2 reactions are all-solid-state
reactions involving charge transfer. Type 3 reactions are stan-
dard formation reactions involving all elements in their stan-
dard state at 300 K (gaseous molecular oxygen, metallic Li and
transition elements). Type 2 and 3 reactions involve electron
transfer and are referred to as ‘‘redox reactions’’. This section is
restricted to Type 1 reactions, which are the cornerstone of our
methodology, while Type 2 and Type 3 reactions will only be
used in the following sections for comparison purposes. The
energy of each compound taking part in the reaction, reactant
or product, is computed using DFT to derive the reaction
energy.

Table 2 shows the DFT-computed formation reactions eval-
uated for each end member.

Experimental energies of formation are usually expressed
using the pure elements in their standard state. Thus, we
choose an appropriate Hess cycle in order to compare experi-
mental and calculated values. Table 3 lists all Hess cycles used
for each reaction and all reactions making up each cycle, as well
as the associated reaction energies.

We computed the energies of the reactions listed in Table 2
using various choices of DFT parameters. We shall first report
results obtained with our reference parameter set which con-
sists of the GGA-PBEsol42 x–c function at 0 K and does not
include vibrational contributions, a condition denoted ‘‘static’’.
From then on, in an effort to minimize the uncertainty, we shall
evaluate various modeling options by comparison with this
reference set of results. As the reaction energies of the auxiliary
reactions listed in Table 3 are actually experimental enthalpies
of formation at 300 K, in a second step, we shall report the DFT
computed reaction energies also at 300 K, which were obtained
by complementing static data with phonon calculations within
the harmonic (HA) or quasi-harmonic (QHA) approximations.

Table 2 Type 1 DFT-computed reactions used to calculate the formation
energy of NMC end-members

End-member Reactions assessed Reaction #

LiCoO2 Li2O + Co3O4 - 2LiCoO2 + CoO 1
LiMnO2 Li2O + Mn2O3 - 2LiMnO2 2
LiNiO2 Li2O + 2NaNiO2 - 2LiNiO2 + Na2O 3

Li2O + 2NiTiO3 - 2LiNiO2 + Ti2O3 4
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The fundamental mathematical formulae used for obtaining
the thermodynamic quantities calculated in this work are listed
in the ESI.†

Due to the significant computational cost of the latter
correction, however, we compute it only for LiCoO2 and show
that the error introduced by ignoring this correction is small. In
a later section, we shall also compare these reference results
with static formation energies obtained with other functionals,
namely PBE,43 PW9144 and rSCAN,45 as well as with reactions
involving a redox process. Then, we also compare them with
GGA+U calculations using different U values in ranges that have
been recommended in previous works. For Co-3d, we set the
Hubbard-U value as 2.6, 3.3 and 4.0 eV. For Ni-3d, we chose 4.0,
6.4 and 8.0 eV. The DFT+U calculations involving species with
Mn could not be performed because the calculations did not
converge using the set of parameters listed in the Computa-
tional details section. The second value of each set of Hubbard-
U values corresponds to a value found in the studies by Wang
et al.,36 where the U values were fitted according to the energy of
the oxidation reactions 6 CoO + O2 - 2 Co3O4 and 2 NiO +
O2 - 2 NiO2. We did not have enough reliable data to reason-
ably assign different U values to different oxidation states of a
given chemical element, leading to inaccuracies when comput-
ing the energy of Co3O4, for instance, a mixed-valence com-
pound that contains both Co+2 and Co+3. Table 1 illustrates the
variety of U values among different studies that sometimes use
an average of values found in the literature, and sometimes set
a value that best fits a specific property. Thus, we arbitrarily
choose a larger and a lower value for each transition metal in
order to quantify its influence on the results.

We make use of the fact that for all considered solid-state
compounds at a pressure P of 1 atm, the difference between
enthalpy and energy is negligible. Thus for data calculated
statically at P = 0 or with the QHA at P = 1 atm, we use the

terms ‘‘formation energies’’ or ‘‘enthalpies of formation’’ inter-
changeably. We stick to the term ‘‘energy’’ when computed with
the HA at 300 K, since the system is then under much higher
pressures or in situations where the pressure is not specified.
For the gaseous O2 phase, we take into account the difference
between molar energy and enthalpy by assuming a constant
value Cp � Cv = R.

As for the vibrational contributions, the heat capacity of
LiMO2 at constant volume (Cv) is obtained using the HA and the
heat capacity at constant pressure (Cp, P = 1 atm) is obtained
within the QHA.46 We calculated the Cp curves in a temperature
range from 0 to 1200 K, which corresponds to static pressures
varying from �2 to �9.5 GPa, depending on the LiMO2 com-
pound. At each temperature, the volume dependence of the
Helmholtz free energy (F) was obtained with phonon calcula-
tions over at least four different volumes and it was least-
squares fitted to a parabolic equation, as detailed in the ESI.†
All phonon calculations are performed with the PBEsol func-
tional. In cases where the full QHA model was unusable due to
the presence of imaginary modes of vibration at large negative
static pressures, we replaced it with the simplified QHA model
of Fleche.47 This model is based on DFT data consisting of the
static pressure–volume relationship, which we fitted using the
Birch–Murnaghan equation of state, and the phonon spectrum
computed at zero static pressure. The Fleche model then uses
the Debye model to process the acoustic phonons and the Mie–
Grüneisen theory to approximate the optical Grüneisen coeffi-
cient. In cases where both can be used, the full QHA model and
the Fleche’s model only show small differences. We noted that
for all the compounds studied in this work, we always achieved
a complete absence of unstable vibration modes at zero static
pressure. To a large extent, this is due to the fact that we have
always searched for the structure with the lowest static energy
at zero static pressure, starting from the experimentally known

Table 3 Thermodynamic cycles employed to obtain formation energies of LiMO2 (M = Co, Ni, Mn) from pure elements in their standard state. Each cycle
includes a Type 1 DFT-computed formation reaction (i.e. without any redox process)

Compound Reaction # Hess’ cycle Energy

LiCoO2 1 Li2O + Co3O4 - 2LiCoO2 + CoO DER1, calculated with DFT
2Li + 0.5O2 - Li2O DELi2O, experimental
3Co + 2O2 - Co3O4 DECo3O4

, experimental
Co + 0.5O2 - CoO DECoO, experimental
Li + Co + O2 - LiCoO2 DfE,R1,LiCoO2

= 0.5(DER1 + DELi2O + DECo3O4
� DECoO)

LiMnO2 2 Li2O + Mn2O3 - 2LiMnO2 DER2, calculated with DFT
2Li + 0.5O2 - Li2O DELi2O, experimental
2Mn + 1.5O2 - Mn2O3 DEMn2O3

, experimental
Li + Mn + O2 - LiMnO2 DfE,R2,LiMnO2

= 0.5(DER2 + DELi2O + DEMn2O3
)

LiNiO2 3 Li2O + 2NaNiO2 - 2LiNiO2 + Na2O DER3, calculated with DFT
2Li + 0.5O2 - Li2O DELi2O, experimental
Na + Ni + O2 - NaNiO2 DENaNiO2

, experimental
2Na + 0.5O2 - Na2O DENa2O, experimental
Li + Ni + O2 - LiNiO2 DfE,R3,LiNiO2

= 0.5(DER3 + DELi2O + 2DENaNiO2
– DENa2O)

4 Li2O + 2NiTiO3 - 2LiNiO2 + Ti2O3 DER4, calculated with DFT
2Li + 0.5O2 - Li2O DELi2O, experimental
Ni + Ti + 1.5O2 - NiTiO3 DENiTiO3

, experimental
2Ti + 1.5O2 - Ti2O3 DETi2O3

, experimental
Li + Ni + O2 - LiNiO2 DfE,R4,LiNiO2

= 0.5(DER4 + DELi2O + 2DENiTiO3
� DETi2O3

)
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structure and allowing for small distortions by considering a
variety of supercells. Neumann–Kopp approximations from
binary oxides are also presented along with our QHA results.
With the QHA, we also obtain the cell specific mass, the bulk
modulus and the thermal expansion coefficient of the LiMO2

compounds.

Crystal structures

All the structures were built based on low-temperature experi-
mental information, which includes cell parameters, Wyckoff
positions and magnetic structure. Magnetism is taken into
account in DFT by spin-polarization. When the antiferromag-
netic structure is the most stable, the set of symmetry opera-
tions must be changed accordingly compared to the symmetry
of the mass distribution. In such cases, or wherever our
calculated structure is a slightly distorted supercell of the
experimentally known structure, we present the crystallo-
graphic details including the spin direction for each of the
transition metal orbits in the ESI.† This enables a complete
description of these structures without ambiguity. The proce-
dure to obtain such distorted structures is a simplified version
of the procedure of Togo and Tanaka.48 We build a set of
supercells with the original structure taken from the literature
for the same compound. In each supercell, we introduce a
slight atomic displacement or cell strain and we submit it to a
geometry optimization task with CASTEP. The result we
reported is the most stable structure according to CASTEP.
Compared to the original structure from the literature, it
usually contains small distortions of typically 0.05 Å. The
geometry-optimized structure is symmetrized using a symmetry
finder software tool with a tight tolerance such as 0.005 Å. The
Wyckoff positions are then easily read either from the software

tool output itself or from e.g. the International Tables of
Crystallography Vol A or the Bilbao Crystallographic Server.49

We stop the screening as soon as a significant energy lowering
is achieved. We do not claim that our reported structure is the
minimum energy state because there is always the possibility
that some other supercell, not included in our screening
procedure, would have a lower energy.

Table 4 summarizes the experimental structures and enthal-
pies of formation of all the compounds involved, as well as the
structures used for the DFT calculations. The list contains
additional species not mentioned in Table 3 that will be
employed in a later section when evaluating reactions involving
a redox process.

Among the species considered in this work, the CoO crystal
shows a particular inconsistency between experimental and
calculated data. The DFT calculations show that CoO in the
sphalerite structure with space group I%42d (Table S4, ESI†) is
about 5 kJ mol at�1 more stable than its known rock-salt
configuration. This phase is reported in the work of Redman
and Steward,67 in which the authors consider it metastable. Sui
et al.68 observed that the sphalerite phase is predominant in the
early stages of CoO crystal growth and does not disappear in the
later stages. It must be noted that the XRD patterns of the rock
salt and sphalerite phases are fairly similar, so data with good
signal-to-noise ratio and high resolution may be required to
differentiate them. This arises the question of which structure
was actually associated with the formation enthalpy measure-
ments. The experimental enthalpy of formation of CoO used in
this work was obtained in the study by Boyle et al.54 where the
X-ray diffraction spectrum data contained additional lines
which did not belong to the rock-salt CoO structure. Ghosh
et al.69 studied in detail the DFT description of the energy

Table 4 List of compounds employed in this study. For each compound, the crystal lattice structure (prototype, Pearson’s symbol and space group
number), experimental standard formation energy and magnetic structure are given. NSP, FM and AFM stand for ‘‘non-spin-polarized’’, ‘‘ferromagnetic’’
and ‘‘antiferromagnetic’’, respectively. LiNiO2, CoO, Mn2O3 and Mn are special cases discussed in the main text

Compound Crystal lattice structure
Enthalpy of formation at
300 K (kJ mol at�1)

Input structure for the DFT calculation
(spin polarization, space group number)
and reference for magnetic structure

LiCoO2 NaFeO2, hR12, 166 �169.9 � 0.615 NSP, 16650

�168.3 � 0.610

�170.6 � 0.516

LiMnO2 NaMnO2, oP8, 59 �209.9 � 0.533 AFM, 1351

LiNiO2 NaFeO2, hR12, 166 �148.3 � 0.617 FM, 14
Co3O4 Fe3O4, cF56, 227 �130.1 � 0.252 AFM, 21653

CoO NaCl, cF8, 225 �119.4 � 0.654 AFM, 122
MnO NaCl, cF8, 225 �191.355 AFM, 16656

Mn2O3 Mn2O3, oP80, 61 �192.3 � 0.257 AFM, 19
NiO NaCl, cF8, 225 �119.7 � 0.254 AFM, 16656

NaNiO2 NaNiO2, mS8, 12 �157.358 AFM, 1259

NiTiO3 TiFeO3, hR30, 148 �240.460 AFM, 14661

Ti2O3 Al2O3, hR30, 167 �303.462 FM, 16763

Na2O CaF2, cF12, 225 �138.358 NSP, 225
Li2O CaF2, cF12, 225 �199.1 � 0.164 NSP, 225
Li2O2 Li2[O2]-a, hP8, 194 �161.165 NSP, 194
Li W, cI2, 229 0 NSP, 229
Co Mg, hP2, 194 0 FM, 194
Mn Mn, cI58, 217 0 AFM, 21566

Ni Cu, cF4, 225 0 FM, 225
O2 0 FM
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ordering of these phases and their dependence on the x–c
functional but did not include PBEsol in their study. The
known antiferromagnetic (AFM) structure of the rock-salt CoO
is also questionable. We find an AFM arrangement in the P21/m
space group (Table S5, ESI†) that is 0.3 kJ mol at�1 more stable
than the one in the C2/m configuration proposed by Jauch
et al.70

The compound LiMnO2 is stable in an orthorhombic
configuration (o-LiMnO2, space group Pmmn).71,72 At low tem-
peratures, o-LiMnO2 is antiferromagnetic and a magnetic struc-
ture was proposed by Kellerman et al.51 This structure can
belong to either P2/c or C2/c space group. We performed DFT
calculations for both structures and found similar energies for
both. Atom coordinates and cell parameters are given in Table 5
and Table 6. We proceeded with the P2/c structure in our
calculations.

The LiNiO2 compound, as LiCoO2, crystallizes in the a-
NaFeO2 rhombohedral system.73,74 However, a local Jahn–
Teller distortion is observed by EXAFS spectroscopy.75 Neutron
diffraction studies showed that the distorted structure is best
fitted to the C2/m group at low temperatures.76 Several ab initio
studies were carried out to better understand the possible
cooperative Jahn–Teller distortion at low temperatures23,77–81

and all conclude that a distorted structure is more stable than
the non-distorted rhombohedral structure. In this work, we
evaluated some configurations of Jahn–Teller distortions of the
rhombohedral LiNiO2, and found that the structure belonging
to the P21/m space group (Table S3, ESI†) to be the most stable,
with a maximal deviation of 0.09 Å from the original non-
distorted structure, in agreement with the results obtained by
Chen et al.80 and Sicolo et al..81

The stable configuration obtained for Mn2O3 belongs to the
P212121 space group (Table S1, ESI†), with a maximal deviation
of 0.04 Å from its experimental Pbca structure.

The magnetic structure of Mn metal has not yet been
completely solved, in spite of many experimental and theore-
tical efforts over the past 70 years (see e.g. Manago et al.82 and
references therein). Since we are only interested in the energy,
the finer details of the magnetic structure may be neglected. We
followed the description given by Hobbs et al.66 for collinear
antiferromagnetism which can be computed in a space group
P%43m. rSCAN is a special case as it leads to strong
overmagnetization.83 Since the magnetic moments in a-Mn
are strongly dependent on the geometry of the crystal, our
rSCAN energy result may be off by up to 3 kJ mol at�1. As a
matter of fact, rSCAN finds that a ferrimagnetic arrangement in
I%43m more stable than the AFM arrangement in P%43m, by about
7 kJ mol at�1.

The O2 molecule was built in a cell with a, b and c
parameters equal to 20, 21 and 22 Å, respectively and a, b
and g equal to 901 and a spin polarization corresponding to its
triplet electronic ground state.

Computational details

Most DFT computations were performed using the CASTEP84–87

code implementing the plane-wave pseudopotential method.
The BIOVIA Materials Studio software88 was employed to build
all the structures and to analyze the results. Energies of
formation were computed by performing geometry optimiza-
tions of all structures involved. The generalized gradient
approximation (GGA) was used with and without the GGA+U
correction for the strong correlations of d electrons. Several x–c
functionals were used. Formation energies and phonons were
performed with the PBEsol42 functional. The formation energy
was also computed with PBE,43 PW9144 and rSCAN45 func-
tionals. The ‘‘2017R2’’ ultrasoft pseudopotentials library was
used. For the computation of the static formation energies, the
values of the numerical parameters were chosen after a con-
vergence study so as to reach a precision of 0.1 kJ mol at�1 on
reaction energies. The energy cutoff was set to 630 eV and the
self-consistent field (SCF) convergence threshold to 1 � 10�6 eV
per atom. The k-point sampling was generated by Monkhorst
and Pack’s scheme89 with a k-point interval of 0.04 Å�1 on all
axes. All calculations are spin-polarized unless stated other-
wise. For formation energy calculations, the geometry of all
crystals was fully relaxed up to a maximal force of 0.02 eV Å�1,
maximal stress of 0.02 GPa, maximal atom displacement of 0.001 Å
and a relaxation energy convergence of 1 � 10�5 eV atom�1. We
assumed the experimental configuration as the starting point, with
the exception of a few compounds found to have more stable
configurations at 0 K, in which case their crystallography informa-
tion is given in the ESI.†

Phonon calculations were performed using CASTEP with the
finite displacement method on LixMxO2x (M = Co, Ni, Mn) super-
cells relaxed with an energy convergence of 5 � 10�6 eV atom�1, a

Table 5 Cell parameters of the AFM structure of o-LiMnO2 with two
different configurations of identical energy. Cell dimensions a, b and c in Å

Cell parameter P2/c C2/c

a 5.341 9.132
b 5.686 11.367
c 5.341 5.34
a and g 901 901
b 117.5151 148.7451

Table 6 Atom coordinates of the AFM structure of o-LiMnO2 with two
different configurations of identical energy

Structure Elements Wyckoff position x y z

P2/c Li 2e 0 0.120 0.25
Li 2f 0.5 0.880 0.25
Mn 2e 0 0.634 0.25
Mn 2f 0.5 0.366 0.25
O 4g 0.25 0.398 0
O 4g 0.25 0.142 0

C2/c Li 4e 0 0.310 0.25
Li 4e 0 0.810 0.25
Mn 4e 0 0.067 0.25
Mn 4e 0.5 0.062 0.25
O 8f 0.25 0.179 0.75
O 8f 0.25 0.449 0.75
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maximal force of 0.003 eV Å�1, a maximal atom displacement
of 5 � 10�4 Å and a maximal stress of 0.01 GPa. We use a
SCF convergence of 1 � 10�11 eV standard and fine grids of
1.75 and 2.1, respectively, and supercell sizes consistent with a
cutoff of 4.5 Å for the force constants. The supercells are
described in the ESI.† PBEsol was used to obtain both the
Birch–Murnaghan equations of state and the lists of phonon
frequencies. In cases where the phonon spectrum contained
imaginary frequencies, we checked whether these modes actu-
ally reflected the instability of the structure, as opposed to
numerical uncertainties associated with the calculation of force
constants by recomputing the phonon spectra using the ABINIT
code90–94 with PAW pseudopotentials and linear response
theory (DPFT).

Results
Static formation energies

The enthalpies of formation obtained with Type 1 no-redox
reactions and the PBEsol functional for the three LiMO2

compounds are outlined in Table 7:
It should be noted that the calculated enthalpy of formation

of LiCoO2 was obtained with the sphalerite crystal structure of
CoO. The result obtained with the monoclinic structure reported
by Jauch et al.70 is�166.79 kJ mol at�1, 1.18 kJ mol at�1 above the
value reported in Table 7.

We observe very good agreement with experimental data for
LiCoO2 and o-LiMnO2. However, we find a striking discrepancy
between the calculated and experimental values of LiNiO2,
which is an order of magnitude larger than what we obtained
for the other end-members. The fact that the calculated values
for LiNiO2 agree within the two proposed reactions (#3 and #4
in Table 3) motivated some further investigation about this

discrepancy with the experiment. To this end, in the first step,
we searched for a possible issue with the DFT computation of
Ni(III), as opposed to Co(III) and Mn(III). In the second step, we
studied the influence of the x–c functional, and, in the third
step, we recomputed the LiMO2 formation energies using other
formation reactions (i.e. Type 2 and Type 3 as defined above).
All of these results are presented in the following subsections of
this paper. First, we applied our method to compute the
formation energy of NiTiO3 according to the Hess’ cycle in
Table 8, which involves the same compounds already employed
in Table 2 except the Li-containing ones.

The calculated NiTiO3 enthalpy of formation is �240.21 kJ mol at�1.
A difference of 0.19 kJ mol at�1 is found in comparison with the
experimental value of �240.4 kJ mol at�1 by Kubaschewski
et al.60 This excellent agreement supports our attribution of the
origin of the discrepancy between the calculated and experi-
mental values for LiNiO2 to the Li containing compounds, and
more precisely to LiNiO2 itself since Li2O was validated by the
study of LiCoO2 and LiMnO2. This issue is analyzed further in
the Discussion section.

To wrap up the static formation energies section, we now go
back to LiMnO2. As mentioned in the Methodology section, the
stable LiMnO2 adopts an orthorhombic structure (o-LiMnO2)
and this is used in our calculations. However, the LiMnO2

compound of interest as an end-member of the NMC system
has a rhombohedral configuration (r-LiMnO2), which is meta-
stable. Among the different rhombohedral structures that we
tested, including FM and some AFM configurations, a distorted
configuration belonging to the P2/c space group was the most
stable. The calculated enthalpy of formation of this structure is
about 1.0 kJ mol at�1 above that of the stable orthorhombic o-
LiMnO2. The crystallographic description of the r-LiMnO2

structure is included in the ESI† in Table S2.

Vibrational contribution to the formation energy

The corrections to the zero-point energy (ZPE) and vibrational
energy at 300 K are often overlooked in computations of
formation energies because they are usually marginal in com-
parison to the DFT precision with respect to the experimental
data and they require calculations that are computationally
heavy in contrast to static calculations. In the present study,
however, where the discrepancy between static DFT and experi-
ment was found to reach up to a few kJ mol at�1, it becomes
fully justified to study this correction. Thus, we compute this
contribution to the formation energy of LiCoO2.

The energy corrections obtained with the HA for all the
compounds involved in the DFT-computed reaction (reaction 1

Table 7 Enthalpies of formation in kJ mol at�1 of LiMO2 compounds
computed with the static method. The two values assigned for LiNiO2 refer
to the two reactions reported in Table 2

End-member

Calculated
enthalpy of
formation

Experimental
value dth-exp

Relative
error (%)

LiCoO2 �167.97 �169.9 � 0.615 1.93 1.1
�168.3 � 0.610 0.33 0.2
�170.6 � 0.516 2.63 1.5

o-LiMnO2 �209.86 �209.87 � 0.533 0.01 0.003
r-LiMnO2 �208.82 —
LiNiO2 �173.05 �24.75 �24.75 16.7

�173.32 �25.02 �25.02 16.9

Table 8 Hess’ cycle used for obtaining the formation energy of NiTiO3

Hess’ cycle Energy Value (kJ mol�1)

Ti2O3 + 2NaNiO2 - 2NiTiO3 + Na2O DER, calculated with DFT �41.23
2Ti + 1.5O2 - Ti2O3 DETi2O3

, experimental �1517.0562

Na + Ni + O2 - NaNiO2 DENaNiO2
, experimental �629.2858

2Na + 0.5O2 - Na2O DENa2O, experimental �414.8258

Ni + Ti + O2 - NiTiO3 DEf,NiTiO3
= 0.5(DER + DETi2O3

+ 2DENaNiO2
� DENa2O) �1201.03
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of Table 2) are given in Table 9. We choose energy references for
the three chemical elements Li, Co and O in such a way that the
static total energies of Li2O, CoO and Co3O4 are all equal to
zero. The fourth column (internal energy at 300 K) is the sum of
the three other columns (static total energy + zero point energy
+ energy gain from 0 to 300 K).

While the total HA contribution to the internal energy of
each compound turns out to be of the order of several tens of kJ
mol at�1, the reaction energy of reaction 1 changes by only
about 8% or, in absolute terms, �6.1 kJ mol�1. This is in line
with the common tendency of the heat of solid-state reactions
to be little dependent on temperature. From the point of view of
the differences reported in Table 7 however, this correction is
significant. Thus, we shall take it into account below in the
assessment of the precision of our calculation method.

We also computed the vibrational contributions to the
LiCoO2 energy within the QHA. At a pressure of 1 bar, the
energy gain from 0 to 300 K is equal to 2.8 kJ mol at�1, which is
only 0.2 kJ mol at�1 greater than that obtained with HA.
Assuming that the difference between HA and QHA for Li2O,
CoO and Co3O4 is of the same order of magnitude and that
some compensation between reactants and products also
occurs, we may presume that the QHA does not bring any
significant improvement for computing formation energies,
compared to the HA.

As reported in the thermodynamic assessment of Chen
et al.,95 CoO undergoes an AFM to paramagnetic phase transi-
tion at a temperature close to 300 K. This transition affects its
Cp as it shows an abrupt increase starting at around 200 K with
a peak at 290 K. Integration of this experimental Cp gives an
enthalpy increment from 0 to 300 K of 4.7 kJ mol at�1. As a
result of the difference with the value in Table 9, LiCoO2 has a
formation energy of 0.05 kJ mol at�1 which is lower than that
obtained without this correction. All these corrections to the
formation energy of LiCoO2 are reported in Table 10.

Influence of x–c functional and Hubbard U on the formation
energy

As mentioned in the Methodology section, we tested not only
reactions with no redox process (Type 1), listed in Table 3, but
also other reactions with oxides involving redox (Type 2) and
the reactions with pure elements in their standard states at
300 K (Type 3). These additional reactions are listed in Table 11.
Reactions 5, 7 and 9 belong to Type 2 whereas reactions 6, 8 and
10 are of Type 3 (with gaseous molecular oxygen, metallic Li
and transition element).

We also computed the same reaction energies with other x–c
functionals, including PBE + U with different U values.

Fig. 1 shows all our results of computed enthalpies of
formation with the various x–c functionals and several
Hubbard U values. For CALPHAD applications, we consider a
precision of �4 kJ mol at�1 to be acceptable with respect to the

Table 9 Corrections to internal energies of species involved in Reaction 1
of Table 2, and (last line) corrections to the reaction energy, arising from
phonon contributions computed within the HA. Values in kJ mol�1

Compound
Static total
energy

Zero point
energy

Energy gain from
0 to 300 K

Internal energy
at 300 K

Li2O 0 23.28 7.55 30.83
CoO 0 10.15 5.11 15.26
Co3O4 0 51.71 19.32 71.03
LiCoO2 �36.77 29.71 10.56 3.49
Reaction 1 �73.55 �5.42 �0.64 �79.61

Table 10 Formation energy of LiCoO2 in kJ mol at�1 according to the
static method and the corrections of ZPE and energy gain at 300 K. The
energy difference and relative error are calculated in relation to the
average of available experimental data, �169.6 � 1.7 kJ mol at�1.10,15,16

Method
Formation
energy

dth-

exp

Relative error
(%)

Static �167.97 1.63 1.0
Including ZPE + T = 300 K, HA �168.73 0.87 0.5
Including ZPE + T = 300 K, HA + real
CoO Cp

�168.77 0.82 0.5

Table 11 Thermodynamic cycles employed to obtain formation energies of LiMO2 from reactions with redox processes. The experimental enthalpies of
formation are listed inTable 4

Compound Reaction # Hess’ cycle and reactions Energy Transition metal electronic transfer

LiCoO2 5 Li2O2 + 2CoO - 2LiCoO2 DER5, calculated with DFT 2Co+2 - 2Co+3 + 2e�

2Li + O2 - Li2O2 DELi2O2
, experimental

Co + 0.5O2 - CoO DECoO, experimental
Li + Co + O2 - LiCoO2 DfE,R5,LiCoO2

= 0.5(DER5 + DELi2O2
+ 2DECoO)

6 Li + Co + O2 - LiCoO2 DfE,R6,LiMnO2
, calculated with DFT Co - Co+3 + 3e�

LiMnO2 7 Li2O2 + 2MnO - 2LiMnO2 DER7, calculated with DFT 2Mn+2 - 2Mn+3 + 2e�

2Li + O2 - Li2O2 DELi2O2, experimental
Mn + 0.5O2 - MnO DEMnO, experimental
Li + Mn + O2 - LiMnO2 DfE,R7,LiMnO2

= 0.5(DER8 + DELi2O2
+ 2DEMnO)

8 Li + Mn + O2 - LiMnO2 DfE,R8,LiMnO2
, calculated with DFT Mn - Mn+3 + 3e�

LiNiO2 9 Li2O2 + 2NiO - 2LiNiO2 DER9, calculated with DFT 2Ni+2 - 2Ni+3 + 2e�

2Li + O2 - Li2O2 DELi2O2
, experimental

Ni + 0.5O2 - NiO DENiO, experimental
Li + Ni + O2 - LiNiO2 DfE,R9,LiNiO2

= 0.5(DER + DELi2O2
+ 2DENiO)

10 Li + Ni + O2 - LiNiO2 DfE,R10,LiNiO2
calculated with DFT Ni - Ni+3 + 3e�
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experimental value. This choice is of course somewhat arbi-
trary, but realistic. The calculations using PBE + U = 4.0 eV did
not converge for CoO and, therefore, the enthalpy of formation

of LiCoO2 with reactions that use this compound could not be
computed.

Type 1 data are represented by triangles, Type 2 by squares
and Type 3 by circles.

Type 1 data obtained with PBEsol, PW91, rSCAN, PBE or PBE
+ U with the lowest value of U (i.e. 2.6 eV for Co and 4.8 eV for
Ni) show a very high degree of internal consistency as they
differ by at most 1.2 kJ mol at�1.

In contrast, each of the other two sets of data points, Type 2
and Type 3, clearly shows more scattering with respect to the x–
c functional. While in the Type 2 data set, this scattering
remains limited between 5 and 20 kJ mol at�1 depending on
the compound, and in the Type 3 data set, it becomes very
large, ranging from 22 to 120 kJ mol at�1.

As for the comparison to experimental data is concerned, for
each of the three studied compounds, the experimental value
falls more or less in the middle of the whole set of data
points which covers an interval of width ranging from about
62 kJ mol at�1 in the case of LiNiO2 to 120 kJ mol at�1 for
LiMnO2. In other words, an uninformed choice of the DFT-
computed reaction, the x–c functional and the Hubbard U
correction might result in an estimate of the LMO formation
energy with an error that is most likely around �30 kJ mol at�1

and possibly up to �60 kJ mol at�1. This is indeed the picture
that is shown in Table 1.

If however we focus on the Type 1 data points, we are led to
two very different conclusions. First, in the case of LiCoO2 and
o-LiMnO2, the agreement with experimental data is extremely
good, with discrepancies ranging from 0.01 to 2.8 kJ mol at�1. A
small superior prediction capacity of PBEsol can be observed
with a maximum difference of 1.6 kJ mol at�1 w.r.t experiment.
We note that the good quality of PBEsol could be expected since
this functional is designed for crystals, whereas PBE and PW91
have more generic applications. Second, the discrepancy of
about 24 kJ mol at�1 in the case of LiNiO2 already noted from
the examination of Table 7 becomes very striking here, con-
sidering once again the consistency of the DFT data across the
various x–c functionals.

The Type 2 data set displays a systematic discrepancy w.r.t.
experiment which is much larger than the scattering associated
to the x–c functional. For the three LiMO2 compounds, this
error is of the order of �20 to �30 kJ mol at�1.

No systematic trend can be drawn for the Type 3 data set as
the scattering across the x–c functional is large and the shift
w.r.t. the experiment does not have a definite sign. The for-
mation energies estimates however seem to order almost
systematically with Type 2 being the lowest and Type 3 the
highest.

We shall come back to this in the Discussion section. In
conclusion, the results for LiCoO2 and LiMnO2 very clearly
reveal the different precision levels obtained with the no-
redox reactions compared to reactions involving electron trans-
fer. While the latter lead to overestimates and underestimates
with offsets from the experimental value in the order of several
tens of kJ mol at�1, the no-redox reactions consistently yield
results within the �4 kJ mol at�1 acceptable uncertainty margin.

Fig. 1 Formation energy of (a) LiCoO2 (b) o-LiMnO2 and (c) LiNiO2

according to the DFT-computed reaction and the x–c functional. The
dashed line is the experimental value. The numbered label on each point is
the absolute value of the energy difference between the result and the
experimental value.10,15–17,33 The dotted lines represent the precision
threshold level of � 4 kJ mol at�1 for CALPHAD applications.
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The influence of the Hubbard U over the enthalpy of
formation of LiCoO2 and LiNiO2 is quite large among all tested
reactions. We address this subject in the Discussion section.

Heat capacity

The heat capacity of LiMO2 compounds was obtained within
the HA and QHA. The HA only provides access to the heat
capacity at constant volume (Cv). We calculate it using the static
volume obtained at 0 K (Cv (T, V = Vstatic)). An important
consequence is that pressure varies with temperature. Its value
is out of reach of the HA but is an output of the QHA. For
example, in the case of LiCoO2, it reaches 2.5 GPa at 300 K and
7.5 GPa at 1000 K. Thus, Cv is arguably not the most appropriate
quantity to compare with the experimental heat capacity,
which, for solid state, is always obtained at constant pressure
and varying volume. By employing the QHA, we obtain a heat
capacity at constant pressure (Cp (T, p = 1 atm)). Both Cv and Cp

are plotted along with experimental data and Neumann–Kopp
approximation. The supercells used for phonon calculations
are described in Tables S6, S7 and S8 (ESI†).

The calculated Cp for LiCoO2 is in very good agreement with
experimental data, with a maximal error of 10% around 150 K.
The results are given in Fig. 2.

Regarding LiNiO2 (Fig. 3), we are limited to experimental
measurements at low temperatures and we find an error of
about 17% at 300 K, which also motivates further
investigations.

We have not found any report of experimental heat capacity
measurements of LiMnO2 in the literature. For the phonon
calculations, we chose the P2/c structure. Some imaginary
vibration frequencies were present for values of static pressure
starting between �3 and �4 GPa, which corresponds to a
temperature in the range 250–300 K. Imaginary frequencies in
general can be due to either an imprecision in the calculations
or a crystal instability. There is no definitive solution on how to
deal with them.97,98 In order to shed light on the origin of the

problem we recomputed the phonon spectrum using the ABI-
NIT code90–92 using a linear response. The imaginary modes
were still present, which lead us to the conclusion that the
structure is unstable. To bypass this problem, we calculate the
Cp of o-LiMnO2 with a QHA proposed by Fleche,47 in which a
single phonon calculation at null pressure is necessary. The
results are displayed in Fig. 4.

Structural properties

Analogously to the enthalpy of formation, the cell parameters
are properties measured at room temperature whereas the
static DFT calculations correspond to 0 K and do not include
zero-point vibrational (ZPV) corrections. We have corrected the
ZPV and the volume expansion between 0 and 300 K as
obtained with the QHA and we derived a specific mass. The
results for LiCoO2 are presented in Table 12.

Fig. 2 Heat capacity of LiCoO2 and comparison with experimental
measurements.10–14 A fit of experimental data was used to calculate the
relative error of the calculated Cp. Two Neumann–Kopp approximations
were derived: from Li2O2 + CoO and from Li2O + CoO + Co3O4.96

Fig. 3 Heat capacity of LiNiO2 and comparison with experimental data18

and with a Neumann–Kopp approximation from oxides Li2O2 and NiO.96

Fig. 4 Heat capacity of o-LiMnO2 in P2/c symmetry calculated with a
QHA from Fleche47 and comparison with a two Neumann–Kopp approxi-
mation: from Li2O + Mn2O3 and from Li2O2 + MnO.57,96,99
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The good agreement between the experimental and the QHA
values shows that static DFT computations of the cell volume
must be compared to a corrected experimental volume of 96.7–
1.7 = 95.0 Å3 rather than to the exact experimental volume at
300 K. We use this corrected value to compare with the static
volume obtained using other functionals and the results are
presented in Fig. 5.

The calculated bulk modulus, the coefficient of volumetric
thermal expansion (CTE) and the specific mass at 300 K are
listed in Table 13.

The experimental bulk modulus determined by Hu et al.100

for LiCoO2 is 159.5 � 2.2 GPa.

Discussion
Static formation energy

As illustrated by Fig. 1, the performance of DFT in computing
the formation energies of LiCoO2 and LiMnO2 strongly depends
on the type of DFT-computed reaction. Type 1 no-redox reac-
tions give significantly better agreement between DFT and

experiment than Type 2 and Type 3 reactions. Another striking
feature displayed in Fig. 1 is that formation energies obtained
with Type 1 reactions are much less dependent on the x–c
functional than Type 3 data, while Type 2 data show inter-
mediate sensitivity. A third point of relevance in this discussion
is that, as shown by Table 14, the reaction energy of Type 1
reactions is much closer to zero than that of Type 2 or Type 3
reactions.

Lastly, Table 14 illustrates that the discrepancy dth-exp

between calculation and experiment on the LiMO2 formation
energy DrELiMO2 is much larger for Type 2 and Type 3 reactions
than for Type 1 reactions. In summary, we point out a striking
correlation between four properties of the DFT-computed reac-
tion: (P1) constancy of the formal charges, (P2) insensitivity to
the x–c functional, (P3) smallness of the energy of the DFT-
computed reaction, and (P4) good agreement between calcula-
tion and experiment on DrELiMO2

. Type 1 and Type 3 reactions
best illustrate the extreme cases, while Type 2 reactions are
intermediate. Although we have not made any additional
theoretical calculations to support this, this correlation lends
itself to a simple qualitative interpretation based on the
approximate character of the x–c functionals (w.r.t. the uni-
versal—and unknown—exact functional) and on a partition of
the electron density among ions reflecting more or less their
formal charge. In a Type 1 reaction, if we suppose that the sets
of ions do not change much between reactants and products,
the errors intrinsic to the x–c functionals on each ion separately

Table 12 LiCoO2 specific mass computed with the static and QHA
methods at 300 K and difference with respect to the experimental value
of Hertz et al.50

Method
Specific
mass (g cm�3)

Difference
(g cm�3)

Relative
error (%)

Static, 0 K and no ZPV 5.137 0.091 1.8
QHA, 300 K 5.048 0.002 0.04
Experimental value50 5.046

Fig. 5 Calculated cell volume of LiCoO2 for different x–c and comparison
with an estimated experimental static volume derived from ref. 50.

Table 13 Structural properties of LiMO2 end-members at 300 K obtained
with the QHA

Compound Bulk modulus (GPa) CTE (K�1) Specific mass (g cm�3)

LiCoO2 146.4 3.39 � 10�5 5.048
o-LiMnO2 83.9 6.25 � 10�5 4.213
LiNiO2 111.0 4.76 � 10�5 4.774

Table 14 Comparison of the reaction energy DER (in kJ per mol of
reaction) of the DFT-computed reaction and the error dth-exp (in kJ mol
at�1) on the formation energy of LiMO2

DFT-computed reaction
x–c
functional DER

dth-

exp

Li2O + Co3O4 - 2LiCoO2 + CoO (no-redox) PBEsol �73.6 1.6
PW91 �67.8 2.4
rSCAN �64.2 2.8
PBE �67.4 2.4

Li2O2 + 2CoO - 2LiCoO2 PBEsol �452.8 31.2
PW91 �412.2 26.1
rSCAN �402.9 10.2
PBE �409.0 25.7

Li + Co + O2 - LiCoO2 PBEsol �607.8 21.6
PW91 �629.0 16.4
rSCAN �647.6 26.4
PBE �576.2 29.6

Li2O + Mn2O3 - 2LiMnO2 (no-redox) PBEsol �122.9 0.01
PW91 �115.3 1.0
rSCAN �114.5 1.1
PBE �114.7 1.0

Li2O2 + 2MnO - 2LiMnO2 PBEsol �503.0 29.7
PW91 �464.6 24.9
rSCAN �435.2 21.3
PBE �463.0 24.7

Li + Mn + O2 - LiMnO2 PBEsol �527.8 77.9
PW91 �803.4 9.0
rSCAN �990.9 37.8
PBE �728.1 27.8
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compensate between reactants and products. The differences
between the various functionals are hidden behind this com-
pensation effect (P2) and the formation energy based on such a
reaction is in good agreement with the experiment (P4). As for
property P3, it is intuitively consistent with the similarities in
ionic charges and coordination. In a Type 3 reaction, equivalent
but opposite arguments may be given: large changes in formal
charges reflect large electron density changes within each ion,
so that the associated energy values differ according to the x–c
functionals which implies that not all of these values can agree
with the experimental value. What remains puzzling in this
qualitative interpretation is that it is based on formal charges,
which are difficult to reconcile with the details of the electronic
structure, e.g. they hide the fact that bonding always includes a
significant covalent contribution. In fact, the population ana-
lysis output by CASTEP in our calculations reveals changes in
Mulliken (both charges and bond orders) and Hirshfeld popu-
lations during Type 1 reactions that are not necessarily smaller
than in Type 2 reactions. Thus, the constancy of formal charges
may just reflect a global compensation of various microscopic
evolutions in ionic charge, covalency, bond lengths, etc, and
this remains to be investigated more closely. As to the parti-
tioning of the electron density among ions, it could be inves-
tigated using differences in charge density maps and Bader
charges and this will be considered for future work.

In summary, we propose that the success of our methodol-
ogy based on no-redox DFT-computed reactions relies on a
compensation mechanism of the error due to the approximate
character of the exchange–correlation (x–c) functional.

If we now go back to Fig. 1 and focus on Type 1 (triangles)
data points, the question arises why agreement with experi-
mental data is excellent for LiCoO2 and LiMnO2, with a
discrepancy dth-exp E 1 kJ mol at�1, while in the case of LiNiO2,
the disagreement is very clear. Since stable oxides of nickel are
limited to NiO with Ni(II), we first chose to base the DFT
contribution on a reaction with Li2O, NaNiO2 and Na2O, which
does not involve any redox process. With this reaction, we have
obtained an enthalpy of formation that is about 24 kJ mol at�1

lower than the experimental value. We then studied another no-
redox reaction with Li2O, NiTiO3 and Ti2O3 to help locate the
source of this large discrepancy between DFT and experiment.
Since this reaction leads to a very similar result as the previous
one, we tested the accuracy of the proposed method in comput-
ing the formation energy of NiTiO3, revealing a satisfactory
result (Table 8) with a discrepancy of 0.19 kJ mol at�1. This very
good agreement, together with that obtained previously in
cycles involving Li2O, suggests LiNiO2 as being the only source
of the disagreement observed in Table 2. It is also worth noting
that all the studies reported in Table 1 which calculated the
LiNiO2 formation energy using DFT and obtained satisfactory
results used either an empirical method24 or an adjustment of
the Ni-3d Hubbard U value.28 Thus, we conclude that our
results motivate a reassessment of the experimental data for
the LiNiO2 heat of formation.

In our methodology, the choice of the no-redox DFT-
computed LiMO2 formation reaction is largely determined by

the availability of experimental data for the formation energy of
the other compounds taking part in the Hess’ cycle. While this
might, at first sight, be considered as a weakness hindering a
wide use of the methodology, in practice, this has so far not
been a limitation. For instance, a straightforward no-redox
reaction from binary oxides and LiCoO2 is not possible, since
Co2O3 is metastable, but we could easily bypass this issue by
employing other stable binary oxides (CoO and Co3O4). Further,
within this no-redox constraint, we have even been able to
check that the choice of Hess’ cycle does not influence the final
result. There remains to uncover the source of the discrepancy
regarding the formation enthalpy of LiNiO2, but overall we are
confident that our methodology based on no-redox reactions
deserved to be pursued further.

DFT+U results

Regarding the DFT+U results, we originally expected the influence
of the U value on the Type 1 results to be small. This is true to some
extent, given that the Hubbard correction shifts the energy of each
of the compounds by several hundreds of kJ mol at�1 while the
resulting LiMO2 formation energies only change by at most a
few tens of kJ mol at�1. But this remainder appears quite large
on the scale of Fig. 1, which also displays the better results
obtained without the Hubbard correction. We observe that the
residual sensitivity to U is rather large compared to the preci-
sion required by our target application of CALPHAD modeling.
Due to the uncertainty affecting the correct value of the input
parameter U, this example also illustrates how difficult it is to
improve the precision of DFT+U formation enthalpies below
the average 5 kJ mol at�1 level obtained by semi-empirical
fitting methods such as those of Wang et al.36 or Stevanovic
et al.101 Further, the scattering of the LiCoO2 Type 1 results in
Fig. 1a, spread over about 25 kJ mol at�1, may be due to some
additional reason. We think that there may be an issue with
Co3O4 since it contains both Co(II) and Co(III) whereas we
assigned one and the same U value to all Co ions. Metastable
electronic states arising with DFT+U are a known and complex
problem.102 This possible issue with the computation of Co3O4

with GGA+U is out of the scope of the present work. Overall, the
data in Fig. 1 illustrate a sensitivity of DE to U which, combined
with the uncertainty about the value of U and the potential
pitfall of metastable electronic states, may explain the rather
poor performance of DFT+U in the present case. In compar-
ison, the straightforward and parameter-free combination of
standard DFT, PBEsol and no-redox reactions leads to a good
agreement on thermodynamic and structural properties.

Vibrational contribution to the formation energy

The corrections due to zero point energy and temperature
increments result in a formation energy of LiCoO2 0.76 kJ
mol at�1 closer to the average of the experimental data, while
the discrepancy remains in the range of 1 to 4 kJ mol at�1

depending on the source of experimental data. The smallness
of this value is consistent with the widespread point of view
that vibrational corrections to the formation energy are in
generally below the so-called 1 kcal mol at�1 chemical accuracy,

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

0/
27

/2
02

5 
2:

35
:0

5 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3cp01771k


This journal is © the Owner Societies 2023 Phys. Chem. Chem. Phys., 2023, 25, 20641–20656 |  20653

but we think that here it is mostly due to the compensation
effect behind the use of a no-redox reaction. Nevertheless,
considering that the uncertainty in the experimental measure-
ment of the LiCoO2 enthalpy of formation was estimated by
their authors to be 0.7 kJ mol at�1,10 we conclude that the ZPE
and the vibrational contribution at 300 K obtained within the
HA make up a relevant and valuable complement to static
energy estimation. The additional precision brought by the
QHA seems unnecessary for the Type 1 DFT-computed reaction.

Structural properties

Even though the QHA does not contribute significantly to the
formation energies obtained with Type 1 Hess’ cycles, it
remains essential to reach a proper description of the structural
data. For example, the LiCoO2 specific mass output by the QHA
model at 300 K has a discrepancy of only 0.002 g cm�3, as
compared to 0.091 g cm�3 when only the static method is used
(Table 12). Among the studied x–c functionals, PBEsol provided
the most accurate specific mass. We recall that the differences
in cell volumes obtained with various x–c functionals are of the
same order of magnitude as the difference between the static
volume and the QHA estimate at 300 K, so that a meaningful
comparison with experimental data can only be done if the
latter correction is taken into account, as we did in Fig. 5.
Within the QHA, we calculate the bulk modulus B(300 K) of
LiCoO2 and an underestimation of 8% in relation to the
experimental value was found.

Heat capacity

The QHA is also essential for heat capacity data at higher
temperatures, as shown by the differences between Cp and Cv

(Fig. 2, Fig. 3 and Fig. 4). Our computation method for the heat
capacity could be validated with LiCoO2 for which numerous
measurements are available from 0 to 1200 K. As for LiNiO2, the
heat capacity agrees very well with experimental data in a
temperature range of approximately 0–200 K. An increasing
deviation is observed between 200 K and 300 K, the maximum
temperature at which experimental Cp data are available. The
maximal divergence occurs at 300 K, with a relative error of
17.2%. Our phonon data allowed us to compute Cp up to
1200 K. The discrepancy at 300 K requires a validation that will
require new measurements to be made, in order to give more
confidence in our prediction for the higher temperatures. As for
o-LiMnO2 for which no experimental data are available, we
compute a Cp curve that might be employed as an entry in a
thermodynamic database. We note however that the presence
of unstable vibration modes beyond a specific volume corres-
ponding to a temperature of about 300 K also needs experi-
mental validation. Note that a significant structural cationic
disorder has been observed in LiMnO2 by Kellerman et al.51 and
the thermodynamic contributions arising from this disorder
remain to be assessed. For the CALPHAD application, as a first
approximation, it is reasonable to assume that the Cp value of r-
LiMnO2 is the same as that obtained for o-LiMnO2. Such an
assumption is in fact a kind of Neumann–Kopp approximation,
more precise than that obtained from binary oxides or pure

elements. For LiMnO2, the calculated Cp agrees with the two
different Neumann–Kopp approximations proposed. For
LiCoO2, however, the calculated Cp value is in clear disagree-
ment with two Neumann–Kopp approximations based on bin-
ary oxides, even with the one based on the Type 1 no-redox
reaction, and these two N–K approximations also disagree with
each other. Thus, more investigations are needed on the heat
capacity of these compounds. This is also a reminder that the
N–K approximation should always be used with caution.

Conclusion

In the present study, a new methodology for computing the
structural and thermodynamic properties of LiMO2 (M = Co,
Mn and Ni) was proposed and assessed using experimental
results available for comparison. This paves the way for the
study of the NMC system of which they are end-members. The
properties were computed by means of DFT and using three
levels of approximation: static, harmonic and quasi-harmonic.

For each of these compounds, we compared several Hess’
cycles involving different DFT-computed formation reactions.
The best performance is clearly obtained using a Hess’ cycle in
which no redox process occurs in the DFT-computed reaction
involving the target compound LiMO2 (M = Co, Ni, Mn). These
no-redox reactions consistently give the best accuracy for the
formation energy, between 0.01 and 1.6 kJ mol at�1 for LiCoO2

and o-LiMnO2. This scheme naturally avoids the use of DFT
estimates of molecular O2. This very high precision and the fact
that the same results are reproduced with four different x–c
functionals enabled us to uncover an unexplained and large
discrepancy of 24 kJ mol at�1 for the LiNiO2 formation energy,
confirmed by reproducing the calculation with two different
Hess cycles. This motivates further investigation on the experi-
mental value of the LiNiO2 standard enthalpy of formation. The
enthalpy of formation of the metastable rhombohedral LiMnO2

phase was computed and it is about 1.0 kJ mol at�1 more
positive than that of o-LiMnO2.

The harmonic vibrational contribution to the formation
energy brings the result 0.76 kJ mol at�1 closer to the LiCoO2

experimental value, resulting in a prediction in line with the
level of accuracy required for thermodynamic CALPHAD calcu-
lations. Our results also show that, even though the contribu-
tions obtained with the QHA are not significant to formation
energy computations when using no-redox DFT-computed reac-
tions, they are relevant for the best agreement with structural
experimental data at 300 K and the heat capacity obtained at
temperatures above 300 K. We found that PBEsol performed
best for all the properties computed in this study. A very good
agreement between calculated and experimental heat capaci-
ties at constant pressure (P = 1 atm) was obtained for LiCoO2,
enabling us to propose estimates for the heat capacity of LiNiO2

at high temperatures as well as the heat capacity of o-LiMnO2,
hitherto unknown experimentally. As for the methodology to
formation energy calculations using no-redox DFT-computed
reactions, which gives very good results for LiCoO2 and
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LiMnO2, the question arises whether it might be generalized. It
may be considered in a wide array of problems provided formal
charges may be defined and a reaction without changes of
formal charges can be found, involving compounds with known
experimental enthalpies of formation. The definition of formal
charges is not universally possible, but it is possible at least for
the large family of oxides. While we have no theoretical support
for this methodology, we trust that the literature will eventually
provide more data on which to base an assessment of this
methodology.
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20.1.0.2728) 2020.

89 H. J. Monkhorst and J. D. Pack, Phys. Rev. B: Solid State,
1976, 13, 5188–5192.

90 A. H. Romero, D. C. Allan, B. Amadon, G. Antonius,
T. Applencourt, L. Baguet, J. Bieder, F. Bottin, J. Bouchet,
E. Bousquet, F. Bruneval, G. Brunin, D. Caliste, M. Côté,
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