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Experimental and theoretical study of
resonant core-hole spectroscopies of
gas-phase free-base phthalocyanine

C. E. V. de Moura, a J. Laurent,b J. Bozek,c M. Briant, d P. Çarçabal, b

D. Cubaynes,b N. Shafizadeh, b M. Simon,e B. Soep,b R. Püttner fb and
G. Goldsztejn *b

We studied N 1s�1 inner-shell processes of the free base Phthalocyanine molecule, H2Pc, in the gas-

phase. This complex organic molecule contains three different nitrogen sites defined by their covalent

bonds. We identify the contribution of each site in ionized, core–shell excited or relaxed electronic

states by the use of different theoretical methods. In particular, we present resonant Auger spectra along

with a tentative new theoretical approach based on multiconfiguration self-consistent field calculations

to simulate them. These calculations may pave the road towards resonant Auger spectroscopy in

complex molecules.

1. Introduction

Phthalocyanine molecules (Pc) have been extensively studied
for their potential applications in solar batteries1,2 and organic
light-emitting devices.3,4 Regardless of whether Pc contains a
metal in its center or not, these molecules are of interest in
conducting, magnetic or optical materials,5–10 and their resem-
blance to porphyrins, which are ubiquitous molecules in living
cells, makes them biomimetics that can be used in medical
treatments, for instance in photodynamic therapy.11 The free-
base phthalocyanine’s (H2Pc) structure is represented in Fig. 1.
It is a plane aromatic macrocycle composed of four pyrole rings
linked together by four imine bridges. Due to different
chemical environments, H2Pc contains three types of nitrogen
atoms: the first type is located on the imine bridge and labeled
Np; it occurs twice as often as the other two types. These other
types are located in the pyrole ring and labeled NH or Nc, with
NH being the one bond to the hydrogen atom. H2Pc is mostly

represented in its trans form as shown in Fig. 1, i.e. with the
two H atoms facing each other at the center of H2Pc. Finally,
4 benzene rings are also part of H2Pc.

Phthalocyanines have been widely studied and, in particular
for H2Pc, one can find many articles treating of its molecular

Fig. 1 Geometrical structure of the trans-H2-phthalocyanine. The letters
from ‘‘a’’ to ‘‘o’’ define the distances used in Section 3.1. The three types of
N atoms are indicated as NH, Np and Nc.

a Department of Chemistry and Biochemistry, The Ohio State University, Columbus,

Ohio 43210, USA
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structure,12–18 as well as its electronic properties19 or structure
through various X-ray techniques.19–24 X-Ray photoelectron
spectroscopy (XPS) was performed to study the valence
shells,19,22,24 as well as the C 1s and the N 1s shells.20–22,24

The latter two core holes were also studied by X-ray Absorption
spectroscopy (XAS).22,23 Moreover, valence excitations were also
used to investigate the electronic structure.15,25,26 For the
mentioned studies, the complementary theoretical simulations
usually imply density functional theory (DFT) or time-
dependent DFT (TD-DFT) calculations.

Beside Edwards and Gouterman,25 who measured H2Pc in
the vapor phase and in the optical and the near-UV region, all
other experimental studies mentioned above used either crystal-
line H2Pc or films on a substrate. In the present study, we have
investigated valence photoelectron and resonant Auger spectra at
the N 1s edge of H2Pc in the gas phase, free of any environment
perturbation. The resonant Auger relaxation represents the pre-
dominant decay channel of the states which contribute to the X-
ray absorption spectrum. However, the analysis of their spectra
can provide more detailed information, both on the character of
the core-hole states (see e.g. ref. 27), and on the topology of the
final states of the relaxation decay (see e.g. ref. 28).

For larger molecules, spectral congestion due to the many
transitions leading to Auger emission prevents reaching such a
high level of details. For example, H2Pc possesses 186 valence
electrons, which leads to more than 15 000 possible Auger
transitions for each of the N 1s sites, without accounting for
correlation and shake effects, which would again drastically
increase this number. Although it is well-known that for
molecules with small bond distances and low Auger-energies
non-local effects,29–32 i.e. inter-atomic Auger transitions, can
contribute to the Auger decay, the Auger rates are normally
dominated by local effects, more precisely by intra-atomic
transitions where only valence orbitals located close to the
core-hole site contribute. In this approximation we still expect
that at least several hundred transitions contribute to the Auger
spectrum of H2Pc.

Despite this complexity, resonant Auger spectra of large
molecules can still provide valuable information. These spectra
can serve as a benchmark for extended theoretical approaches.
As mentioned above, the Auger process is basically localized at
the formed core hole. Because of this, calculations of Auger
spectra are often performed in the so-called one-center approxi-
mation, i.e. only the electron density at the core-hole site is
taken into account. Such simplified calculations help to iden-
tify Auger decays based on non-local processes like interatomic
Coulomb decay (ICD) in molecules31,32 or charge transfer from
the surrounding (see e.g. ref. 33), where several atomic centers
can participate to the relaxation of inner-holes. From a more
practical point of view, resonant Auger spectra allow to resolve
core-excited states, which overlap in the X-ray absorption
spectrum. They also help to identify contributions from impu-
rities in the X-ray absorption spectrum. Both aspects will be
addressed in the present work.

In order to obtain first calculations for the resonant Auger
spectra of H2Pc, we propose to revisit a relatively simple

approach used by Ramaker et al.34 in the 1970’s to calculate
normal Auger transitions, and modify it for application to the
resonant decay.

This proposed methodology paves the road to using reso-
nant Auger spectroscopy to elucidate the electronic structure of
medium-size molecular systems, as well as deciphering the
molecular orbitals’ contributions to the spectra.

2. Methods
2.1 Experimental

The experiments have been performed on the PLEIADES’ beam-
line of the french synchrotron radiation facility SOLEIL. This
beamline provides access to monochromatic light in the 10–
1000 eV energy range. This broad energy range permits probing
valence as well as core–shell orbitals. A home-made oven specifi-
cally designed for this beamline was used to evaporate the
molecules at E700 K. We used a wide-angle lens VG-Scienta
R4000 electron spectrometer at the magic angle of 54.71 to avoid
influence of the photoelectron angular distribution on the ioniza-
tion cross sections. H2Pc has been provided by Porphychem as a
sublimated product, mostly free of synthesis pollutants.

The Auger spectra measured around the N 1s ionization
threshold have been obtained by varying the photon energy
from 396 eV to 407 eV with a stepwidth of 0.2 eV and for each
photon energy, the electrons were detected in the binding-
energy range between 5 and 62 eV using the same stepwidth
of 0.2 eV. These small and constant stepwidths allow to display
the Auger spectra as a 2D-map where the photon energy is given
on the y-axis and the binding energy on the x-axis, as shown in
Fig. 8; and the colorscale represents the Auger intensity. In this
map we idenfitied some impurities caused by the N 1s - p*
excitation of N2, which for the v00 = 0 - v00 = 0 vibrational
excitation is located at hn = 400.88 eV;35 this allows to calibrate
the photon energy with an accuracy of D0.1 eV. The overall
resolution consisting of the photon energy bandwidth and the
spectrometer resolution was set at about 670 meV, which is a good
compromise between spectral resolution and signal intensity.

Since the N 1s core hole relaxes predominantly via Auger
decay, and since we measured almost the entire resonant Auger
spectrum, we assume that the partial electron-yield spectrum,
which is obtained by integrating the 2D-map along the binding-
energy axis, is equivalent to the absorption spectrum.

Furthermore, to be able to interpret the low-binding energy
side of our spectra, we measured the valence photoelectron
spectrum, at a photon energy hn = 100 eV using a binding
energy of 6 to 20 eV and a stepwidth of 0.01 eV. The spectrum
has been linearly calibrated on the binding energy scale by
using the intense ionization peak of water at 12.62 eV,36 which
is a pollutant originating from the oven, see Fig. 3. The overall
experimental resolution was set to a nominal value of 55 meV.

2.2 Theoretical

The theoretical valence photoelectron spectrum has been
obtained by calculating the density of states (DOS) in the
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ground state. In a first step, the molecular structure of H2Pc has
been optimized with the Gaussian 16 software37 at the DFT
B3LYP/cc-pVTZ level of theory constraining a D2h symmetry.
The ionization potentials were calculated by the Maximum
Overlap Method (MOM),38 imposing a single electron occupa-
tion to each molecular orbital per calculation, at the DFT
B3LYP/def2-TZVP level of theory. The MOM approach avoids
the variational collapse for electronic excited states with non-
Aufbau occupation numbers, i.e. where not only the lowest
available energy subshells are populated, by restricting the
occupation during the SCF procedure according to the one
given in the initial guess. These calculations were done using
the PySCF software.39,40

In a second step, the partial DOS (pDOS) was calculated
using the geometrical structure optimized for the electronic
ground state, and the percentages of each atomic group to the
molecular orbitals were calculated through Mulliken popula-
tion analysis. To simulate the photoelectron spectrum, we
followed the method described in Brena et al.41 and used the
Gelius model,42 which consists in weighting each atomic con-
tribution to the molecular orbitals by its subshell photoioniza-
tion cross section at the corresponding experimental photon
energy; in the present case a photon energy of hn = 100 eV was
used. These cross sections are taken from the calculations of
Yeh and Lindau.43,44 Finally, we convoluted the theoretical
intensities with Gaussian functions of 3 widths depending on
their binding energies, i.e. 82.5 meV full width at half max-
imum (FWHM) for binding energies (Eb) o 7 eV, 450 meV
FWHM for 7 r Eb o 11 eV and 600 meV FWHM for Eb 4 11 eV.
These different widths are used to partially account for the
contributions of 2-holes 1-electron final states corresponding to
simultaneous ionization and excitation, which become more
important at higher binding energies.

The N 1s absorption spectrum has been calculated at the
multi-configurational self-consistent field (MCSCF) level of
theory45 with a def2-TZVP basis set. We used the density-fitting
approximation46 implemented in the Molpro 2021.2
software47,48 and the def2-TZVP uncontracted auxiliary basis
set. Three different calculations in total have been performed,
i.e. one for each type of N atoms, namely NH, Nc, and Np. In
each of these calculation, the active space consisted of the
corresponding N 1s orbital, the molecular orbitals involving the
N 2s and 2p electrons, and the molecular orbitals involving the
direct C neighbours’ 2s and 2p electrons as well as the HOMO
(highest occupied molecular orbital). The calculation consisted
of two restricted active spaces (RAS), with a total of 30 electrons
and 21 orbitals (30e,21o). The first space is a RAS(29e,15o),
containing the investigated core orbital plus the higher energy
doubly occupied molecular orbitals. The second space is a
RAS(1e,6o), which means that only single excitations were
taken into account, resulting in 91 configurations. To avoid
the variational collapse during the self-consistent optimization,
the core orbitals added to the active space were kept frozen.
This kind of approach has been successfully applied to obtain
core transition energies.49–53 To match the experimental spec-
trum, we convoluted the oscillators strength by a Gaussian

function of 750 meV of FWHM. We also added an error
function to represent the ionization continuum. Moreover,
the theoretical peaks have been shifted by D3.7 eV to higher
energies to match the experimental ones.

For the case that the lifetime of the final state is long
compared to the lifetime of the core-hole state, the double
differential cross section for resonant core excitation and Auger
decay is defined as:54

sðo;o0Þ /
X
f

Ff

�� ��2�dðo� o0 � ofoÞ (1)

with

Ff ¼
X
c

hCf jQjCcihCcjDjCoi
o� oco þ iGc

: (2)

Here Co,c,f are the initial, intermediate and final states respec-
tively, o is the photon energy, o0 corresponds to the energy of
the emitted electron, oco and ofo are the energy differences
between the ground and core-excited states and the ground and
final states, respectively. Moreover, Q is the Coulomb operator
for the Auger transition, D is the dipole operator for the
excitation and Gc is the half-width at half maximum lifetime
broadening for the core-hole state. Finally, the delta function
carries the energy conservation throughout the whole process,
i.e. the core-excitation and resonant Auger decay. A more
general discussion of eqn (1) and in particular a different
treatment of normal and resonant Auger decay is given in
ref. 55. The dipole matrix elements were extracted from the
calculations of the core excitations, see above.

In the Born–Oppenheimer’s approximation, the electronic
and nuclear degrees of freedom can be decoupled, so that the
total wavefunction can be expressed as |Cii = |Fii# |wii, where
|Fii is the electronic wavefunction of the state i and |wii is the
nuclear wavefunction. Then, eqn (1) has the form:

sðo;o0Þ

/
X
f

X
c

hFf jQjFcihwf jwcihFcjDjFoihwcjwoi
o� oco þ iGc

�����
�����2

� dðo� o0 � ofoÞ:

¼
X
f

jhFf jQjFcij2jhwf jwcij2jhFcjDjFoij2jhwcjwoij2

ðo� ocoÞ2 þ G2
c

þ LIC

 !

� dðo� o0 � ofoÞ:
(3)

The third line of eqn (3) describes the so-called direct terms, i.e.
the terms which only have to be taken into account when the
excitation and the decay process are considered separately; this
approach is widely used for the interpretation of Auger spectra.
The term LIC describes the so-called lifetime interference
contributions, which are relevant if the lifetime broadening of
the resonances is comparable or larger than the splitting
between the resonances. In this case the population of a given
Auger final state can occur via different intermediate states so
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that the exact excitation and decay pathway is not known. This
leads to interference terms in the cross section comparable to
those well known from the textbook example of a double slit.
For a more detailed discussion of such terms, see e.g. ref. 56–
58. In the present approximation, where both holes of the
Auger final state are located in the same orbital, the symmetry
of the outgoing Auger electron is determined by the symmetry
of the core excited state so that the lifetime interference
contributions can be calculated in a simple manner and they
are fully taken into account. In the course of the present work,
the calculations were performed in two ways, namely with the
two effects of shake transitions and lifetime interference con-
tributions as well as by neglecting both effects, and we found
that these two effects have only minor influence on the results.
Nevertheless, for reasons of completeness, in the present pub-
lication we show the results where the shake processes and
lifetime interferences are taken into account.

To calculate the intensity of the resonant Auger decay, we
approximated the Coulomb matrix element by using a formal-
ism employed by Ramaker et al.34 as:

hFf jQjFci �
ffiffiffiffiffiffiffiffiffiffi
IKXY

p
� hff jfci; (4)

with |fci and |ffi being virtual orbitals of the core-excited and
final state.

Here IKXY describes a normal Auger decay as defined in the
ref. 34. In detail,

IKXY /
X
n;m

cXn
2cYm

2PKnm (5)

is a transition intensity involving a core 1s hole (the index K)
and 2 electrons issued from the molecular orbitals X and Y. cXn

2

(respectively cYm
2) corresponds to the population of the N

atomic orbital n (m) in the molecular orbital X (Y) and PKnm is
the theoretical Auger rate obtained for the nitrogen atom by
Walters and Bhalla.59 Finally, hff|fci is the overlap between
virtual molecular orbitals, where the N 1s electron was initially
promoted and the virtual orbital occupied in the final state.
This term allows taking into account the spectator resonant
Auger decay, where the excited electron remains in the same
molecular orbital during the relaxation, and shake processes,
i.e. when the electron is promoted to another virtual orbital
during the Auger decay.

Note that a similar approach has been used recently by
Fouda et al.60 to calculate the Auger decay after single and
double core–shell excitations in the N2 O molecule, after
interaction with a X-ray free electron laser pulse, as well as by
Tenorio et al.61 for simulating resonant Auger decay in a series
of simple systems. The main difference with the present
calculations is that the excitation and relaxation steps are
decoupled, i.e. the LIC term in eqn (3) is neglected. Never-
theless, it is a sound approach to calculate normal Auger decay
as shown by ref. 34 and the closely related article from Mitani
et al.62 on a more complex series of molecules.

The electronic structures were calculated using the same
active space as for the N 1s absorption spectrum, however, only
selected configurations for the final states, namely those that

correspond to spectator resonant Auger, i.e. with 2 holes and 1
excitation in the valence shell were taken into account.

We summarize the main calculated structures in Fig. 2,
where (A) corresponds to the electronic ground state of the
molecule (optimization through DFT calculation). (B) Repre-
sents the MCSCF calculation for the core-excited states for each
type of N atoms; in these calculations single excitations to 6
virtual orbitals were taken into account. (C) Illustrates Auger
decay, restricted to the spectator decay, i.e. the excited electron
remains on the same orbital during the relaxation, and where
the two electrons involved in the relaxation belong to the same
molecular orbital. As a first approximation, one can consider
the Auger decay following the N 1s excitations should be
localized at the N site, since it fills a core-hole.

This approximation was required to be able to fairly repre-
sent the entire energy range of relaxation pathways in order to
compare with our experimental spectra’s binding energy range.
However, the calculations were restricted to a limit of 100
transitions per N atom, which we consider to be a reasonable
compromise between computational resources and calculation
time needed and the necessary ingredients to simulate the
resonant Auger spectra. Furthermore, it is also the limit num-
ber of transitions which can be calculated in the MCSCF
module of MOLPRO 2021.2.

A second de-excitation pathway for the core excited states is
the participator Auger decay. In this case, the excited electron
participates in the decay, which leads also to a singly ionized
molecule as in Fig. 2C, but with one vacancy in the valence
shell, i.e. the final states are identical to those after photoioni-
zation in the valence region. To interpret our resonant Auger
spectra in terms of such participator decays as well, we used the
results of the pDOS calculation and took for each type of N
atom the excitation probability into account; in this way we
were able to reproduce the participator decay as a function of
the incident energy. In more details, since the final states after
participator decay and direct valence ionization are the same,
we used the calculated energies from our MOM approach,
extracted the intensities belonging to the N atoms and multi-
plied the spectrum by the various N 1s intensities as a function
of the incident energy, as given by the calculated absorption
spectrum. Finally, we multiplied the participator’s contribution
by a factor of 0.35 as compared to the calculated spectator’s

Fig. 2 The electronic structures taken into account in our calculations. (A)
Represents the ground state, (B) corresponds to the core–shell photo-
excitation for which we considered 6 unoccupied orbitals. Then (C)
schematizes the spectator Auger decay; here we consider only transitions
where the two electrons participating to the decay originate from the
same molecular orbital.
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contribution. This factor has been chosen so that the intensity
of the participator decay matches the experimental spectrum at
the top of the most intense resonance energy.

3. Results and discussion
3.1 Valence spectroscopy and DFT calculations

Fig. 3 represents the valence photoelectron spectrum measured
at hn = 100 eV. The grey circles correspond to the experimental
spectrum in the binding-energy range between 6 and 20 eV. The
black solid line corresponds to the simulated DOS spectrum,
which is shifted by 0.31 eV to higher energies so that the most
intense peak superimposes the experimental one located at
E8.85 eV; the intensities are also normalized to this peak.
In blue, we show the background spectrum, which was mea-
sured using a heated oven, however, without H2Pc powder. This
blue spectrum corresponds mainly to the gas-phase water
photoelectron spectrum36 and explains the main discrepancies
between our simulation (black line) and the experimental (grey)
spectrum. The remaining discrepancies at higher binding
energies are probably due to correlation effects, which are
typical for inner-valence states, and are not taken into account
in the present calculations.

In our previous study on FePc,63 we noted that a good
agreement between simulated DOS and the experimental spec-
trum is sensitive to the correct molecular structure. Therefore,
we compare the optimized geometry of our DFT calculation
with experimental data from Hoskins et al.,16 see Table 1. For
comparison, we also present the DFT results of Day et al.15 and
Cortina et al.18 One can observe that, apart from the distance
‘‘a’’ between the NH atom and the H atom, see Fig. 1, the
agreement with the experimental data is quite good for all
presented calculations.

In Table 1, the quantities dr, i.e.: the average deviation to the
experimental values and Drmax, the maximum deviation
between a calculated and an experimental values are also given.
For the calculation of these quantities, the distance ‘‘a’’ was not
taken into account, see above footnote in Table 1.

In the following we discuss the features of the spectrum. The
present theoretical results identify the HOMO as a p orbital
formed by the carbon 2p orbitals; this is in full agreement with
the references19,22 and the seminal paper of Berkowitz,65 who
performed gas-phase valence photoelectron spectroscopy of
phthalocyanines.

For a more detailed discussion of the valence region, we
display in Fig. 4 the total simulated DOS spectrum, together
with the atomic contributions of C atoms as well as each type of
N atoms. Note that the present valence photoelectron spectrum
differs in the peak intensities from previously published spec-
tra, see e.g. ref. 19 and 22. However, these differences can
readily be explained with different photon-energy dependencies
of the photoionization cross sections of the atomic orbitals
involved (C 2p, C 2s, N 2p, N 2s) recorded at a different
excitation energy, as well as differences in the experimental
resolution. Berkowitz65 measured the photoelectron spectra of

Fig. 3 Valence photoelectron spectrum in the binding-energy range
from 6 to 20 eV measured at the photon energy hn = 100 eV. The
experimental spectrum is plotted as grey circles, along with the simulated
one (black solid line) and individual intensities (black sticks). Moreover, the
blue line is a background spectrum measured with a heated oven, which is
not filled with the H2Pc. It is mainly composed of gas-phase water, as
discussed in Section 3.1.

Table 1 Summary of the distances ‘‘a’’ to ‘‘o’’ defined in Fig. 1. Given are
the optimized structures of the present work, of Day et al.15 and Cortina
et al.,18 as well as the experimental values from ref. 16. dr is the average
deviation to the experimental values (see text) and Drmax is the maximum
deviation between a single calculated and experimental values, both in Å.
For the calculation of these quantities the distance ‘‘a’’ is not taken into
account, see footnote

Expt.16 (Å) This work (Å) Cortina et al.18 (Å) Day et al.15 (Å)

aa 0.923 1.009 1.014 1.035
b 1.377 1.373 1.378 1.367
c 1.453 1.448 1.453 1.436
d 1.398 1.408 1.411 1.402
e 1.388 1.392 1.398 1.385
f 1.380 1.386 1.392 1.384
g 1.399 1.405 1.411 1.400
h 1.326 1.312 1.318 1.309
i 1.330 1.330 1.336 1.326
j 1.376 1.360 1.365 1.362
k 1.462 1.463 1.467 1.447
l 1.395 1.399 1.406 1.395
m 1.384 1.387 1.393 1.383
n 1.386 1.392 1.397 1.389
o 1.393 1.400 1.406 1.396
dr — 0.006 0.009 0.007
Drmax — 0.016 0.013 0.017

a For H2Pc two trans-tautomers exist since the two hydrogen atoms can
hop as a pair from one nitrogen atom to the other, i.e. NH becomes Nc
and vice versa. This hopping occurs at 300 K on a timescale of D50 ns.64

Because of this we assume that the discrepancy for the distance ‘‘a’’ is
due to the fact that the experimental data are obtained by neutron
scattering,16 which averages over a larger timescale than 50 ns and,
therefore, results in an averaged distance for the two tautomeres. This
is fully in line with the explanation of Hopkins et al.,16 who suggest that
their results can be better described with 4 half-covalent N–H bonds in
the center of the phthalocyanine. In contrast to this, we probe the H2Pc
by the absorption of photons, which occurs on the attosecond time-
scale. Because of this, the hopping of the hydrogen atoms is frozen and
the molecules is in the calculated trans form with two covalent bonds,
see Fig. 1.
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various metallophthalocyanines, and described the spectral
features in the binding-energy region between 6.41 and
13.92 eV. Berkowitz used the photoelectron spectrum of H2Pc
mainly to discriminate the contributions originating from the
phthalocyanine and the ones from the 3d orbitals of the metals
and did not detail the type of molecular orbitals involved in the
observed peaks.

As already described above, the peak at 6.42 eV is due to the
HOMO orbital, which is mainly composed by the p orbitals
formed by the carbon atoms located close to the center of H2Pc,
as shown in Fig. 5. The broad band at 8.75 eV already observed
by Berkowitz65 actually consists of 3 main regions, as can be
seen in the high-resolution spectrum we report in Fig. 3.
Based on the present calculations the low-energy shoulder at
E8.20 eV is mainly due to molecular orbitals located at the C
and Nc atoms, the central peak at E8.80 eV due to molecular
orbitals mainly located at the C, Np and NH atoms and the
high-energy shoulder at 9.3 eV corresponds to orbitals which
are predominantly formed by the C, Np and Nc atoms. More-
over, the calculations show that the broad but distinct con-
tributions at E10 eV are largely due to orbitals located on Np
atoms, with some admixing from the Nc atoms. Finally, in the
energy range of 10 to 20 eV, the photoelectron spectrum is
mainly dominated by contributions from orbitals formed by the
C atoms.

Note that the two vertical dotted lines at binding energies of
8.9 and 10 eV are important for the interpretation of the
resonant Auger spectra and will be discussed further below.

3.2 N 1s absorption spectroscopy and MCSCF calculations

In Fig. 6, we represented on the top the experimental partial
electron yield (grey hollow circles and line) below the different
N 1s�1 thresholds at 403.6 eV (Nc 1s�1), 405.1 eV (Np 1s�1), and
407.4 eV (NH 1s�1). These values are obtained by adding 4.7 eV
to the values given by Alfredsson et al.22 in order to account for

different binding energy scales used for gas-phase and
condensed-phase spectra; the value for the shift was obtained
by comparing the binding energies of the HOMO obtained in
the different phases. The figure also displays the simulated

Fig. 4 Simulated DOS spectrum (black solid line on top) along with
individual atomic contributions from NH (red line), Np (blue line), Nc
(green line) and C (black line) atoms. The two vertical dotted lines are
located at 8.9 eV and 10 eV and will be referred to in the subsection
dealing with resonant Auger spectroscopy.

Fig. 5 Representation of the highest occupied molecular orbital of H2Pc,
which is mainly formed by the p orbitals of C atoms close to the center of
the molecule.

Fig. 6 Partial electron yield spectrum at the N 1s threshold (top graph,
grey hollow circles and line) obtained by integrating the 2D-map, see
Fig. 8, along the binding energy axis. The simulated spectrum (black solid
line) is composed of oscillator strengths for the transitions to the six lowest
singly excited core-hole states, along with an error function (black dotted
line) used to simulate the continuum’s contribution. At the bottom, the
contributions for the individual transitions are given. The blue line indicates
transitions with a Np core hole, the green one with a Nc core hole and the
red line with a NH 1s hole. The letters next to the transition refer to the
excited-state orbitals shown in Fig. 7. Note that at D400.9 eV the
experimental spectrum contains some impurities from the N 1s - p*
excitation of N2, indicated by a black arrow.
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spectrum (black solid line), which represents the intensities for
the transitions from the different N 1s core holes to the first six
virtual orbitals, convoluted with a Gaussian of 0.75 eV FWHM
and shifted by +3.27 eV to match the experimental spectrum.
This shift is in the order of one percent of the photon energy,
which is typical for MCSCF calculations. It can be related to the
fact that our electronic structure approach still lacks the
dynamic correlation energy, which is responsible for a signifi-
cant portion of this shift. Finally, to compare with the experi-
mental spectrum, an error function (black dotted line) was used in
order to account for the contributions of the continuum.
The contributions for each type of N atoms are displayed on the
bottom of the graph with the same color-code as used in the
Fig. 4, i.e. the contributions of Np atoms are displayed in blue, the
Nc contributions are displayed in green and NH ones are in red.
The excited-state orbitals for the 6 most intense transitions of the
absorption spectrum are shown in Fig. 7. The orbitals labeled Ac,
Ap, Bp, as well as AH possess a p-symmetry and the orbitals labeled
Bc as well as BH possess a s-symmetry. Note that the Ac/AH and
Bc/BH virtual orbitals are identical, showing no contribution from
the H atom in the LUMO and LUMO+1 orbitals.

The overall agreement between the present MCSCF calcula-
tions and experimental spectra is better than with the TD-DFT

or DFT19,22,23 methods. In particular, all references cited
above overestimate the intensity of the second isolated peak
at D400 eV, which is assigned to the first excited state from the
NH core hole. The present calculations agree with the previous
result in the sense that the spectrum is dominated by excita-
tions into p-orbitals. However, in contrast to literature we find
already in the low-energy region some contributions of excita-
tions to s-orbitals. In this context we want to point out that in
the course of the present work, we performed TD-DFT calcula-
tions, which also do not show contributions of excitations to
s-orbitals for the N 1s excitations. In summary, we consider
DFT-based calculations a valuable first approach to core-level
spectra (XAS and XPS). In comparison to such calculations,
MCSCF calculations are more difficult to perform since it is
necessary to define for each calculation the active space and
because they require more computational resources.

Nevertheless, MCSCF calculations are a prerequisite to
calculating the relaxation process subsequent to core–shell
excitations. As the resonant Auger decay processes (see panel
C of Fig. 2) contain excited and ionized states simultaneously, it
becomes fundamentally a multireference problem, and most
DFT-based methods cannot describe them accurately.

Finally we shall discuss a process which has an influence
on the X-ray absorption spectrum, namely core-valence
double excitations. These excitations have not been taken into
account in calculations, neither in the present work nor in
literature. As we will discuss in the following, these double
excitations are expected to contribute in the photon energy
region above hn D 400 eV. They should contribute to the
spectrum in a twofold manner. First they should lead to an
additional absorption intensity and second they can influence
the energy positions and intensities of the single core-excited
states by configuration interaction.

In detail, such core-valence double excitations can be under-
stood based on the shake-up structures visible in the photo-
electron spectrum. For H2Pc such shake-up structures are
calculated for the C 1s ionization threshold by Brena et al.21

These calculations predict total shake probabilities of 15 to
20% with respect to the corresponding main line; the exact
value depends on the site of the non-equivalent carbon atom.
Moreover, their calculated energy positions are located between
1.5 and 3.7 eV above the main lines. For the N 1s photoelectron
spectrum of H2Pc, calculations the shake-up structures are not
available. However, experimental XPS spectra24 show clearly
such shake-up structures and one can expect that their relative
intensities and energy positions are comparable to the values
given for the carbon atoms. Such shake processes can also
accompany resonant excitations leading to doubly excited
states of the type N 1s�1V�1V0V00 with V�1 describing a normally
occupied valence orbital and V0 as well as V00 being virtual
orbitals; note, that V0 and V00 can describe the same virtual
orbital.

3.3 Resonant Auger spectroscopy

The resonant Auger spectra were measured by recording elec-
trons in 4.5–61.5 eV Eb range for photon energies varied

Fig. 7 Excited-state orbitals of the six most intense N 1s�1 excitations.
The orbitals Ac, Ap, Bp, as well as AH possess p-symmetry and the orbitals Bc

as well as BH possess s-symmetry. These are canonical orbitals represent-
ing configurations with higher coefficients for each of the assigned states.
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between 396 and 407 eV. These spectra are displayed in the
bottom panel of Fig. 8 as a 2D-map where the photon energy is
indicated on the y-axis and the binding energy is the x-axis.
Furthermore, a colorscale represents the intensity. Note that in
this figure only the spectra measured with photon energies up
to D405 eV, i.e. up to the Np 1s�1 ionization threshold are
shown. This photon energy range corresponds to the N 1s -

OM* excitations, where OM* stands for an unoccupied mole-
cular orbital. Moreover, the binding energies are limited to
50 eV. The top panel is the result of our simulation, which will
be discussed further below.

The major contribution occurs at the photon energy of
E398 eV, which corresponds to the most intense transition
in the absorption spectrum discussed above. Therefore, the
Auger final states visible in Fig. 8 at this photon energy are

predominantly due to the relaxation from the first excited state
of Np 1s transitions, see first green peak in Fig. 6. The
corresponding resonant Auger spectrum is dominated by
the spectator Auger decays as described in panel C of the
Fig. 2, i.e. the process involved is: GS - Np(1s�1)LUMO+1 -

Np(V�2)LUMO+1. Here GS stands for the ground state, LUMO
for the lowest unoccupied molecular orbital and V for valence
orbitals. Its dominance over the participator decay can be
explained by two factors: (i) in the spectator decay, there is
more combination of relaxation pathways available, since in the
participator decay, the promoted electron has to intervene in
the decay. (ii) The overlap between the two electrons involved in
the spectator decay with the core-hole is bigger than with the
promoted electron. In the spectator Auger decay, the core
electron, promoted during the excitation process to the LUMO
remains in its orbital, while a bi-electronic mechanism occurs
with one electron filling the core hole and another being
ejected in the continuum. This relaxation pattern is common
to the Auger decay and explains the nomenclature ‘‘spectator
Auger’’. However, three more processes participate to the
spectrum at this photon energy; (i) the participator decay; (ii)
the resonant Auger decay of the lowest Nc 1s�1 excitation,
see green peak at a photon energy of 398 eV in Fig. 6,
which overlaps with lowest Np 1s�1 excitation. (iii) Shake-up
processes, i.e. processes according to the pathway GS -

Np(1s�1)LUMO+1 - Np(V�2)LUMO(+n)+1 with LUMO(+n)
describing a higher-lying virtual orbital; in these shake pro-
cesses the excited electron is promoted into a different virtual
orbital. Note that for the latter Auger process the corresponding
lines will, due to energy conservation, appear at higher binding
energies than the spectator decay.

The main difference between participator, spectator, as well
as shake-up and shake down decays is that in the first case the
final states of the Auger lines are identical to those of the
valence photoelectron lines, i.e. their binding energies are
independent of the photon energy and thus appear as vertical
lines in the 2D-map. In contrast to this, the structures of
spectator decays are more complex since the dispersion with
the photon energy reflects many competing dynamical pro-
cesses as described in detail in our recent article.55

Unlike the photoelectron lines caused by direct ionization,
contributions due to a participator decay will show a resonance
behaviour in intensity when the photon energy is crossing the
energy of the excited states. At hn E 398 eV, one can observe
from the experimental 2D-map two lines showing an increase of
intensity at Eb = 8.9 and 10 eV. These binding energies have
been highlighted in the Fig. 4. The final state with Eb = 8.9 eV
corresponds to an orbital, which is located mostly at the Np and
the C atoms and the final state with Eb = 10 eV corresponds to
an orbital located at the Np atoms only. This result is consistent
with the above-discussed fact that at this photon energy, the
dominant excitation possess a 1s core hole at a Np site.

For the simulated 2D-map shown on the top panel of Fig. 8
the calculated intensities are convoluted with a Gaussian func-
tion of 0.75 eV FWHM along the photon energy direction and a
Gaussian function of 2 eV FWHM along the binding energy

Fig. 8 Experimental (bottom panel) and theoretical (top panel) resonant
Auger spectra measured below N 1s ionization thresholds at D405 eV and
plotted as 2D-maps. The photon energy is displayed on the y-axis, the
binding energy on the x-axis and the intensity is represented by a color-
scale going from dark blue (minimum) to white (maximum) as plotted in-
between the two 2D-maps. Moreover, rectangle boxes show the con-
tributions of the pollution from molecular nitrogen in the experimental
2D-map. See text for details.
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dimension, in order to account for nuclear dynamics and
compare with the experimental results. The obtained structures
of the map agree qualitatively with the most intense spectral
features of the experimental 2D-map.

The present calculations show that the molecular orbitals
possess, at the nitrogen sites, either 2s or 2p character, i.e. there
is very little sp mixing. The present simulations describe only
the KL2,3L2,3 and the KL1L1 Auger decays, but not the KL1L2,3

Auger decays. For the Auger decay following the excitation to
the first peak in the absorption spectrum at hn = 398 eV we
found from our calculations the KL2,3L2,3 Auger final states in
the binding energy range of 15 to 48 eV and for the KL1L1 states
in the range from 18 to 48 eV, i.e. the ranges overlap almost
completely. Note that the KL2,3L2,3 Auger final states dominate
the lower energy part and the KL1L1 states the higher energy
part of this region. Based on these results we expect that the
KL1L2,3 are also present in the same binding-energy region, i.e.
they should not give significant new structures in the simulated
spectrum.

In Fig. 9 we present three selected resonant Auger spectra,
which are used to produce the 2D-maps shown in the Fig. 8.
The grey line and circles represent the experimental spectra
along with the theoretical results. In order to indicate the Auger
transitions occurring at the different non-equivalent nitrogen
atoms we use the same color code as above. Note that, in
contrast with the previous discussed results, the theoretical
data are not shifted to match better the experimental ones. The
top panel displays the spectrum measured at hn = 397 eV, i.e.
1 eV below the most intense spectral feature, which consists
mainly of a Nc 1s�1 - OM* excitation, with some admixing of a
Np 1s�1 - OM* excitation, see the N 1s absorption spectrum
(Fig. 6). Note that the Auger decays of the Nc core-excited state
(green line) is more intense than that of the Np core-excited
state (blue line), which can readily be explain by the fact that
the corresponding resonance is lower in energy and posses a
higher cross section at hn = 397 eV. The center panel shows the
resonant Auger spectrum measured at hn = 398 eV, i.e. 1 eV
above the spectrum shown in the upper panel. Here, the
contributions from the Np atoms is larger than from the Nc
atoms since the photon energy is close to the resonance
position of the Np 1s�1 - OM* excitation. The different shapes
of the spectra between binding energies of 20 and 30 eV in the
spectra measured at 397 and 398 eV, which is reasonably well
reproduced by the simulations, clearly suggests that the first
peak in the photoabsorption spectrum, see Fig. 6, consists of
two different resonances.

The spectrum in the bottom panel is measured at hn = 403.6 eV
and the preponderant contributions originate from the decays of
a NH 1s�1 - OM* excitation. The grey solid lines indicate the
contributions of the participator decay. Since the calculations of
the spectator and participator Auger decays were performed in a
different way, the intensities of the participator decay are multi-
plied by a constant factor of 0.35 in order to find for both decay
pathways a good agreement with the experimental results.

For all excitation energies, the simulations reproduce well
the participator Auger regions visible at a binding energy of

about 10 eV as well as in the main region, which is located
between 20 and 35 eV for the spectra recorded at hn = 397 and
398 eV and between 25 and 35 eV for the spectrum recorded at
403.6 eV. The small width of the calculated Auger spectra is due
to the fact that the valence orbitals with strong N 2s or N 2p
contributions can mainly be found in the binding energy region
of 8 to 11 eV.

For all photon energies there are disagreements between
experiment and theory between the participator Auger region
and the main region (around 15 eV for the spectra recorded at
397 and 398 eV and around 20 eV for the spectrum measured
403.6 eV) as well as for binding energies above 35 eV. These
disagreements can be explained with our simplified theoretical
approach. For this we want to recall that the spectra measured
at 397 and 398 eV comprises more than 35 000 Auger transi-
tions and the spectrum at hn = 403.6 eV around 17 000 transi-
tions, while the simulated spectra take into account only about

Fig. 9 Three selected Auger spectra taken from the 2D-maps shown in
the Fig. 8. The experimental spectra (grey line and circles) are displayed
along with the simulated ones (black solid lines). The contributions of the
individual nitrogen sites Nc (green), Np (blue), and NH (red) are plotted
beneath. The grey solid lines correspond to participator Auger decay.
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800 transitions in total, i.e. only a small fraction of the possible
transitions. As discussed above, we applied the so-called one-
center approximation, i.e. we took into account only valence-
orbital contributions, which are formed by the atomic orbitals
of the nitrogen atom, at which the core hole is located. More-
over, only Auger transitions with two holes in the same valence
orbital are taken into account. Obviously, these transitions are
sufficient to describe the main features of the Auger spectra.

However, as already pointed out by Siegbahn et al.66 the one-
center approximation is only a good approximation if the
molecular orbital coefficients at the other atoms are not too
large. This is not valid for the molecular orbitals, which are
mainly localized at the carbon atoms, like e.g. the HOMO.
Because of this, we can expect minor contributions of Auger
transitions where such orbitals are involved. In particular, we
assume that the missing intensity at a binding energy about
10 eV in the spectra measured at 397 and 398 eV as well as at
about 15 eV in the spectrum measured 403.6 eV can be
explained by Auger transitions where the HOMO is involved.
This assumption is in line with an observation for the building
block molecule pyridine.67 The N KVV Auger spectrum of this
molecule shows a weak low-energy shoulder, while in the same
binding-energy region of the C KVV Auger spectrum a signifi-
cantly more intense shoulder can be seen; this behaviour can
be understood in the model of Matthew and Komninos,29

which predicts for the non-local processes a o�4 dependence
with o being the energy difference between the core hole and
the valence electron that fills this hole. Based on this observa-
tion this shoulder is assigned to transitions which involve an
orbital with low binding energy, which is localized at the
carbon sites. In the same way we explain the missing intensity
in the calculated spectra in the binding energy region above
35 eV with transitions to final states, where one orbital with
higher binding energies located at the carbon sites is involved.

Finally, the sharp spectral features indicated with rectangu-
lar boxes in the experimental 2D-map of Fig. 8 at E401 eV of
photon energy and at binding energies of E17 eV as well as
24 eV are due to a pollution with N2.68 Such pollutions lead to
contributions in the X-ray absorption spectrum as indicated by
the vertical arrow in Fig. 6, which can be identified by resonant
Auger spectroscopy due to the additional information provided
by this process.

4. Conclusion

In conclusion, we have measured emission spectra of H2Pc at
various edges and showed through two different types of
calculations that we can extract the contributions of the three
different N atoms to the measured electronic states. This holds
for valence transitions where we used the well-known PDOS
approach combined with the Gelius model to simulate our
spectrum, for the N 1s absorption spectrum where we summed
the MCSCF calculations for each type of N atoms (within their
corresponding active spaces) and even for the complex reso-
nant Auger decay case.

For the latter, we propose an approximated approach to
simulate the spectra which provides a qualitative agreement
that is good enough to interpret our data. The approach is
based on a method originally suggested by Ramaker et al.34 for
normal Auger spectra, but is extended to the present case of
resonant Auger decay. The overall agreement between the
experimental and simulated spectra indicate that it is, indeed,
possible to decompose the resonant Auger spectra in terms of
decays originating from the individual types of nitrogen atoms.
This is similar to what we achieved for the valence photoelec-
tron spectrum and strengthens our point that one can consider
the resonant Auger spectrum of complex molecule as a combi-
nation of a local excitation step, and a relaxation part where the
intensities of the Auger process are proportional to the popula-
tion of the molecular orbitals involved. Our results also show
that when the decay involves delocalized valence orbitals, one
has to go beyond the one-center approximation to be able to
reproduce, at least qualitatively, all regions of the Auger spec-
tra. To interpret the KVV Auger experimental spectra of
such complex molecular systems, our results point out the
complementary of valence photoelectron spectra that allowed
assigning the energy location of these two-centers decays in the
spectra. In contrast to other related theoretical approaches,
where the excitation and Auger relaxation steps are
uncoupled,60–62 we took into account LIC, which originates
from the cross terms between different intermediate electronic
states leading to the same final state. Indeed, after its promo-
tion to an unoccupied orbital in the photoabsorption process,
the electron can remain in the same molecular orbital or shake
to another one (see eqn (4)). Although in the present study,
these effects are negligible in regard of the contribution of the
several ten thousands transitions at play, they may turn out to
be important in case of simpler systems or well separated
electronic transitions as we showed recently in Goldsztejn
et al.55

Furthermore, we identified a significant contribution of
double excitations to the N 1s absorption spectrum. In atoms
and simple molecular systems, these effects are known to be
visible at energies well above the ionization potential,69–73

whereas in the present case they already contribute below
threshold.

This new calculation methodology may pave the way towards
resonant Auger spectroscopy of complex molecules. However, a
full description of the Auger spectra obviously requires future
more sophisticated theoretical approaches.
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ommiste, A. Ausmees, S. Svensson and S. Aksela, J. Phys.
B: At., Mol. Opt. Phys., 1996, 29, 4387.

28 C. Miron, C. Nicolas, O. Travnikova, Y. P. Sun, F. Gel’mukhanov,
N. Kosugi and V. Kimberg, Nature Phys., 2012, 8, 135.

29 J. A. D. Matthew and Y. Komninos, Surf. Sci., 1975, 53, 716.
30 T. D. Thomas, C. Miron, K. Wiesner, P. Morin, T. X. Carroll

and L. J. Sæthre, Phys. Rev. Lett., 2002, 89, 223001.
31 C. Buth, R. Santra and L. S. Cederbaum, J. Chem. Phys.,

2003, 119, 10575.
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M. Schütz, WIREs Comput. Mol. Sci., 2012, 2, 242.

48 H.-J. Werner, P. J. Knowles, F. R. Manby, J. A. Black, K. Doll,
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58 G. Goldsztejn, R. Püttner, L. Journel, R. Guillemin,
O. Travnikova, R. K. Kushawaha, B. C. de Miranda,
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