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In this article, we present the challenges that arise when carrying out spectroscopic simulations within
periodic boundary conditions. We present approaches which were proposed in the literature for the
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calculation of the extension of the electric dipole moment to periodic systems. Further, we describe the
challenges arising for the simulation of magnetic properties within periodic boundary conditions and for
the simulation of nuclear magnetic resonance shielding tensors and related quantities. Furthermore,
issues arising in periodic implementations of vibrational circular dichroism spectroscopy are described,
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1. Introduction

For many types of simulations in electronic structure theory
Periodic Boundary Conditions (PBC) are an important tool.
Instead of being limited to isolated molecules or clusters,
PBC allow for the simulation of extended and condensed phase
systems. This includes simulations of periodic systems such as
(molecular) crystals in the field of solid-state physics, liquid
phase systems consisting of molecules, and interfaces between,
for example, solid and liquid phases as present at solvated
surfaces. In the case of crystals, usually plane wave basis sets
are employed with k-point sampling in reciprocal space to
capture the band structure, phonons, and other properties of
a system defined in terms of a primitive unit cell. Applying
additionally a supercell approach, one can reduce the number
of k-points needed, as well as study defects in solid state
systems."

For applications in chemistry, usually a large supercell
consisting of a mixture of solvent and solute molecules is
employed in order to study the liquid phase. Such systems
are not periodic in the sense that their infinite repetitions in all
directions give rise to certain electronic properties, but rather
the presence of boundary surfaces is avoided by applying PBC.
In this way, each individual molecule in the system “sees” a
solvation shell around it, emulating a macroscopic system. In
ab initio molecular dynamics (AIMD) simulations, atoms are
allowed to leave the simulation box through a boundary and
reemerge on the opposite side of the box. When covalent bonds
are formally broken by such a movement, the minimum image
convention is applied to define the environment of an atom in
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especially for the case of atom-centered basis functions and nuclear velocity perturbation theory.

terms of the minimum distance to all other atoms. In this way,
each atom is at the center of its own virtual simulation box.!

A well-known problem for the implementation of PBC is the
so-called position operator problem.> Considering a finite but
infinitely often repeating simulation box, the distance dup
between two objects centered at points A and B in the simula-
tion box is not well defined. In fact, infinitely many distance
vectors may be defined by considering all periodic images of
the two objects. Usually, this problem is solved, for classical
particles, by enforcing the minimum image convention. In the
case of the electronic position operator (r) the situation is
worse: in order to calculate the expectation value of the position
operator over a (periodic) orbital ¢;(r), the integral

0= | i, ar )
has to be evaluated. Such integrals are needed, for example,
when the expectation value of the electric dipole moment is
calculated in order to obtain Infrared (IR) intensities. For the
sake of simplicity, we do not include explicitly occupation
numbers into the formulas in this work. The operator r is
unbounded under PBC and as such the value of the integral is
not defined. Different solutions to this problem have been
proposed in the literature.>”

There are several ways to obtain response properties with
respect to the interaction with electric and magnetic field. For
one, one can calculate properties by applying a finite field of
varying strength to obtain derivatives of the total energy with
respect to the electric and magnetic field. Secondly, perturba-
tion theory can be applied. While there are various formula-
tions resulting in different working equations, usually an
expansion of the quantities entering the electronic structure
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problem (the orbitals, the operators and the corresponding
matrix elements) is carried out. In the often employed Stern-
heimer equation or Coupled Perturbed Kohn Sham (CPKS)
approach, the working equation for the perturbation calcula-
tion takes a form similar to®

() = 5)lgf") = = VN, )

where #'® is the ground state Hamiltonian operator, ¢{*/® is
an unperturbed/perturbed Molecular Orbital (MO), and #™ is
referred to as the perturbation operator. If the perturbation
operator leads to real-valued (or complex) perturbed MOs, the
effect of the perturbed electron density must be considered
during the response calculation. If, on the other hand, the
resulting perturbed MOs are purely imaginary and do not
contribute to the real space density, no coupling appears in
eqn (2) and the equation can in principle be solved for the
perturbed orbitals |¢}1)> in a single step. In some cases the
coupled treatment for the atomic displacements can be
avoided, such as the simulation of IR intensities, by employing
an analytical CPKS scheme."?

An approach based on perturbation theory might be com-
bined with finite differences in order to obtain higher deriva-
tives in a mixed approach. Finally, in dynamic calculations,
spectra are obtained from time-correlation functions of the
expectation values of the different electric and magnetic
moments. This can apply to a real-time propagation of the
electronic structure as in time-dependent (TD)-Density Func-
tional Theory (DFT), or to a time propagation of the nuclear
coordinates in (ab initio) molecular dynamics simulations.'*
Approaches based on real-time propagation can also be com-
bined with finite differences.™

In this review article, we define the arising problems when
calculating integrals such as the one in eqn (1) and the
solutions to the position operator problem in the context of
various property calculations. We will focus the discussion on
implementations in the framework of KS DFT and additional
difficulties that arise when applying perturbation theory to the
generalized eigenvalue problem of DFT. Throughout this
manuscript we employ Hartree atomic units, unless stated
otherwise.

2. The position operator for
polarization

The electronic position operator r appears in different fields of
electronic structure theory. The most direct application is the
evaluation of its expectation value for the calculation of the
electronic part of the electric dipole moment d and the bulk
polarization per unit cell, P,'®

1

cell

d=(-r)= —JR3p(r)t'dl' or P= J “p(r)rdr, (3)

where p(r) is the charge density and V. the volume of the
unit cell in a periodic calculation. The definitions given in
eqn (3) are not applicable in PBC. The closely related electric
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dipole-electric dipole polarizability tensor is given in a non-
PBC framework by"’

Nexe

DU (@r0,0, 1) + ig* (o, 0, )] Im (o) (b rglb)

T
(4)

where the sum goes over the N excited states, {};} are the
electronic wave functions of the kth excited state, and vy, is the
electronic ground state wave function. In eqn (4), the terms f~
and g" are defined in terms of the energy difference between the
ground-state and excited state, wyo, the frequency of incident
light, w, and the life-time of the excitation I'.">'® Electric
dipole moment integrals, for non-periodic calculations, and
bulk polarization integrals, for periodic calculations, are not
only needed for the calculation of the polarizability,'*>* but
also for the simulation of vibrational and electronic spectra
such as IR spectra,'>>*** Vibrational Circular Dichroism (VCD)
spectra,>>?® Raman spectra,’”*’ > and Raman Optical Activity
(ROA) spectra,’®*?® sum frequency generation spectra,*** and
two-dimensional IR spectroscopy.*®

For the evaluation of properties that are related to the
electric dipole moment and to the polarization, a light-matter
interaction Hamiltonian is usually applied. In the standard
formulation and dipole approximation, the Hamiltonian reads

0‘1[3 =

Hom = H — pé, (5)

where # is the system’s ground state Hamiltonian operator
which is extended by the interaction of the electric dipole
moment u with the electric field &. Derivatives of the electronic
energy with respect to the electric field thus depend on the
electric dipole moment and its derivatives. Often applied
theories in this context are time-dependent DFT and perturba-
tion theory, which can also be combined.

It is clear that the different properties that depend on the
electronic position operator r are of great interest to a wide
range of researches aiming to calculate electronic properties.
The application to periodic systems is of special interest,
because in most experimental setups condensed systems are
studied as opposed to gases. In the following sections, we will
outline the different solutions that have been proposed in the
literature to tackle the ill-definition of the position operator in
extended systems.

2.1 Modern theory of polarization

The calculation of the bulk polarization per unit cell, P, is not
possible by eqn (3) because different choices of the unit cell
lead to different numerical values of P.'® The solution to this
inconsistency can be found in the Modern Theory of
Polarization.'® In this theory, it has been shown that differ-
ences in the polarization, such as, for example, its derivatives,
can be obtained by calculating the polarization according to

1 Noce

P= (2n)3§]:fgz dkA; (k) (6)

where the sum goes over all occupied bands, the integral is
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taken over a closed loop in k-space and A;(k) is the Berry
connection, defined as

Aj(k) = i(wjr| Vie| wjre) )

and the matrix elements are calculated over the cell-
periodic Bloch functions {wy(r)}. In order to calculate the
gradient of the Bloch function with respect to k, a finite
differences scheme can be applied by considering multiple
calculations at different values for k, or perturbation theory
can be applied.”” By applying perturbation theory in explicitly k-
dependent formulations of DFT, the effect of an electric
field has been considered for calculations of e.g. polarizabilities
and hyperpolarizabilities,"** IR"*?* and vibrational Raman
spectra,”’*! and second harmonic generation.*® Generally, the
Berry phase @gcrry can be calculated as the line integral of the
Berry connection along a closed loop in reciprocal space as

(pBerry = \é} d)“Al (k)7 (8)

where the integral is taken over the boundary P of a surface
along the adiabatic parameter 1. The Berry phase in eqn (8) is a
gauge-invariant quantity, up to the so-called quantum of
polarization,"®*® while the Berry connection (eqn (7)) is
gauge-dependent. In addition to the phase indeterminacy,
properties based on the polarization can also include surface
effects.’® Each component of the polarization can take multiple
values, corresponding to different branches of the logarithm
(see eqn (9)), so that the total polarization can take more than
one value. In a simplified picture, considering only the I'-point
(k = 0) in a KS-DFT framework, the Berry phase can be

Calculated as™ 1
- eXp 71'1’
LX ¥

where Ly is the length of an orthorhombic unit cell in x-
direction, and r, is the x-component of the electronic position
operator. It can be seen in eqn (9), that the bulk polarization, is
only defined up the so-called quantum of polarization, due to
the freedom to choose any branch of the logarithm. The
expressions for the other two Cartesian directions are found
analogously. The bulk polarization in the I'-point limit is then
given by

d)Be:rry;/lx = —Im In det<u_/~0 14/0>, (9)

Ly
x = ¢Berry X

(10)
and analogously for the Cartesian y- and z-direction. For further
details on the derivation, as well as the extension to arbitrary
unit cell shapes, we refer to the literature."®*' The expressions
derived by the modern theory of polarization are routinely
applied to calculate the expectation value of the bulk polariza-
tion, for example in calculations of Raman spectra,'”322744
Born effective charges and IR spectra,’®**™° ferroelectric
16:30-53 piezoelectricity,>>® dielectric constants,*”>’
the (anomalous) Hall effect,>®*>° magnetoelectric responses,®
and sum frequency generation spectra.’*>*

materials,
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As pointed out e.g. by Springborg et al.,°" extending work by
Tasker,®* the polarization per unit cell of real systems includes
also terms dependent on the surfaces and as such it can in
effect obtain any physically reasonable value, ie. not just
differing by a quantum of polarization except for quasi-1D
systems.

The Berry phase formalism can also be applied to calculate
the polarization,®® magnetoelectric response,***> piezoelectric
tensors,® and dielectric susceptibility tensors®®®” due to finite
(time-dependent) electric fields. In such approaches, a finite
field strength allows for the calculation of non-linearities of the
electromagnetic response.

2.2 Maximally localized Wannier functions

A concept that is closely related to the modern theory of
polarization, are Maximally Localized Wannier Functions
(MLWFs). Wannier functions {w,g} can be obtained by applying
a unitary transformation to the Bloch functions {u,,} which are
periodic in reciprocal space. The transformation matrix U%),
that defines the Wannier functions

LCll —ik-R
% dk ! Z nm‘umk

where R is a lattice vector, can be choosen freely and is
optimized to minimize a spread functional, such as the
Foster-Boys criterion®®

(11)

[war) =

Noce

Z [("2>n -

n

Q= G (12)
where the expectation values are calculated over the occupied
Wannier functions (eqn (11)). The resulting functions are the
MLWFs which are localized in space around the Wannier center
(r), and decay exponentially with the distance from the Wan-
nier center.®”’° The evaluation of the spread functional given
in eqn (12) is not possible by considering the regular electronic
position operator. Instead, the modern theory of polarization is
applied to obtain for the expectation values in eqn (12)""

_ Vcell

<‘>n - l(2ﬂ)3
Vcell
(@)

Jdkeik'k <Mnk |Vk ‘ unk)
(13)

<r2>” = Jdkelk R (u,,k |Vk2 \u,,k> .

The result that is obtained for the bulk polarization using
MLWEFs is given by

1 NOCC
Vcell

P—_—

(s (14)

which is equivalent to the expression in eqn (6). While the Berry
phase expressions for the polarization can only be applied to
the calculation of expectation values of the polarization, the
advantage of employing MLWFs is that additional information
becomes available from each of the MLWFs. Properties, such as
the dipole strengths for IR absorption, can be calculated for
each MLWF individually. In this way, the total expectation value
can be partitioned into contributions from each center, or

This journal is © the Owner Societies 2023
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groups of Wannier centers centered around individual
bonds and atoms, functional groups, or molecules. This
approach is not limited to periodic systems and has been
applied to IR spectra,®**7>7® VCD spectra calculations,®
Raman spectra calculations,>’*#! ROA spectra calculations,
SFG spectra calculations,***>®* high harmonic generation in
crystals,®® Hall conductivities,**®” the magnetoelectric polariz-
ability tensor,*® Magnetic Circular Dichroism (MCD) spectra®
of ferroelectrics,’® piezoelectric constants,’® the shift-current
response in piezoelectric crystals,”" and dielectric constants.”®””*>
MLWFs have not only been used to calculate the bulk
polarization and molecular polarizabilities, but have been also
applied to magnetic properties. Because the modern theory of
polarization, and hence MLWFs, can not be directly extended to
the calculation of the magnetic dipole moments and electronic
currents, ad hoc generalizations must be made. One proposed
solution is the definition of a saw-tooth operator.” The position
operator is recast as

r=r— (I

(15)
for each orbital, such that the orbital is located in the center of

7t (and analogous for
the other two directions). Around the center of this cell, the
position operator is defined in the usual way, and at the
boundaries the position operator goes from +Lyx/2 to —Lyx/2.
Whether this change is smooth or abrupt does not matter
theoretically because the Wannier function w;(r) is assumed
to be zero in this region (see Fig. 1).” It was shown by Spring-
borg et al. that the saw-tooth operator is not a general solution
for the position operator problem in periodic systems.®® This is
due to the fact that the saw-tooth operator omits current terms
due to the intercellular charge flow as was shown for a one
dimensional Hiickel model.

L L
a virtual box with dimensions {——X +—X}

2.3 Velocity gauge

Another option for the calculation of the expectation value of
the electric dipole moment is the velocity gauge.”” The velocity
(or electric current operator) can be calculated as the

0.50

0.25 /

/ / /
-1.0 =05 0.0 0.5 1.0 1.5 2.0 2.5 3.0
Non-periodic position x

0.00
-0.25

-0.50

Saw-tooth operator

Fig.1 The saw-tooth operator (egn (15)) is shown for a simulation cell
with length L = 1 and a MLWF centered at 0.5. The saw-tooth operator is
plotted as a straight black line, the position of the Wannier center in the
home cell is shown as a black circle, and a schematic Wannier function is
plotted in dark green in the home cell. The periodic images of the Wannier
center and Wannier function are plotted as gray squares and light green
lines, respectively. The saw-tooth operator is discontinuous at the bound-
ary, but could also be smoothed (see ref. 7). The units in this figure are
arbitrary.
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Heisenberg time derivative of the position operator as”*°
d
= d_'; — [ H,] = iV iV, 1, (16)

where 77, collects all non-local potentials, such as pseudopo-
tentials, that appear in the Hamiltonian and do not commute
with r. The first term in eqn (16) is due to the commutator of
the kinetic energy operator with the position operator.
Because the operator in eqn (16) is well-defined in PBC, it
offers another way for the calculation of the expectation value
of the electronic position operator. A property of the operator in
eqn (16) is that it is purely imaginary. For this reason, a
complex electron density matrix must be employed to obtain
non-vanishing expectation values. This can be achieved, for
example, by TD-DFT**®” or imaginary perturbations.’® Addi-
tionally, the equality

(a|F|b) = —i(Ey — E4) (a|r|b) (17)

for two eigenstates |a) and |b) with corresponding energy
eigenvalues E, and Ej, is only fulfilled for exact wavefunctions,
and otherwise the position operator and velocity operator do
not yield identical results.’* Special care has to be taken in the
evaluation of the commutator of the position operator and the
non-local (pseudo)potential operator in eqn (16) to ensure
correct results.**?%%

Similar to the MLWF approach, the application of the
velocity dipole operator is not limited to periodic systems
but can also be used to remove gauge dependencies in non-
periodic simulations. The velocity gauge operator has been
succesfully applied in the calculation of absorption spectra
from the X-ray to IR region,>>*>'%°1%>  photoinduced
processes,'® excited state dipole moments,'® high harmonic
generation,'®*'*® electron scattering experiments,'®® optical
rotation tensors,'’"'°® VCD spectra,>?® Electronic Circular
Dichroism (ECD) spectra,**°® ROA spectra,®*'%°**% and dielec-
tric constants.'*

2.4 Local electric dipole moments via embedding

Another approach for calculation of local electric dipole
moments in periodic system has been presented, which is
based on DFT embedding. In this scheme, a periodic system
is partitioned into subsystems via periodic subsystem DFT.”® It
can be shown that the Berry phase formula can be replaced by
the usual position operator in an embedding framework, by
expanding the exponential in terms of the inverse cell
lengths as

2mi 2mi
(o] —exp [L—er} o) = 1 = 7tjo|r<luuo) (18)
leading, for orthorombic unit cells, to the expression
Niubsys .
L, ! 2mi
peme — 2—; Z Im In exp {L Z P (el |, (19)
m X pvem

where the first sum goes over the Ngues subsystems, the
second sum goes over all basis functions which were assigned
to the subsystem m, and P,, are the matrix elements of the
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density matrix. This approach has been applied to the calcula-
tion of IR spectra of liquids, molecules solvated in water, and
molecules adsorbed on a rutile TiO, surface.”” A similar
approach was also used to simulate absorption spectra of a
molecule solvated in water and a liquid mixture via RT-TDDFT
simulations, also employing MLWFs.*’

2.5 Redefinition of the position operator

Another approach, based on redefining the position operator to
be consistent with PBC, was proposed in the literature."*>
Recognizing, that the usual form of the position operator
cannot be applied under PBC, a new definition has to be found.
In a seminal paper by Resta,” the expectation value of the
electronic position operator was given by

() = Sem{nuolexp|izn [l b, 20)

where /, is the ground state electronic wave function, which
coincides with the Berry phase definition''*™*° of the polariza-
tion in the I'-point limit.*" Berger and co-workers recently
expanded this definition of the expectation value to the defini-
tion of the position operator itself''® by defining a complex

position
LX 2mi
o0 =y low(T) -1

which is a continuous and periodic function of the position
operator r,. This position operator fulfills the criteria, that it (1)
is invariant with respect to translation by a unit cell, (2) reduces
to the regular position operator in the limit of infinite cell size
Ly — o0, (3) distances defined in terms of eqn (21) are real and
gauge-invariant, and (4) is a one-particle operator. The unique-
ness of the operator in eqn (21), up to an additive constant and
modulo a phase factor, was proven as well."*® The complex
position operator (eqn (21)) that has been proposed, notably,
allows for a periodic definition of the electric quadrupole
integrals as can be seen by calculating the product of position
operators as

(21)

qry(re) - qry (ry) = qry (rx + Lx) - qry (ry + Ly). (22)

Whether the operator defined in eqn (22) is, in fact, a physically
meaningful definition of electric quadrupole moments remains
to be seen. The complex position operator given in eqn (21) has
so far been applied to the calculation of the polarization and
the localization tensors (see eqn (12)), where the Resta-type in
eqn (20)?, Berry-type in eqn (9),*' and complex position opera-
tor in eqn (21)'"™ coincide anyways (in the I'-point limit).'*>"*°

3. The position operator for magnetic
properties in a periodic framework

In Section 2, different ways for the calculation of the expecta-
tion value of the electric dipole moment operator and closely
related properties such as the electric dipole-electric dipole
polarizability were presented. In many cases, not only the

14676 | Phys. Chem. Chem. Phys., 2023, 25, 14672-14685
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electric dipole but also integrals related to magnetic properties
such as the magnetic dipole moment must be evaluated. In the
context of this manuscript, the magnetic properties can be
divided in two sections. For one, there is chiral spectroscopy
that relies on the evaluation of the magnetic dipole operator or
polarizability tensors such as the electric dipole-magnetic
dipole polarizability tensor, which are needed for e.g. ECD,"*"
VCD,'?? and ROA™? spectroscopic calculations. On the other
hand, there is the calculation of nuclear magnetic resonance
(NMR) chemical shielding tensors and electron paramagnetic
resonance (EPR) g-tensors which are due to electronic currents
induced by magnetic fields.

The minimal-coupling Hamiltonian operator in the
presence of a magnetic vector potential can be written as

1 1 :

Hq= E(p + ZA(r)) +77°(r), (23)
where A is the magnetic vector potential, and all remaining
potentials are collected in #7(r). The magnetic vector potential
for a uniform magnetic field 4 depends on r and is given by

A(r) = —%(r — Rg) X B. (29)
Considering only the terms linear in the vector potential and
inserting eqn (24) into eqn (23) one obtains the magnetic field
dependent Hamiltonian # 4
%g):%-ﬁ-%[(l’—RG) Xl;]-.%, (25)
where 7 is the ground state Hamiltonian that is usually
employed, we introduced the gauge origin Rg, and # is defined
as in eqn (16). In principle, an arbitrary gauge origin can be
employed in molecular simulations, due to the gauge freedom
of the vector potential which is only defined up to the gradient
of a function f(r), called the gauge function.’*® The magnetic

field can be derived from the magnetic vector potential by
B=V x A=V x [A+ V) (26)

The Schrodinger equation, including the operators and wave
function, can be gauge transformed according to

S T

c

0—0

(27)
ip(r)

c

) = 90) = exp | ),

which does not change the expectation values. For calculations
involving magnetic fields, one can take advantage of the gauge
transformation in eqn (27) by applying it to the Atomic Orbital
(AO) basis. This modified basis set includes an explicit depen-
dence on the vector potential and is called Gauge Including

Atomic Orbitals (GIAOs). The GIAOs are given by®*'?*

(28)

i
(l)u(l‘) = Xu(r) exp 7%[12;1 X (l‘ - RG)] - B 5

where the GIAOs {w,} are derived from the atomic orbital basis
{2}, and the exponential phase factor includes the position R,

This journal is © the Owner Societies 2023
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where the basis function is centered. In this way, the AOs are
gauge transformed so that the atomic center of each basis
function is used as the gauge origin respectively in order to
reduce the dependence of results on the gauge freedom. The
magnetic field in eqn (28) can either be set to a finite value'** or
only applied in perturbative schemes where related quantities

are taken in the limit of vanishing magnetic field.'**

3.1 Modern theory of magnetization

A formalism closely related to the modern theory of polar-
ization is the modern theory of magnetization which aims to
reformulate the expressions for the expectation value of the
magnetic dipole operator m and the bulk magnetization
M127

1 M 1

m= 2C(r X ) or =5 Vo

J rx j(r)dr (29)
cell

in a way that leads to physically meaningful values under
PBC. For this purpose, the magnetization is partitioned
into a local circulation (LC) and itinerant circulation (IC)
contribution."”"'?® The IC contribution to the orbital mag-
netization can be formulated in terms of a sum over surface
Wannier functions or alternatively it can be written in terms
of k-space integrals and the Berry connection as'*’

3el T x 4Gk,

where A(k) is the Berry connection. The LC contribution to
the orbital magnetization can be written as

Mic = — (30)

1 [ dk »
Mic = Elm Z]: JW<Vku/k| X //k|Vku,-k). (31)
Both contributions can be combined to arrive at
M = llmjvszj dk (Viujr| X (Hk + ¢i)|V ) (32)
- 2 - (27’5)3 kUjk ik kUj k),

where /) is the k-dependent Hamiltonian operator, Ey is
the corresponding total energy, ¢; are the orbital energies,
and the integrals are taken over the N,.. occupied Bloch
orbitals u;.° The formula in eqn (32) is only applicable to
noninteracting zero-Chern-number insulators in a vanish-
ing magnetic field,"*” although these limitations have been
lifted in subsequent publications."”> "' Test calculations
have shown that the results obtained from eqn (32) match
with the results obtained from finite systems using the
Haldane model Hamiltonian.®'*> An important difference
compared to eqn (6) is that no quantum of magnetization
appears in the modern theory of magnetization and the
results are completely defined by eqn (32). The formulas
resulting from the modern theory of magnetization have
been applied for the calculation of NMR shifts in water'??
and a set of small molecules,"®* SiO, polymorphs and an
organometallic system,'*> and aromatic hydrocarbons."*®
Calculations of EPR g tensors were carried out for radicals
and paramagnetic defects in solids.*” Other derivatives of
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the orbital magnetization are related to the quantum spin
Hall effect’*®**? and the magnetoelectric polarizability,"*°
among others.*?®

The modern theory of magnetization considers only the
orbital magnetization, so that spin-dependent terms must be
considered separately. Furthermore, it has been shown that the
orbital magnetization of infinite periodic systems under a
homogeneous magnetic field, depending on k-derivatives of
the Bloch orbitals (see eqn (32)), can be obtained from the bulk
electron density alone,**""**> while the same is not true for large
finite systems exposed to a magnetic field, where the orbital
magnetization is shape-dependent,?®'*H143:144

3.2 Nuclear magnetic and electron paramagnetic resonance

The elements of the chemical shift tensor of the nucleus /1 are
given by

1 r— R

A .

oy =—|dr|——= xj,(r)| , 33
off C’J [lr_ R;'|3 .]x( ):| P ( )
where R* is the position of the nucleus, and j, is the current
density induced by a homogeneous magnetic field applied
along the Cartesian o-direction. The induced current density
is calculated for each point in real space as’

Noce

Jy =S [Ar)

J

o (r) ) [pllo)"),

(34)

where ¢{”") is the jth the unperturbed/perturbed KS orbital, p
is the linear momentum operator, and the first contribution is
referred to as the diamagnetic term and the second contribu-
tion as the paramagnetic term. Both contributions in eqn (34)
depend on the choice of gauge, while the total current should
be gauge-independent.” The EPR g-tensor components are
given by'*

2 (0 [pl) | +

G = g = 55T = T+ 2 [y (o1 1) — ')

+ ?Jdrw(;’) X VVeTff(,,) —jt(r) x VVelff(r)]/jy
(35)

where J,p is the Kronecker-delta, g. is the free-electron g value,
1 and | denote the two spin channels, and 77, jI(r), and p' are
the unperturbed kinetic energy, induced current density,
and electron density of the spin-1 channel, respectively. Vi
is an effective potential felt by the spin-1 electrons. The vector
25 in eqn (35) is the magnetic field originating from the
induced current density j,

e W 2,
b ¢ ¥ —r]? *

—i)| (36)

]
where j5 = (j1(r) — ji(r) is a self-interaction correction.'*®
Different approaches for the calculation of the tensors in
eqn (33) and (35) have been applied. Weber et al. applied
perturbation theory in combination with MLWFs.'*> In this
scheme, three different perturbation operators (see eqn (2)),

Phys. Chem. Chem. Phys., 2023, 25,14672-14685 | 14677


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp05991f

Open Access Article. Published on 22 May 2023. Downloaded on 11/7/2025 2:10:25 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

PCCP

labeled #*, #P, and #*!, must be considered which are
given by

'}f};u,/' - - i<Xu (l" - <r>/) X V|X1/>
]/zu - - l</C;L|V|)CI/> (37)

‘y’/)bu,ij - - l(<r>1 - <r>_j) X <X;L|V|Xu>7

where {y,} are the atom-centered basis functions and {(r);}
are the Wannier centers obtained by the modern theory of
polarization. Although the ill-defined position operator
appears both in the sought-for tensors as well as in the
perturbation operators in eqn (37), the application of
MLWFs has proven to be an effective way to simulate the
NMR and EPR tensors in periodic systems in the I'-point
limit. For this purpose, the equations are reformulated such
that the Wannier centers {(r);} appear in the response
equations.™® Such an approach might be referred to as a
Wannier gauge method, or as an individual gauge for
localized orbitals (IGLO) approach as used in non-periodic
calculations,'*®™'*? where the response to the magnetic field
and the induced current corresponding to each orbital is
calculated with different gauge origins set for each orbital.

Another approach is the continuous set of gauge transfor-
mations (CSGT) method. In the “Rg = r”’ variant of
CSGT,>"**">? for each point in space 7’ the current density
J.(r') (eqn (34)) is calculated with the gauge origin Rg set equal
to r'. Applying this gauge, the diamagnetic contribution to the
current vanishes analytically and only the paramagnetic term
remains. The same result is obtained more rigorously by
writing the magnetic properties in terms of current densi-
ties, yielding a gauge-invariant formulation where the dia-
magnetic and paramagnetic terms are treated on equal
footing.'>® In this approach the first two perturbation
operators in eqn (37) have to be evaluated, in principle for
each point in real space. By also including the third pertur-
bation operator in eqn (37), the computational cost can be
reduced significantly such that only nine sets of expansion
coefficients are needed in total to evaluate eqn (33) (for the
three operators in three directions each).” The ill-definition
of the position operator under PBC is in this case circum-
vented by localizing the bands and applying a saw-tooth
operator (see Fig. 1) around the Wannier center of each
band. The working equations and perturbation look similar
to the IGLO approach from ref. 145, but in fact a different
gauge is applied.” The individual gauges for atoms in
molecules (IGAIM) method is a derivative of the CSGT
method,"* where the gauge origin is set to the atom of
interest,"”*"*°? although this approach has not been applied
to periodic systems to our knowledge.

An implementation for the calculation of periodic NMR
spectra has also been presented by Ziegler and co-workers
which is based on GIAOs."*® The approach is based on the
formulation of NMR shiedling tensors as the second deri-
vative of the energy with respect to an external magnetic
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field and the magnetic dipole moment
O’E

Ao
Tup = Om.0Bp (38)

where E is the system’s electronic energy, and the nuclear
magnetic dipole moment m”, of atom / is defined for one
atom in the unit cell and the conditionally convergent
sum over all lattice vectors is carried out via analytic con-
tinuation techniques.'® The derivative with respect to the
external magnetic field is carried out analytically by pertur-
bation theory, relying on GIAOs. The contributions to the
NMR shielding tensor are made gauge invariant by employ-
ing the recipe of Fukui,'®® relying on the fact that the
current density of the probe atom vanishes at the cell
boundary.’®® The derivative with respect to the nuclear
magnetic moment on the other hand is carried out numeri-
cally, by varying the nuclear magnetic dipole moment and
applying a finite differences formula.

Pickard and Mauri presented an implementation of periodic
NMR tensors in the gauge including projector augmented wave
(GIPAW) framework which is based on the Green’s-function
approach and the construction of a Hamiltonian that has the
required translational invariance.”® The contributions due to
the use of norm-conserving pseudopotentials and the gauge of
the projectors applied in the pseudopotentials were taken into
account in this implementation. As mentioned by the authors
of ref. 99, the applicability to periodic simulations is only given
because the arising operators are short-ranged, and thus the ill-
definition of the position operator at large distances from the
studied nucleus can be safely ignored. The implementation was
later also expanded to ultrasoft pseudopotentials.'**

Another approach for solving the problem of the missing
periodicity of the magnetic vector potential (see eqn (23) and
(24)) was presented by Mauri et al. reyling on explicitly k-
dependent calculations including a finite magnetic field that
is modulated by a finite wavelength ¢.">” The magnetic field is
defined explicitly as

B(r) = $(0,0,V2 cos(gry))7, (39)

with the field strength %,. By carrying out calculations for

different values of g, an extrapolation can be carried out

towards the limit ¢ — 0, corresponding to the case of a

homogenous magnetic field. This approach was applied to

the calculation of the magnetic susceptibility defined as'>”'"®
O E

~0B,0B, (40)

Lo =
as well as to the NMR chemical shift of diamond and diamond-
amorphous  carbon,'**"%°
compounds.'® For the evaluation of eqn (40) using the applied
field (eqn (39)), terms arise which individually diverge. By
exploiting the f-sum rule, the terms can be combined to yield
a single non-diverging expression for the magnetic suscepti-
bility. Alternatively, time-dependent current-DFT* can be
applied to obtain fundamentally periodic responses to
magnetic'®® and electric fields.'®

like and carbon nitride
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4. The position operator problem for
periodic VCD calculations
4.1 Circular dichroism spectra and the magnetic dipole

Circular dichroism (CD) spectroscopies rely on the difference of
absorption of left- and right-circularly polarized light by a
sample. In ECD spectroscopy, light in the ultraviolet (UV),
visible (Vis), and near-infrared (NIR) range is used to probe
e.g. the secondary structure of proteins, charge-transfer transi-
tions, and the electronic structure of metal complexes, by
inducing electronic transitions. Vibrational CD (VCD) instead
relies on the vibronic coupling induced by IR radiation. When
circularly polarized light hits a chiral sample, the helicity of the
(electro)magnetic field interacts with the sample and induces a
circulation of charge. The intensity of this effect differs depend-
ing on whether the chirality of the field and sample are the
same or opposite, which gives rise to ECD and VCD spectro-
scopy. In MCD spectroscopy, a strong magnetic field is applied
parallel to the propagation axis of the incident light which
induces a CD in materials that do not generally have to be
chiral.'®* Often very weak transitions in optical absorption
spectra are enhanced by an applied magnetic field."®*

The expectation value of the electronic part of the magnetic
dipole moment operator in non-periodic systems is given
by7,145

m= 2%((; — Rg) X F)

(41)
where # is the velocity operator (see eqn (16)). We will focus only
on the electronic contributions to the magnetic dipole moment
henceforth. Both mentioned operators, the electric dipole
moment (eqn (3)), the magnetic dipole moment (eqn (41)) -
as well as the electric quadrupole moment which is not shown
here - depend on the position operator and thus on the choice
of the gauge origin Rg. For the calculation of the optical rotary
power, the rotation of the light’s plane of polarization by the
sample, an approach similar to ref. 157 was presented
recently.'® Additionally to an explicit periodic magnetic field
and a subsequent extrapolation to the limit of a homogeneous
magnetic field, which was also used by Mauri et al,"” a
perturbative treatment of the k-derivatives of the Bloch func-
tions was applied for the calculation of the optical rotary power
of H,0, polymers, enforcing also the Hermiticity of the arising
operators, resulting in gauge-invariant rotary powers.'®

The simulation of VCD spectra usually relies on perturbation
theory and involves the magnetic field or nuclear velocity
perturbation theories (MFP'*®'®® and NVP,”® respectively).
Similar to response theory for electronic transitions> one can
think of VCD spectra as the coupling of a system’s vibrational
motion to a magnetic field, which induces an electronic current
J(r). Alternatively, on can think of a magnetic field that is
induced by an already present electronic current. Both descrip-
tions can be related to each other by energy gradient theory.®®

In perturbative schemes, the quantity that is needed for the
calculation of VCD spectra is the rotational strength R; which is
related to the Atomic Axial Tensors (AATs). To our knowledge
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only one periodic implementation for VCD exists so far, which
is based on the nuclear velocity perturbation (NVP) in the
plane-wave code CPMD.?° Generally, either the magnetic field
perturbation (MFP)'®® or the NVP*>?%%8 can be applied in order
to obtain the rotational strengths necessary to calculate VCD
spectra. While the MFP is based on GIAOs (eqn (28)) and a
magnetic field dependent perturbation operator (eqn (25)), the
NVP is based on velocity-gauge including atomic orbitals {7} -
when atom-centered basis functions are employed — and the
complete adiabatic Hamiltonian 2 ¢,

7(r) = 7,(r) expli(r — Rg)-R"] (42)

Hen=H0 —iY RV, (43)

where R" is the velocity of the atom on which the uth basis
function is centered, the sum in eqn (43) goes over all atoms 4,
and V; is the gradient with respect to the nuclear coordinate of
the Ath atom. As can be seen in eqn (25), (28) and (42), both the
MFP and NVP have explicit dependencies on the position
operator, and thus on the gauge origin, which poses serious
problems for periodic implementations, especially when atom
centered basis sets are employed.

The electronic contribution to the AATs in the MFP and NVP
case is given by

N [ 9¢p. | O
MFP.. _ ~.: J J
S ap —2’Z<a% R’ : )
J Bl 1 p=0,ri=0
and
NVP,J. _ 1K 9 - R i |
I = 5o 2 gl = Re) < BN, (45)
J B

respectively, where {d;j} are the MOs including the gauge factors
(see eqn (28) and (42)), and in the MFP, the position operator
enters in eqn (44) through the orbitals perturbed with respect to
the magnetic field (see eqn (28)), while in the NVP, the position
operator enters in eqn (45) through the magnetic dipole
moment operator and the orbitals perturbed with respect to
nuclear velocities.

As can be seen in the equations for VCD spectra in the MFP
(eqn (44) and (28)) and in the NVP (eqn (45) and (42)), and for
NMR and EPR spectra (eqn (33) and (37)), the properties and
perturbation operators depend explicitly on the electronic
position operator, and thus on the specification of a gauge
origin Rg.

The origin of the magnetic dipole operator (eqn (41)) can be
defined in different gauges when evaluating matrix elements of
the form (a|m|b). In molecular simulations, the direct choice is
the common origin (CO) gauge. In this case, the position
operator is referenced to the same origin for the whole calcula-
tion. Natural choices for the origin are the zero vector or the
system’s center of mass. Alternatively, a distributed origin (DO)
gauge can be employed to reduce the dependence of resulting
spectra on the coordinate system. This can refer to an approach
such as the previously mentioned GIAOs, where each basis
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function has its own gauge origin. Alternatively, in perturbation
calculations, where derivatives with respect to nuclear coordi-
nates or velocities are taken (as in eqn (44) and (45)), a separate
gauge origin can be set for each of the nuclear derivatives such
that eqn (44) and (45) become

)
/72 v

r—r—R

with

A=0,R*=0 (4 6)

where the position operator r enters through the derivative of
the MO with respect to the magnetic field, and

Noce

7" =2 5w oF; Ol my < s, @)
for the MFP and NVP expressions for the AATs. Further choices
for the gauge are the IGLO,"*® where the gauge origin is not
fixed per basis function or atom, but rather per orbital. The
corresponding expression for the electronic contribution to the
NVP AAT would in this case read

0
g —22<w/} [(r — Rg,) x F, |62;;>

where Rg is the gauge origin of the jth localized orbital, after
applying a localization procedure to the MOs {¢;} to obtain the
Wannier functions {1;}. A natural choice for the gauge origin in
periodic systems is the corresponding Wannier center Rg; =
(r);,'*” although, as mentioned previously, this is not a general
solution for the ill-definition of the magnetic dipole operator in
periodic systems. For instance, a theoretical formulation that is
gauge-invariant does not imply that the results are correct
under PBC.'®

(48)

R=0

4.2 Vibrational circular dichroism from density functional
perturbation theory

We assume a periodic electronic structure calculation carried
out in the framework of KS-DFT in the I' point limit for
insulating systems. Generally, when a non-orthogonal set of
basis functions is used, the electronic structure problem takes
the form of a generalized eigenvalue problem

HC = SCE, (49)

with the Hamiltonian matrix H, the MO coefficients C, the
overlap matrix S8, and the electronic energy matrix E. In our
case, we define the Hamiltonian matrix, generally, by the
matrix elements of the KS Hamiltonian operator kg as

Hy, = (tul A xsl i) = Gl 7+ 77100, (50)

where {y,} are atom-centered basis functions, .7 is the kinetic
energy operator, and we collect all arising potentlals in 7". The
potential energy operator ¥~ includes the electrostatic interac-
tions, which are usually calculated via Ewald summation,'®® the
pseudopotentials, and the DFT exchange-correlation potential.
Although hybrid exchange-correlation functionals, including a
fraction of exact Hartree-Fock exchange, could be applied, this
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has not been done so far for the NVPT. The solutions of eqn (49)
are the KS-MO coefficients C; for the jth KS orbital (¢;) from
which the real space electron density n(r) is calculated as

Noce Noce Noasis
() = 1, =" > CuCor )z, (). (51)
J 7w

Due to simplicity, we limit the discussion to the I'-point of the
Brillouin zone and assume real MO-coefficients and basis
functions. We carried out a basis set expansion of the KS-
MOs in eqn (51) by

i’) = ZNbHSiS CWX/L (i’) (52)

When the potentials in eqn (50) are defined periodically, the
resulting KS orbitals are periodic, too, and fulfill Born-von
Karman boundary conditions:"®°

qﬁj(r + I’lL) :qﬁj(r) (53)

for any integer vector n representing a periodic image of the
home cell n = (0,0,0)”, where L are the lattice vectors. We
assume that a large supercell is employed.

We will focus on the NVPT*® in the Complete Adiabatic (CA)
formalism, as proposed by Nafie.’® For the evaluation of VCD
spectra, the magnetic dipole moments need to be calculated.
For this purpose, we define the AAT for the atom A in the
Cartesian directions o and f as

Ly Z Z %,ﬁ*R‘

where the magnetic dipole moment operator m is given by
eqn (41).

In eqn (54), R* and Z, are the velocity and effective charge of
the Zth nucleus, ¢ is the Levi-Civita symbol, ¢ is the speed of

[ = 3 R; (54)

light in atomic units, and the sums in eqn (54) go over the
atoms 4 and the Cartesian directions y. The magnetic dipole
moment operator (eqn (41)) is defined in terms of the electronic
position operator r and the electronic velocity operator #
(eqn (16)). The latter is calculated as the Heisenberg time
derivative of the electronic position operator.”»*® Within a
static approach in the harmonic approximation, the VCD
spectrum of a system is defined in terms of the vibrational
normal mode frequencies {w,} and the rotational strengths {R,}
that are given by

ey ee)

o

(55)

T),"”%'7" 8, is the mass-

where 2 is the Atomic Polar Tensor (AP
weighted transformation matrix from Cartesian coordinates to
normal mode coordinates, and .# ist the AAT as defined in
eqn (54).

The expectation value of eqn (41) is inaccessible from a wave
function obtained in a standard Born-Oppenheimer calcula-
tion, because it vanishes due to symmetry. A perturbation can
be applied to the system to recover the effects of the current
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density j(r). To achieve this, an imaginary correction to the KS-
MOs has been applied using Density Functional Perturbation
Theory (DFPT),”** and the CA Hamiltonian # ¢, (see eqn (43))
in combination with velocity-gauge including atomic orbitals
(see eqn (42)).>>°® The basis functions in eqn (42) can be
Gaussian-type orbitals, Slater-type orbitals, or numerical basis
functions. A perturbative expansion of the generalized eigen-

value equation (eqn (49)) leads to the Sternheimer
equation®*'7?
0D - sOcIED -~ O
+S‘V e (56)

where the superscript “(0)” refers to the unperturbed ground
state quantities and the superscript “(1,V§)” is a shorthand
notation for

(LvH) 0
H v L ‘# 14
u 8R’ — (1 calty)
(57)
1LV 0
and S,(u,' 2 =
OR;

<Zﬂ|2u>

in the case of the Nuclear Velocity Perturbation Theory (NVPT),
but could also refer to a magnetic field derivative (0/04,) when
GIAOs'** are employed. Comparing eqn (57) and (42) it
becomes clear, that the position operator enters into the
derivatives of the Hamiltonian and overlap matrix. Even
though the KS Hamiltonian matrix elements (see eqn (50))
fulfill the Born-von Karman boundary conditions, this is not
the case for the Sternheimer equation due to the arising
position operators.

It was previously suggested that the application of MLWFs
can avoid the ill-definition of the position operator and the
corresponding response calculations for NMR spectroscopy.’
The exponential decay of the Wannier functions in combi-
nation with the

r—r

—_— 58
[r —r'}3 (58)

dependency of the induced magnetic field (eqn (36)) and NMR
shieldings (eqn (33)) allows for ignoring the unphysical dis-
continuity of the saw-tooth operator. In the position operator-
dependent perturbation operator (r x V, in this case), a
separate coordinate system is defined for each MO so that the
Jjth position operator is given by eqn (15).'*>

In the framework of NVPT using MLWFs, the Sternheimer
equation (eqn (56)) rewritten in terms of matrix elements is
given by

Nbasis ( )

;uz 1/’

Nbasis

vk
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where we explicitly show the dependence of the terms in
eqn (57) on the Wannier centers for the case that MLWFs
are employed. In this framework, the second term on the LHS
of eqn (56) and the second term on the RHS of eqn (56)
lead to a mixing of the different gauge origins. This additional
complexity can necessitate the application of an additional
correction operator along similar lines as properties in
eqn (37) for NMR.

Applying an orthogonal basis set formally eliminates the
overlap matrix S from the generalized eigenvalue equation
(eqn (49)). The overlap matrix derivative still appears in
eqn (56), though, and contributes a position operator-
dependent phase factor.

4.3 Evaluation of properties

Turning our attention to the magnetic dipole moment operator
integrals, in the NVPT the expression for the electronic con-
tribution to the AATs is given by

Nbasis Noce

sy = T
J

0 1
;“)X/Ar}’a(sl}(zlcl(zj))

Nbasis Noce

-2 Y S nlrr ol

JZ )

C(Q)>6/l

vj 19

Nbasis Noce

B Z Z Z?:( Ju ’Cﬂlr/ﬂ ((“),) + 50‘/” |71/ >5i

woojo9

Noce
J. J. 7
= D [l + Blgy+ Cipl
J
(60)

if we assume that no nonlocal potentials are present in the
calculation.?® In the first term, Aﬁ;/,x,, we assume that the
Sternheimer equation for the kth MO was solved using the
kth Wannier center (r); as the gauge origin. The matrix element
should then be evaluated as

(Gl (ry = (1)) 05125 (61)

The terms Bﬁ;,; ; and Ci,; j» on the other hand, include quad-
rupolar integrals of the form (y,|rsr,05|x.). Such multipolar
integrals are not well-defined in the bulk.'”® Three proposal
were made to extend Resta’s periodic position operator.”
Wheeler et al. suggest extending the exponential function
directly for the quadrupole integrals as'’*

2mi
Fap O €XP L.y ——Tyl'p (62)

( ) (0) £7(0) ~(0)
Z Z Cjo H“/’ Cpk
Jj op

(59)

LV

S H<> {rhe - Zs< ) e > el aO ),
ap

v J
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which can be shown not to be periodic, by inserting r,, — r, + L,
and rp — 13+ Ly

/ 2mi

Typ = €XP {m("a + L) (rp + Lﬁ)}

2mi
= exp|——(rurp +ryLg +rpLly + LyLg)
L,Lg
(63)
2mi
= Iyp €Xp ﬁ(rocL/f + gLy + LyLp)
atp

. 2mi +2m’
Fop * €Xp | —1y +—T
off p Lac o Lﬁ Bls

where one can see that the quadrupole in a periodic image of the
home cell accumulates a phase factor and is thus not strictly
periodic.””*'” Further, it was shown that neither a Resta-type
nor a Berry-type formula for bulk quadrupole moments exists.'”®
Kang et al. instead propose to define the bulk multipole moments
in terms of closed Wilson loops."”® A third proposal due to Balduff
and Caricato'”” relies on enforcing the translational invariance of
the matrix elements corresponding to the electric quadrupole
moment operator. By evenly distributing the non-hermitian part
of the electric quadrupole matrix elements between the matrix itself
and its adjoint element, a Hermitian electric quadrupole matrix is
obtained. In any case, the mentioned definitions of multiple
moments for periodic systems are only concerned with the expecta-
tion values of the multipole operators in the whole bulk, while in
eqn (54) the multipole integrals are needed in the AO basis and
including basis function derivatives.

Notably, the aforementioned issues do not arise when the
basis functions do not carry a gauge dependence, as was
demonstrated in the formulation of NVPT using only plane
waves as a basis.>®'”® In this case, no technical issues arise in
the formulation of the Sternheimer equation and the definition
of the APTs, since the IGLO approach can be applied to the
formula for the AATs (eqn (54)). It was shown, though, that
extensive post-processing is necessary to obtain gauge-invariant
and physically meaningful VCD spectra.’”® As such, the appli-
cation of a plane wave basis set does not offer a straightforward,
black-box implementation for VCD spectra.

We now want to focus on the more general problem of
defining a bulk magnetization (the magnetic dipole moment
per volume) that is implied when carrying out periodic VCD
simulations. In analogy to the modern theory of polarization,*!
the modern theory of orbital magnetization'*° has emerged
recently. It has been shown that the evaluation of the magne-
tization over bulk Wannier functions results only in the local
circulation (LC) contribution to the orbital magnetization. The
itinerant contribution (IC), arising from the surface contribu-
tions, is absent from the expression**°

m 1 Noce

M= -
_ 2¢c Vcell 2CVCE“ 7

(wjlr x Flw;) (64)
and must be considered separately. As such, the Wannier

function approach alone is not sufficient to recover the whole
bulk magnetization, as discussed in Section 3.1.
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5. Conclusion

In this review article we have presented an overview of the
different strategies that have been developed to overcome the
difficulties arising in periodic implementations involving the
position operator in the presence of PBC. The polarization, as
well as the electric dipole polarizabilities, suffer from the
arbitrary choice of the origin of the electronic position opera-
tor. The most often employed remedies for this problem are
based on the Berry phase formalism and the modern theory of
polarization. In these schemes, the bulk polarization is not
expressed in terms of the usual dipole moment operator, but
rather in terms of k-derivatives of cell periodic Bloch functions.
An equivalent formulation relies on MLWFs that are computed
via the Berry phase and lead to an expression for the bulk
polarization that is identical to the Berry phase formula. For the
electric dipole polarizabilities and quantities related to the
electric dipole moment operator, the MLWFs lead to the IGLO
(or Wannier gauge) method that is especially useful in pertur-
bation calculations. Another approach not directly related to
the Berry phase, is the velocity gauge which replaces the
electronic position operator by its Heisenberg time derivative
which is unproblematic in periodic systems and often
employed in TD-DFT calculations of electric dipole-electric
dipole polarizabilities and electric transition dipole moments.
Additionally, some results have been presented which rely on
periodic DFT embedding for the calculation of local electric
dipole moments in periodic systems.

In the case of magnetic properties, the CSGT method has
been applied to the simulation of NMR and EPR shifts as well
as the closely related magnetic susceptibility tensors obeying
PBC. These methods have also been combined with MLWFs,
taking advantage of the short-ranged nature of the electronic
current. GIAOs have also been used to carry out simulations with
finite magnetic fields as well as perturbation calculations of finite
systems. We have also described particular challenges for the
calculation of periodic VCD spectra with an emphasis on the NVPT
and atom-centered basis functions. The only documented imple-
mentation of periodic VCD spectra has been carried out in a plane
wave code using the CA formalism in the velocity gauge in
combination with MLWFs. Whether such an implementation is
complete, in the sense that it includes also the surface contribu-
tions of the bulk magnetization, is not clear.

Another promising route for the implementation of the electronic
current density in periodic system is current-DFT.”*'®" In this
approach, the DFT exchange—correlation functional is defined in terms
of the applied magnetic vector potential, leading to a gauge-invariant
and periodic theory of DFT in presence of finite magnetic fields."*
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