
6746 |  Phys. Chem. Chem. Phys., 2023, 25, 6746–6756 This journal is © the Owner Societies 2023

Cite this: Phys. Chem. Chem. Phys.,

2023, 25, 6746

Thermal transport across copper–water interfaces
according to deep potential molecular dynamics†

Zhiqiang Li, a Xiaoyu Tan,b Zhiwei Fu,bc Linhua Liu *ab and Jia-Yue Yang *ab

Nanoscale thermal transport at solid–liquid interfaces plays an essential role in many engineering fields.

This work performs deep potential molecular dynamics (DPMD) simulations to investigate thermal trans-

port across copper–water interfaces. Unlike traditional classical molecular dynamics (CMD) simulations, we

independently train a deep learning potential (DLP) based on density functional theory (DFT) calculations

and demonstrated its high computational efficiency and accuracy. The trained DLP predicts radial distribu-

tion functions (RDFs), vibrational densities of states (VDOS), density curves, and thermal conductivity of

water confined in the nanochannel at a DFT accuracy. The thermal conductivity decreases slightly with an

increase in the channel height, while the influence of the cross-sectional area is negligible. Moreover, the

predicted interfacial thermal conductance (ITC) across the copper–water interface by DPMD is 2.505 �
108 W m�2 K�1, the same order of magnitude as the CMD and experimental results but with a high com-

putational accuracy. This work seeks to simulate the thermal transport properties of solid–liquid interfaces

with DFT accuracy at large-system and long-time scales.

1. Introduction

Thermal transport at solid–liquid interfaces is a crucial phe-
nomenon that occurs widely in the fields of device cooling,1–3

solar-driven interfacial evaporation,4 photothermal cancer
therapy5 and laser-induced drug release.6 Hindered by experi-
mental equipment and the environment, it is extremely diffi-
cult to accurately measure the thermal physical properties at
the solid–liquid interface when the characteristic length is
reduced to the nanoscale.

Classical molecular dynamics (CMD), as a powerful tool to
capture atoms’ motion trajectories, has been widely applied to
simulate nanoscale thermal transport. Ohara and Torii7 per-
formed CMD simulations to study the shear behavior of liquid
water between two solid walls and found that the types of solid
surfaces played a critical role in the interfacial thermal trans-
port. Ueki et al.8 investigated the instantaneous interfacial
thermal resistance using CMD when the nanoscale water

droplet cools down and freezes. Furthermore, Yu et al.9 per-
formed CMD simulations to study the heat transport through
the solid–liquid interface and revealed the direction of energy
transport during the evaporation process. Frank et al.10 studied
the influence of surface irregularities and imperfections on the
interfacial thermal resistance using CMD. A mathematical opti-
mization method of the grooved nanostructured surface design
was also used to enhance heat transfer at the solid–liquid
interface.11 Guo et al.12 investigated the interfacial heat transfer
between parallel plates and a thin layer of liquid argon with the
empirical Lennard–Jones (LJ) potential. Heat flux and tempera-
ture drop were calculated in the channel, and then the thermal
resistance was evaluated. Though CMD can simulate a solid–
liquid system consisting of a large number of atoms, its accuracy
suffers from the empirical potential, especially under extreme
conditions (high temperature and high pressure). By contrast, ab
initio molecular dynamics (AIMD) provides a framework for on-
the-fly construction of a potential energy surface (PES) using
density functional theory (DFT) calculations and has become a
powerful tool to investigate the dynamical properties of solid–
liquid interfaces.13,14 However, the high computational cost
limits the use of AIMD to the time scale of B10 ps and hundreds
of atoms, thus limiting its application in solid–liquid interfaces.

Machine learning potentials (MLPs) combine the high efficiency
of CMD with the accuracy of first-principles, and provide a para-
digm for accurate simulation of large systems. MLPs have recently
been applied to predict the thermal properties,15–18 optical
properties,19 chemical reactions,20–22 and phase diagrams23,24 of
crystalline solids or liquids, and demonstrated a greatly
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improved computational efficiency over AIMD. Zuo et al.25

performed a comprehensive evaluation of machine learning
interatomic potentials (IAPs) and provided a benchmark for
common MLPs. Xie et al.26 explored the accuracy/performance
tradeoff of different MLPs and the deep learning potentials
(DLP) exceled in computational efficiency due to its reduced
manual input hyper-parameterization and Graphics Processing
Unit (GPU) acceleration. Applications of DLPs to the solid–
liquid interface include the proton transport at TiO2–water
interfaces,27 the profiles and migration of the Pd–Si solid–
liquid interface,28 and the solid–liquid phase transition of
silicon.29 Recent calculations reported the structural and ther-
modynamic properties of the liquid–vapor interface using
neural-network molecular dynamics.30,31 To the best of our
knowledge, there have been no significant reports of research on
the solid–liquid interfacial heat transfer with MLPs. MLPs have
great potential for breaking the barrier of incompatible between
computational accuracy and speed in the study of heat transfer at
the solid–liquid interface. Hence, it is important to improve the
applicability of MLPs to solid–liquid interfacial heat transfer,
especially for the training process of MLPs and subsequent applica-
tions. In this work, we build a nano-channel model consisting of
copper, liquid water and copper–water interface, develop a DLP
trained on DFT calculations, and apply deep potential molecular
dynamics (DPMD) to simulate the thermal transport across the
copper–water interface. The DLP is trained by a large set of interface
structures including copper and liquid water, and its accuracy is
determined by comparing the predicted energy (or forces) with
DFT. The size effect on thermal conductivity has been considered
and validated using DLP. The DPMD simulations exhibit a reason-
able prediction of the thermal conductivity, radial distribution
functions (RDFs), vibrational densities of states (VDOS) and density
distribution curves of water in the nano-channel. Moreover, the
predicted interfacial thermal conductance across the copper–water
interface is 2.505 � 108 W m�2 K�1, the same order of magnitude
as LJ potentials and experimental results.

2. Computational methodology
2.1. Data acquisition and training

The rationality, consistency, and completeness of the training
structures are crucial to yield reliable and accurate DLPs. Prior
to training DLPs, we first constructed a copper (010)–water
interface structure consisting of 139 atoms (64 copper atoms
and 25 water molecules), following previous literature
reports.22,32 The deep potential generator (DP-GEN)33 active-
learning package was employed to generate training datasets.
Three main steps were followed including exploration, labeling,
and training, and more details are given in ref. 33 and 34.

To initialize the workflow, we performed AIMD simulations
to generate initial training datasets and trained four DLPs with
different random seeds. Further details can be found in Section
III of the ESI.†

Exploration. This step aims to explore the configure space
based on MD simulations with the initial DLPs. DPMD simulations

were performed by running canonical ensemble (NVT) at various
temperatures (280 K, 290 K, 300 K, 310 K, and 320 K). In addition,
to generate more abundant configures, we selected a couple of
different structures from AIMD trajectories as the initial structures.

To sample reasonable configures from DPMD trajectories, we
introduced the model deviation e, which is defined as the max-
imum standard deviation of the predictions for the atomic forces:

e ¼ max
i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Fi � Fih ik k2h i

q
(1)

where i is the atomic index, Fi is the atomic force and oFi4
represents the average of four different DLPs. Similarly, an upper
and lower bound of the trust levels, ehi and elo are used; only
configurations whose model deviations e fall between the bounds
will be considered for DFT calculations in the labeling stage. Here
we set elo = 0.12 eV Å�1 and ehi = 0.25 eV Å�1.

Labeling. In this stage, the configurations within the model
deviations will be labeled for DFT calculations. The projected
augmented wave (PAW) method35 and the generalized gradient
approximation of Perdew–Burke–Ernzerhof (PBE)36 functional are
used in the DFT calculations with the Vienna Ab Initio Simulation
Package (VASP)37 software. The cutoff energy for the plane wave
expansion is set to 500 eV, and the Brillouin zone is sampled at the
G point. The SCF energy convergence threshold is chosen to be
10�6 Hartree/atom. Recent studies27,30 showed that the dispersion-
corrected DFT accounts for a large proportion of computational
accuracy, especially for water and metal–water systems. Hence, the
PBE functional with a D3 dispersion correction38,39 was used.

Training. The reference configurations in the Labeling step
were added to the training data. A total of 9505 ab initio
snapshots are generated for the DLP training.

We adopted the DeepMD-kit40 software to train data and fit
potentials, implemented by the deep learning framework
TensorFlow.41 The system energy is decomposed into the
energy per atom

E ¼
XNatom

i¼1
Ei (2)

where Ei (atomic energy) is determined by the local chemical
environments of the atom within the radius cutoff Rc.

Ei ¼ EsðiÞ Ri; Rj jj 2 NRcðiÞ
� �� �

(3)

where NRc(i) denotes the index set of the neighbors of atom i
within the radius cutoff Rc, and Ri represents the atomic
coordinate. To guarantee the translational, rotational, and
permutational symmetries of the PES, the DeepMD-kit employs
the descriptors (Da

ij) to map atomic positions into chemical
descriptor information.

Da
ij

n o
¼

1

Rij
;
xij

Rij
;
yij

Rij
;
zij

Rij

� �
;Rij � Rcs

1

Rij

� �
;Rcs oRij � Rc

8>>>><
>>>>:

(4)

The superscript a can have values of 0, 1, 2, and 3. When a =
0, only radial information, is used, while using a = 0, . . ., 3
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indicates full radial and angular information are used for
model training. Further details are available in ref. 42 and 43
DeepMD-kit has implemented the descriptors of ‘se_e2_a’,
‘se_e2_r’, and ‘se_e3’. For ‘se_e2_a’, the notation means that
the descriptor is constructed from all information (both angu-
lar and radial) of atomic configurations. The e2 stands for the
embedding with two-atoms information. Only the radial infor-
mation of atomic configurations is included in the descriptor
‘se_e2_r’. Similarly, both angular and radial information are
integrated into the descriptor ‘se_e3’. The embedding takes
angles between two neighboring atoms as input (denoted by
e3). The detailed information can be found in ref. 40 and 43
The descriptor ‘se_e2_a’ was applied, and the size of the
embedding neural network and fitting neural network was set
to {25, 50, 100} and {240, 240, 240}, respectively. The smooth
cutoff (Rcs) and radius cutoff (Rc) were chosen to be 0.5 Å and
6.0 Å, respectively. Besides, the Adam stochastic gradient
descent method44 was used to optimize the model parameters
while minimizing the loss function

L pe; pf ; px
� �

¼ peDe2 þ
pf

3N

X
i

DFij j2 þ px

9
Dxk k2 (5)

where D denotes the differences between the training data and
DPMD prediction, N is the number of atoms, e represents
energy per atom, Fi is the force on atom i, and z is the virial
tensor, respectively. Note that no virial data were included in
the training process, we set pz = 0. The starting prefactors were
0.02 and 1000 for the energy and force errors, respectively,
which means that the training process was initially dominated
by force-fitting. The learning rate decreased exponentially from
the initial 1.0 � 10�3 to 3.5 � 10�8 with the decay rate and
decay step equaling 0.95 and 5000, respectively.

2.2. DPMD simulation

DPMD simulations were completed by the LAMMPS45 software,
which had been interfaced with the DeepMD-kit. To study the
thermal transport across the copper–water interface, a nano-
channel was constructed, as shown in Fig. 1. Two plates
consisting of copper atoms were located at the bottom and
top, respectively. The bottom plate consists of five layers of
copper atoms arranged horizontally, and the outmost layer was
fixed to prevent other atoms from moving. The middle two
layers called ‘‘phantom atoms’’ were considered as heat sources

connected to an external thermostat. The two innermost layers
were in direct contact with water molecules. The top copper
atoms were configured in the same way.

After constructing the nano-channel, the geometry optimi-
zation was performed using the conjugate gradient (CG) algo-
rithm. Then, the system was relaxed for 0.2 ns with a timestep
of 0.5 fs under the NPT ensemble, and the relaxation tempera-
ture was set at 300 K via a Nosé–Hoover thermal bath. The
system’s energy, temperature, and pressure changes were mon-
itored until reaching equilibrium. A dynamical simulation run
in the microcanonical ensemble (NVE) was performed. To
explore heat transport, a temperature difference of 40 K was
applied between the bottom (hot) and top (cold) plates. The
bottom plate was heated up to 320 K, and the temperature of
the top plate remained at 280 K by the Langevin method.46 In
particular, since the cutoff radius of each atom has been
specified during the training process, there is no need to reset
the cutoff radius here. Periodic boundary conditions were set in
all directions and the visualization was realized using the
OVITO47 software. To assess the accuracy of DLPs relative to
empirical potentials, the thermal transport properties were also
simulated with Lennard Jones (LJ) potentials. Two common
water models, TIP4P48 and SPC,49 were used to perform CMD
simulations.

3. Results and discussion
3.1. Validation of DLP model

To validate the trained DLP, we randomly chose 50 Cu-water
interface data (not included in the training data) as testing sets
to estimate the energy, forces, and root mean square error
(RMSE). In Fig. 2, the predicted energy and force by DLP are
excellently consistent with DFT. The RMSEs for the interface are
quite low (1.7804 meV per atom for energy and 73.973 meV Å�1

for force) and the coefficient of determination is close to 1. The
excellent agreement between DLP and DFT has confirmed its
high accuracy and capability for further thermal transport
property predictions.

The RDFs can reflect the structural properties of confined
water in the nanochannel. To further evaluate the accuracy of
DLP in describing the structural evolution process, we built a
copper–water interface of 139 atoms and performed both

Fig. 1 (a) Schematic diagram for liquid water embedded in the nano-channel composed of copper atoms, and (b) the simulation setup of the NEMD
method and the thermostat is applied to the bottom and top plate, respectively.
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DPMD and AIMD simulations at 300 K. Considering the com-
putational cost, AIMD and DPMD run 9200 steps with a time-
step of 0.5 fs. Due to the copper atoms being motionless during
the heat transfer, we only considered the RDFs of water, and the
average RDFs of the last 2000 configures are calculated and
compared, as shown in Fig. 3. For oxygen–hydrogen RDFs,
DPMD is highly consistent with AIMD in terms of peak inten-
sity and trend. It should be noted that in Fig. 3(b) and (c), at r 4
3.5 Å, the RDFs obtained from DPMD are slightly higher than
AIMD results due to the limited statistics and small system size
of AIMD. Aside from this region, DPMD simulations reproduce
well the RDFs trend from AIMD calculations. Additional valida-
tion tests are reported in the ESI,† where we compare the RDFs
of water resulting from the large system and small system.
It can be concluded that DLP not only describes the dynamic
characteristics of the system with the accuracy of DFT, but also
generalizes the accuracy of DFT to the larger system. Moreover,
we also compare the VDOS of water and copper as obtained
from 4.6 ps of AIMD, CMD and DPMD simulations of the
copper–water interface. The VDOS is calculated from the Four-
ier transform of the velocity autocorrelation as follows:

GðoÞ ¼ 1ffiffiffiffiffiffi
2p
p

Ðþ1
�1

vð0Þ � vðtÞh i
vð0Þ � vð0Þh ie

�iotdt (6)

where v represents the atomic velocity, o is the phonon
frequency and the angle brackets indicate the ensemble aver-
aging. As shown in Fig. 3(d), the VDOS of copper is maintained
to the low-frequency region (o14 THz) and those three curves
show the same change trend except for the differences in peak
position and intensity. The VDOS values of water are broadly
distributed in the range 0–50 THz. Surprisingly, the peak
position at high frequency (50 GHz) predicted by DPMD is
almost identical to the AIMD result, which is not found in the
CMD result. Further analysis reveals that the high frequency
peak is caused by the vibration of the hydrogen atoms, whose
potential energy contribution is neglected during the CMD
simulations. It is noted that DPMD cannot repeat the VDOS
curve as precisely as it can reproduce RDF due to the complexity
of the solid–liquid interface structure and potential energy
surface, which is beyond the scope of this work.

3.2. Size effect of NEMD simulation

The size effect has been a challenge in NEMD simulations
according to previous studies.50,51 Research indicates that the
cross-sectional area has less influence on the thermal transport
properties, while the thermal transport properties are more
sensitive to the channel height.52,53 To verify this, size factors
affecting thermal conductivity have been analyzed using DLP.

Fig. 2 (a) Comparison between the DFT energies per atom and the DLP prediction, and (b–d) comparison between the DFT forces and DLP prediction in
different directions. The red line denotes the fitting curve, and the blue dots and black dots represent the force coordinates and energy coordinates,
respectively.
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Five types of nano-channels were prepared with the cross-
sectional areas of 10 Å (x) � 39 Å (z), 15 Å (x) � 39 Å (z), 20 Å
(x) � 39 Å (z), 25 Å (x) � 39 Å (z) and 34 Å (x) � 39 Å (z) and the
same channel height (46.5 Å). Next, we perform a non-
equilibrium molecular dynamics (NEMD) simulation with the
DLP to predict thermal conductivity of liquid water embedded
in the nano-channel. The nano-channel is relaxed at 300 K, and
the initial density of the liquid water is 1 g cm�3 corresponding
to the normal conditions. The water temperature profiles and
smoothed results (inserted figure) predicted with different
potentials are shown in Fig. 4(a). It is observed that the water
temperature for all the potentials consistently increases to the
target temperature (300 K) due to the heating from the copper
surface. Since the temperature of the heat source and heat sink
are set to 320 K and 280 K, respectively, the average tempera-
ture of liquid water should be about 300 K after the system
reaches thermal equilibrium. Our trained DLP successfully
predicts the stabilized temperature of 300 K for the liquid
water, the same as empirical potentials (SPC and TIP4P).
Fig. 4(b) depicts the cumulative energy input and output
through the heat source and heat sink, whose energy difference

maintained at 0 eV suggests that the system has an excellent
energy conversion. The energy input and output are fitted by
linear curves and the slopes are averaged to obtain the heat
flux. To obtain the temperature gradient, the liquid water is
equally divided into 27 bins, and the average temperature of
each bin is calculated. A clear temperature gradient for water is
shown in Fig. 4(c). Once obtaining the heat flux at the solid–
liquid interface and the temperature gradient, the thermal
conductivity of liquid water can be evaluated following the
classical Fourier’s law.

In Fig. 5(a), the predicted thermal conductivity remains
nearly unchanged as the cross-sectional area increases. We also
investigate the influence of channel heights (25 Å, 31 Å, 39.5 Å,
and 46.5 Å), as shown in Fig. 5(b), the thermal conductivity
reduces as a function of the channel height. As the channel
height increases, thermal conductivity approaches the value of
bulk water, which is consistent with empirical potentials.52,53

Previous studies53,54 emphasized that the thermal conductivity
of water confined in the nano-channel would be relatively larger
compared with bulk water due to the interactions between the
liquid and solid. Therefore, the length and width of the

Fig. 3 (a) O–H radial distribution function comparison between the DPMD and the AIMD, (b) H–H radial distribution function comparison and (c) O–O
radial distribution function comparison. (d) The vibrational density of states of the Cu surface. (e) The vibrational density of states of the water and (f)
partial enlargement (43.5–53 THz) of high frequency peaks.
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simulation box should be large enough to eliminate the size
effect on the thermal conductivity. A cross-sectional area of
25 Å � 39 Å and a height of 46.5 Å are chosen in this study to
balance computational cost and uncertainty in the results.
918 water molecules are randomly distributed in the middle
of the nano-channel with an average density of 1 g cm�3.

3.3. Density distribution of water

Thermal transport properties across the solid–liquid interface
are strongly correlated with the liquid water distribution in the
nano-channel. We calculate the density distribution curve of
liquid water along the y-direction. The system box is divided

evenly into 50 bins along the y-direction, and the number
density in the bin is calculated. Water molecules aggregate
and appear near the walls, which arises from the interaction
between solid and liquid atoms. This interaction promotes the
regular arrangement of water molecules near the wall similar to
solid atoms, called the ‘‘solid-like’’ layer,55,56 as shown in the
Fig. 6(a). This is more intuitively observed in Fig. 6(b), where
the number density changes sharply near the wall, and then
oscillates and decays to the average level. In the central region,
water molecules distribute uniformly and continuously in a
fluid state, corresponding to the relatively gentle position of the
number density curve. Compared with LJ potentials, the density

Fig. 4 (a) The temperature variation profiles of liquid water embedded in the nano-channel, (b) the cumulative energy added to the heat source and
energy removed from the heat sink and heat flux across the interface is obtained by a linear fitting of the profiles, and (c) the temperature distributions of
water in the nano-channel. Note that the heat flux is in units of eV ps�1 and the temperature gradient is in units of K Å�1.

Fig. 5 (a) Thermal conductivity of water with different cross-sectional areas. (b) Thermal conductivity of water with a different channel height.
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peak appears at 12 Å and 35 Å when using DLP simulations,
and the density peak shifts to a certain extent as the intensity
decreases. It can be concluded that the adsorption and aggre-
gation of water molecules will also occur on the copper surface,

showing hydrophilicity, but the aggregation state of water
molecules is slightly different from LJ potentials. In order to
characterize the aggregation state of water molecules, the
density distribution profiles of liquid water molecules and

Fig. 6 (a) The thermal equilibrated structures of water layers near the solid wall obtained by dynamical simulations and (b) water density profiles along
the y direction calculated from dynamical simulations with different potentials.

Fig. 7 Mass density distribution profile and morphology of the solid–liquid interface (which is highlighted in the red solid line) for DLP and empirical
potentials at (a) 7 ns, (b) 8 ns and (c) 9 ns.
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the corresponding morphology of the solid–liquid interface at
7, 8 and 9 ns are studied, as Fig. 7 shows. Overall, the density
distribution of different potentials remains almost constant
after reaching the equilibrium state. DLP presents a weak
density peak compared to the empirical potential, which corre-
sponds to the results in Fig. 6. In addition, for the solid–liquid
interface morphology, DLP exhibits a nonlinearly varying mor-
phology compared to the flatter morphology of empirical
potentials. The reason may lie in the form of the potential
model and its scope of application. LJ potential describes the
two-body interactions at most, and its functional form has been
defined. In contrast, the deep neural network (DNN) can be
used to approximate any high-dimensional function and has
the advantage of characterizing many-body potentials. The DLP
based on DNN training is different from the fixed functional
form of empirical potentials, and is more like some mapping
relationship. From another perspective, a well-designed DNN
presents the essential physical image and structural informa-
tion better than the fixed functional form.

3.4. Thermal transport properties of solid–liquid interfaces

ITC is a significant parameter to evaluate thermal transport
properties at solid–liquid interfaces. To verify the suitability of
the DPMD simulation, we also perform NEMD simulations
using DLP and empirical potentials, respectively, to calculate
the ITC across the interface. Based on the temperature dis-
tribution and heat flux, the ITC across the solid–liquid interface

can be evaluated as follows:

G ¼ � J

DT � A (7)

where J represents the heat flux, A is the cross-sectional area
where the heat flux flows, and DT is the temperature drop
across the solid–liquid interface. Heat flux has been calculated
in the Size Effect of NEMD Simulation. To determine the
temperature jumps, the linear least squares method is applied
to extrapolate the linear temperature from the liquid region to
the solid surfaces and vice versa. Fig. 8 shows a noticeable
temperature jump across the solid–liquid interface and the
fitting results of the linear temperature. The temperature drop
near the heat source is about 17.03 K for the DLP calculation,
while that of SPC and TIP4P is 9.95 K and 9.50 K, respectively.
At the heat sink, the temperature drop decreases to 13.05 K for
the DLP calculation, while that of SPC and TIP4P is 9.70 K and
9.50 K, respectively. The averaged heat flux for the DLP is
0.22528 eV ps�1 (DLP), while that of SPC and TIP4P is 0.25782 eV
ps�1 and 0.25323 eV ps�1, respectively. In Table 1, it is
observed that ITC predicted by DLP is 2.505 � 108 W m�2 K�1

with a relatively small error (� 0.335 � 108 W m�2 K�1), while
empirical potentials predict a much higher ITC. TIP4P predicts
the ITC as 4.38 � 108 W m�2 K�1, and that of SPC is 4.26 �
108 W m�2 K�1 and 4.37 � 108 W m�2 K�1, respectively. In
addition, ITC is not an intrinsic property and we herein investi-
gate the effect of the thermal bath type, temperature and system
size on the interfacial thermal conductance. The detailed results
are summarized in Section IV of the ESI,† where the original
results are used as a comparison. It concludes that DLP predicts
ITC in the same order of magnitude as LJ potentials and experi-
mental values,57 and the results of LJ potentials are much larger as
a result of strong solid–liquid interaction. Note that the experi-
mental value is the interfacial thermal conductance of other types
of metals (Au) with water. We compute the VDOS to further
quantify the solid–liquid interaction. Fig. 9 illustrates the VDOS
of the water has an overlap with the copper surface, where the LJ
potentials display a larger overlapping area compared to DLP, as
shown in Fig. 9(b) and (c). Typically, a large overlap between the
VDOS suggests strong interfacial coupling strength and, therefore,
produces a reduction in the mobility causing the interfacial liquid
to resemble the solid vibrational properties.58 The strong solid–
liquid interaction drives water adsorption on the surface to
produce a density peak, which normally promotes the formation
of a ‘‘solid-like’’ layer. Compared to LJ potentials, DLP displays a
smaller density peak, i.e., a weak ‘‘solid-like’’ layer, resulting in
relatively low ITCs.

Fig. 8 The temperature distributions along the y direction calculated
from dynamical simulations with DLP and empirical potentials. The x in
the function expression represents the position in the y-direction, and y on
behalf of temperature.

Table 1 ITC predicted using different potentials. ITC is in units of W m�2 K�1

DLP TIP4P SPC Experimental values57

High-temperature interface 2.17 � 108 4.38 � 108 4.26 � 108 —
Low-temperature interface 2.84 � 108 4.38 � 108 4.37 � 108 —
Average value (2.505 � 0.335) � 108 4.38 � 108 (4.315 � 0.055) � 108 (1.800 � 0.300) � 108
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3.5. Evaluation of computational efficiency

Finally, we present a brief summary of the computational
efficiency of DPMD simulation. According to the calculation
parameters mentioned in the Computational Methodology, it
should take the CPU time of B217 h to finish a 4.6 ps AIMD
calculation (139 atoms) using one compute node (64 Intel Xeon-
>Platinum 8375c CPU cores). By comparison, it only takes 125 h
to realize a 6200 ps DPMD simulation of 4294 atoms running
with a NVIDIA RTX 3090 GPU. A little bit inappropriate is
that computational consumption of DLP training is not con-
sidered, and different computing platforms are adopted for
DPMD and AIMD respectively. More notably, large-scale mole-
cular dynamics simulations with DFT accuracy are expected to
be realized, and the computational efficiency could be main-
tained to a certain extent.

4. Conclusions

This work presents a DLP trained on DFT calculations com-
bined with an active learning scheme to investigate the thermal
transport process across solid–liquid interfaces. The diversity
and integrity of the solid–liquid interface are extended by active
learning methods to train a more accurate DLP. Due to the
well-described interaction between water and copper, DPMD
exhibits excellent performance in predicting the thermal con-
ductivity, RDFs, VDOS and density distribution curves of water
at solid–liquid interfaces. Moreover, the average interfacial
thermal conductance across the copper–water interface pre-
dicted by DLP is estimated to be 2.505 � 108 W m�2 K�1, the
same order of magnitude as LJ potentials and experimental
results. The VDOS further quantifies the solid–liquid inter-
action, demonstrating that the existence of solid–liquid inter-
actions and strong coupling prompt heat transport at the
interface. This work studies interfacial thermal transport under
normal temperature conditions using DLP and obtains uniform
results with experiments and empirical potentials. It is
expected to develop more accurate DLPs to explore thermal

transport in extreme environments, especially under high
temperature and pressure conditions.

Data availability

Training data and input files for DPMD have been made
available at https://doi.org/10.5281/zenodo.7070848.
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35 P. E. Blöchl, Projector augmented-wave method, Phys. Rev.
B: Condens. Matter Mater. Phys., 1994, 50, 17953–17979.

36 Y. Zhang and W. Yang, Comment on ‘‘Generalized Gradi-
ent Approximation Made Simple’’, Phys. Rev. Lett., 1998,
80, 890.

37 G. Kresse and J. Furthmüller, Efficient iterative schemes for
ab initio total-energy calculations using a plane-wave basis
set, Phys. Rev. B: Condens. Matter Mater. Phys., 1996, 54,
11169–11186.

38 L. Goerigk and S. Grimme, A thorough benchmark of
density functional methods for general main group thermo-
chemistry, kinetics, and noncovalent interactions, Phys.
Chem. Chem. Phys., 2011, 13, 6670.

39 S. Grimme, J. Antony, S. Ehrlich and H. Krieg, A consistent
and accurate ab initio parametrization of density functional
dispersion correction (DFT-D) for the 94 elements H-Pu,
J. Chem. Phys., 2010, 132, 154104.

40 H. Wang, L. Zhang, J. Han and E. Weinan, DeePMD-kit: A
deep learning package for many-body potential energy
representation and molecular dynamics, Comput. Phys.
Commun., 2018, 228, 178–184.

41 M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen,
C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin,
S. Ghemawat, I. Goodfellow, A. Harp, G. Irving, M. Isard,
Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Levenberg,
D. Mane, R. Monga, S. Moore, D. Murray, C. Olah,
M. Schuster, J. Shlens, B. Steiner, I. Sutskever, K. Talwar,
P. Tucker, V. Vanhoucke, V. Vasudevan, F. Viegas,
O. Vinyals, P. Warden, M. Wattenberg, M. Wicke, Y. Yu
and X. Zheng, TensorFlow: Large-Scale Machine Learning
on Heterogeneous Distributed Systems, arXiv, 2016, pre-
print, arXiv.1603.04467 [cs.DC], DOI: 10.48550/
arXiv.1603.04467.

42 L. Zhang, J. Han, H. Wang, R. Car and E. Weinan, Deep
Potential Molecular Dynamics: A Scalable Model with the
Accuracy of Quantum Mechanics, Phys. Rev. Lett., 2018,
120, 143001.

43 L. Zhang, J. Han, H. Wang, W. Saidi, R. Car and E. Weinan,
Advances in Neural Information Processing Systems, Curran
Associates, Inc., 2018, vol. 31.

44 D. P. Kingma and J. Ba, Adam: A Method for Stochastic
Optimization, arXiv, 2017, preprint, arXiv.1412.6980 [cs.LG],
DOI: 10.48550/arXiv.1412.6980.

45 S. Plimpton, Fast Parallel Algorithms for Short-Range Mole-
cular Dynamics, J. Comput. Phys., 1995, 117, 1–19.

46 H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren,
A. DiNola and J. R. Haak, Molecular dynamics with coupling
to an external bath, J. Chem. Phys., 1984, 81, 3684–3690.

47 A. Stukowski, Visualization and analysis of atomistic simu-
lation data with OVITO–the Open Visualization Tool, Mod-
ell. Simul. Mater. Sci. Eng., 2010, 18, 015012.

48 J. L. F. Abascal and C. Vega, A general purpose model for the
condensed phases of water: TIP4P/2005, J. Chem. Phys.,
2005, 123, 234505.

49 P. Mark and L. Nilsson, Structure and Dynamics of the
TIP3P, SPC, and SPC/E Water Models at 298 K, J. Phys.
Chem. A, 2001, 105, 9954–9960.

50 H. Ghasemi, A. Rajabpour and A. H. Akbarzadeh, Tuning
thermal conductivity of porous graphene by pore topology
engineering: Comparison of non-equilibrium molecular
dynamics and finite element study, Int. J. Heat Mass Trans-
fer, 2018, 123, 261–271.

51 M. Vohra, A. Y. Nobakht, S. Shin and S. Mahadevan, Uncer-
tainty quantification in non-equilibrium molecular
dynamics simulations of thermal transport, Int. J. Heat Mass
Transfer, 2018, 127, 297–307.

52 S. Alosious, S. K. Kannam, S. P. Sathian and B. D. Todd,
Kapitza resistance at water–graphene interfaces, J. Chem.
Phys., 2020, 152, 224703.

53 Z. Zhao, C. Sun and R. Zhou, Thermal conductivity of
confined-water in graphene nanochannels, Int. J. Heat Mass
Transfer, 2020, 152, 119502.

54 Q.-X. Liu, P.-X. Jiang and H. Xiang, Molecular dynamics
simulation of thermal conductivity of an argon liquid layer
confined in nanospace, Mol. Simul., 2010, 36, 1080–1085.

55 M. Torkzadeh and M. Moosavi, A combined molecular
dynamics simulation and quantum mechanics study on
the physisorption of biodegradable CBNAILs on h-BN
nanosheets, J. Chem. Phys., 2018, 149, 074704.

56 M. Rajasekaran and K. G. Ayappa, Influence of the extent of
hydrophobicity on water organization and dynamics on 2D
graphene oxide surfaces, Phys. Chem. Chem. Phys., 2022, 24,
14909–14923.

57 Z. Ge, D. G. Cahill and P. V. Braun, Thermal Conductance of
Hydrophilic and Hydrophobic Interfaces, Phys. Rev. Lett.,
2006, 96, 186101.

58 M. Masuduzzaman and B. Kim, Scale Effects in Nanoscale
Heat Transfer for Fourier’s Law in a Dissimilar Molecular
Interface, ACS Omega, 2020, 5, 26527–26536.

PCCP Paper

Pu
bl

is
he

d 
on

 2
0 

Fe
br

ua
ry

 2
02

3.
 D

ow
nl

oa
de

d 
on

 1
/2

7/
20

26
 9

:4
6:

19
 A

M
. 

View Article Online

https://doi.org/10.48550/arXiv.1603.04467
https://doi.org/10.48550/arXiv.1603.04467
https://doi.org/10.48550/arXiv.1412.6980
https://doi.org/10.1039/d2cp05530a



