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Ionization energies of metallocenes: a coupled
cluster study of cobaltocene†

Heijar Már Ajalsteinssona and Ragnar Bjornsson *ab

Open-shell transition metal chemistry presents challenges to contemporary electronic structure methods,

based on either density functional or wavefunction theory. While CCSD(T) is the well-trusted gold standard

for maingroup thermochemistry, the accuracy and robustness of the method is less clear for open-shell

transition metal chemistry, requiring benchmarking of CCSD(T)-based protocols against either higher-level

theory or experiment. Ionization energies (IEs) of metallocenes provide an interesting test case with

metallocenes being common redox reagents as well as playing roles as redox mediators and cocatalysts in

redox catalysis. Using highly accurate ZEKE-MATI experimental measurements of gas phase adiabatic

(5.3275 � 0.0006 eV) and vertical (5.4424 � 0.0006 eV) ionization energies of cobaltocene, we

systematically assessed the accuracy of the local coupled-cluster method DLPNO-CCSD(T) with respect to

geometry, reference determinant, basis set size and extrapolation schemes, PNO cut-off and extrapolation,

local triples approximation, relativistic effects and core–valence correlation. We show that PNO errors are

controllable via the recently introduced PNO extrapolation schemes and that the expensive iterative triples

(T1) contribution can be made more manageable by calculating it as a smaller-basis/smaller PNO-cutoff cor-

rection. The reference determinant turns out to be a critical aspect in these calculations with the HF deter-

minant resulting in large DLPNO-CCSD(T) errors, likely due to the qualitatively flawed molecular orbital

spectrum. The BP86 functional on the other hand was found to provide reference orbitals giving small

DLPNO-CCSD(T) errors, likely due to more realistic orbitals as suggested by the more consistent MO spec-

trum compared to HF. A protocol including complete basis set extrapolations with correlation-consistent

basis sets, complete PNO space extrapolations, iterative triples- and core–valence correlation corrections

was found to give errors of �0.07 eV and �0.03 eV for adiabatic- and vertical-IE of cobaltocene, respec-

tively, giving close to chemical accuracy for both properties. A computationally efficient DLPNO-CCSD(T)

protocol was devised and tested against adiabatic ionization energies of 6 different metallocenes (V, Cr, Mn,

Fe, Co, Ni). For the other metallocenes, the iterative triples (T1) and PNO extrapolation contributions turn out

to be even more important. The results give errors close to the experimental uncertainty, similar to recent

auxiliary-field quantum Monte Carlo results. The quality of the reference determinant orbitals is identified as

the main source of uncertainty in CCSD(T) calculations of metallocenes.

1 Introduction

Metallocenes are organometallic compounds featuring a metal
ion coordinated to two aromatic cyclopentadienyl (Cp) rings,
being a subset of the larger category of sandwich compounds
(see Fig. 1). The discovery of ferrocene in 1951 is commonly referred
to as the starting point of modern organometallic chemistry.1

Today, metallocenes form a large family of compounds, which

are still very relevant to many fields of chemistry. They com-
monly undergo one or more reversible one-electron oxidations,

Fig. 1 Cobaltocene (Cp2Co) in the eclipsed D5h conformer and a quali-
tative MO diagram of the ground state.
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or even reduction. Each Cp ring has 5 sites which can be
substituted by R-groups, allowing for tuning of their properties.
Ferrocene, for example, has been conjugated to amino-acids,
peptides or DNA,2 and is commonly used as an internal
reference in electrochemistry.3 Metallocenes also play a role in
catalysis, with zirconocenes being prevalent in catalytic olefin
polymerization.4 and decamethylchromocene and cobaltocene
being common reducing/oxidation agents, including the field of
N2 activation chemistry.5–7 Cobaltocene (Cp2Co) and its deriva-
tives can even be protonated and become capable of concerted
proton–electron transfer (CPET)8,9 chemistry, enabling them to
act as redox mediators for N2 and CO2 fixation10,11 More recently,
Peters and coworkers have shown that cobaltocene derivatives
with a tethered Brønsted base can act as particularly useful CPET
mediators when combined with molecular catalysts, bypassing
the competing hydrogen evolution reaction, enabling efficient
H-atom addition steps for reducing unsaturated organic
molecules12,13 and remarkably even fixing N2.14

In order to improve rational design and tuning of metallo-
cene properties using theoretical methods, a thorough under-
standing of their electronic structure and redox chemistry is
necessary, requiring computational methods that can describe
them consistently.

Unlike density functional theory, wave function theory (WFT)
methods form a systematic approach towards approaching the
solution of the exact electronic Schrödinger equation. Single-
reference wavefunction theory in the form of the coupled cluster
expansion is a particularly successful strategy. Electron correla-
tion is included in the wavefunction by including excited Slater
determinants via the exponential excitation operator. The excita-
tion operator is in practice truncated early and the most com-
mon truncation includes singles and doubles (CCSD) with triples
included perturbatively: CCSD(T). The CCSD(T) method is com-
monly discussed as the ‘‘gold standard’’ of computational
chemistry and more approximate methods are often bench-
marked against CCSD(T), particularly in the absence of reliable
experimental data.15–17

A drawback of the canonical CCSD(T) method is the N7

scaling with system size. Fortunately, great advances have been
made in the past decade with the development of near linear
scaling local correlation methodology. A pioneering method is
the domain based local pair natural orbital couple cluster
singles doubles and pertubative triples (DLPNO-CCSD(T))
approach implemented in ORCA.18–22 The method aims to
retain near-CCSD(T) accuracy at much reduced computational
cost by using localization of the occupied orbitals and a
truncated unoccupied pair natural orbital (PNO) basis,
expanded in terms of projected atomic orbitals (PAOs) in
domains. Pre-screening methods based on perturbation theory
truncate the PNO space for each electron pair based on a
predefined cut-off in their occupation numbers. Taking advan-
tage of 1/R6 decay in correlation energy with distance between
electron pairs (sparsity), domains are defined and MP2
(or semi-canonical local MP2) correlation energies then decide
which pairs are treated with CC (strong pairs), which are treated
at the MP2 level (weak pairs) and which are discarded, also

based on predefined cut-offs. This allows for a highly compact
treatment of electron correlation in the coupled cluster wave-
function. The method originally employed only semi-canonical
perturbative triples excitations, denoted T0, which ignores off-
diagonal Fock matrix elements. It was later shown that in some
cases, including open-shell metal complexes, this approxi-
mation can cause large errors, and a fully iterative triples (T1)
approximation was implemented that more accurately repro-
duces canonical triples correlation energies.23

Despite the overwhelming success of coupled cluster theory
and local correlation substantially extending the domain of
applicability, the ability of CCSD(T) to accurately describe
transition metal compounds, especially open-shell compounds,
has sometimes been called into question.24,25 Such problems
have often been attributed to the multi-reference character of
transition metal complexes, see e.g. ref. 26 for a discussion.
Truhlar and coworkers, for example, concluded that the CCSD(T)
method is no more accurate than the best available density
functional approximations in predicting heats of formation for a
group of transition metal diatomics, and suggested suspending
the use of CCSD(T) as reference method when benchmarking KS-
DFT,24 while Peterson and coworkers reported that CC methods
do, in fact, outperform DFT methods for the same data set
(revised experimental values used for some species) and for
metal oxide monomers and dimers.27,28 However, studies on
diatomic molecules or other very small metal complexes may
also represent particularly difficult examples (probably more
prone to multireference effects) and are perhaps not representa-
tive of the ligand fields more commonly encountered in syn-
thetic inorganic and organometallic chemistry.

Recently, Friesner and coworkers performed a computational
study into the ionization energies (IEs) of a group of metallo-
cenes for which experimental data were available, benchmarking
DFT methods, DLPNO-CCSD(T) as well as their auxiliary field
quantum Monte Carlo method (AFQMC).29 Remarkably they
found that a DLPNO-CCSD(T0) protocol was no more reliable
than DFT methods. The work did not establish clearly, however,
whether this indicates an inherit shortcoming of the coupled
cluster method, or whether it is caused by the approximations
invoked by the DLPNO methodology.

To clarify this apparent failure of DLPNO-CCSD(T) to accu-
rately describe the IEs of metallocenes, it would be first useful
to rule out potential errors from the experimental measure-
ments. The experimental ionization energies were derived from
electron–transfer equilibrium experiments using Fourier trans-
form ion cyclotron resonance mass spectrometry at 350 K.30,31

with reported uncertainties of �1.5 kcal mol�1 (�0.065 eV). It
would be preferable, however, to have access to a truly high
resolution determination of the ionization energy of a metallo-
cene at threshold and techniques based on zero kinetic energy
(ZEKE) and mass-analyzed threshold ionization (MATI) allow
for much lower uncertainties. In these methods, jet-cooled
molecules are excited to Rydberg states (ZEKE states), followed
by electric pulse ionization, and if the ZEKE states live long
enough, this will allow for a high-resolution vibronic-level
photoionization spectrum. Such an experiment has only been
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successful for one unsubstituted metallocene: cobaltocene
(Cp2Co).32 From the photoionization spectrum, adiabatic- and
vertical-ionization energies (IEs) of Cp2Co in the gas phase
could be determined with extremely high precision (�0.0006 eV):
giving an adiabatic IE of 5.3275 eV and a vertical IE of 5.4424 eV.32

This high-accuracy determination of the ionization energy of
cobaltocene at 0 K thus provides an excellent opportunity to
thoroughly test electronic structure methods as this experimental
reference is free from temperature, entropic and environmental
effects and has a much lower experimental uncertainty than data
for other metallocenes.

In this work we systematically study the accuracy and con-
vergence of the CCSD(T) method (in its local correlation,
DLPNO-form) in calculations of adiabatic- and vertical IEs of
Cp2Co, exploring the dependence of geometry, reference orbitals,
relativistic effects, basis set, PNO thresholds, local triples approx-
imations and core–valence correlation effects on the final result.
We thoroughly analyze different reference orbitals of Cp2Co, in an
attempt to explain why some KS-DFT reference orbitals outper-
form others, and to understand the failure of the HF reference
orbitals. We test the accuracy of the DLPNO-CCSD(T) method
against the highly accurate experimental values when calculated
at the highest levels our computational resources allow, as well as
suggesting protocols that balance computational cost and accu-
racy. These protocols were then tested for adiabatic ionization
energies of the series of metallocenes, previously studied by
Friesner and coworkers, and compared to the results of the gas
phase electron-transfer equilibrium experiments30,31 as well as the
previous AFQMC and DLPNO-CCSD(T0) computations.29

2 Computational details
2.1 DFT calculations

All calculations in this study were carried out using the ORCA
quantum chemistry program,33,34 version 5.0.2, interfaced to
the ASH program.35 Geometry optimizations and frequency
calculations were performed with the following density func-
tionals: BP86, TPSS, r2SCAN, TPSSh, B3LYP, PBE0, BHLYP and
M06-2X.36–42 PBE and PW91 orbitals were additionally tested as
reference determinants in correlation calculations. DFT-D3
dispersion corrections (with Becke–Johnson damping) were
included in all cases except for the M06-2X functional.43–45

D4 dispersion was used for Cp2Mn for reasons detailed in the
text.46 Harmonic vibrational frequency calculations were car-
ried out for evaluation of zero-point energies. For vibrational
entropies the quasi rigid rotor harmonic oscillator approxi-
mation (QRRHO) was used as implemented in ORCA.47 All DFT
calculations used a def2-TZVP basis set with a decontracted
Coulomb fitting auxiliary basis set48,49 used in the resolution of
identity (RI) approximation50–53 implemented in the SHARK
integral library of ORCA.54 The RIJCOSX approximation was
used for hybrid DFT calculations to approximate HF exchange
integrals.55–58 Very fine integration grids and tight SCF conver-
gence criteria were used (‘‘DefGrid3’’ and ‘‘VeryTightSCF’’ key-
words in ORCA). Optimized structures were confirmed to be

local minima by inspection of the calculated Hessian. Stability
analysis was performed following all single-point SCF calcula-
tions, to verify the stability of the SCF solution. Kohn-Sham
reference orbitals in the CC calculations utilized a Douglas–
Kroll–Hess (DKH) scalar relativistic Hamiltonian59–63 along with
the relativistically contracted DKH-def2-XVP,48,64 cc-pVnZ-DK and
cc-pwCVnZ-DK65,66 basis set families. The effect of scalar relativity
on IEs compared to nonrelativistic calculations was investigated
separately as detailed in the ESI.†

2.2 DLPNO-CCSD(T) calculations

(DLPNO-)CCSD(T)20,22 calculations were carried out with the DKH
relativistic Hamiltonian throughout, using either the relativistic
version of the Ahlrichs def2 basis set family,48,64 with sizes SVP
through QZVPP, or the correlation consistent basis sets: cc-pVnZ-
DK/cc-pwCVnZ-DK (N = 2, 3, 4, 5).65,66 An automatically generated
auxiliary fitting basis set was used (‘‘AutoAux’’ option in ORCA
with maximum angular momentum option) was used in all CC
calculations.67 Unless otherwise stated, the DLPNO-CCSD(T) cal-
culations were carried out using the default frozen core approxi-
mation as implemented in ORCA,68 where 1s electrons of carbon
are frozen, but the frozen core of cobalt (and other 3d metals) goes
up to the 2p shell (10 electrons). An alternative frozen core strategy
was also tested as shown in the ESI.† DLPNO-CCSD(T) calculations
used either the semi-canonical (T0) approximation or the more
accurate iterative (T1) triples.23 As the full LMP2 guess is only
available for closed-shell DLPNO calculations, it was disabled in all
calculations in this work. Core–valence (CV) corrections, where all
electrons are correlated, were tested using both semi-canonical (T0)
and full iterative triples, (T1). Several cutoffs control the accuracy
(and cost) of the DLPNO approximation with ‘‘TCutPNO’’, ‘‘TCut-

Pairs’’ and ‘‘TCutMKN’’ being the most important ones. ORCA pro-
vides three settings, named ‘‘LoosePNO’’, ‘‘NormalPNO’’ and
‘‘TightPNO’’ (hereafter referred to as L.PNO, N.PNO and T.PNO)
that sets appropriate cutoffs for each accuracy level. The TCutPNO

cutoff is the occupation number below which PNOs are dis-
carded from the virtual space. The TCutPairs cutoff is the MP2 (or
semi-canonical local MP2 (SC-LMP2)) correlation energy below
which electron pairs will be treated as weak pairs (MP2 level),
while TCutMKN controls the PNO domain size. The reader is
pointed to ref. 20 for further details regarding these thresholds.

2.3 Extrapolations and corrections

Two-point extrapolations of the correlation energies to the complete
basis set (CBS) limit were accomplished using eqn (1), as suggested
by Helgaker and coworkers,69,70 where X and Y are the basis set
cardinal numbers, D(2), T(3), Q(4), 5 for the cc-pVnZ basis set family
and SVP(2), TZVPP(3) and QZVPP(4), for the def2 basis set family.
The theoretical value for b is 3, however, it has been shown that 2.4
gives more reliable results for CBS(2/3) extrapolations.71,72 We have
used b = 2.4 in 2/3 extrapolations and b = 3 for larger basis sets.

ECBS
corr ¼

XbEX
corr � YbEY

corr

Xb � Yb (1)

Similarly, reference energies can be extrapolated to the CBS
limit as well. A plot of the reference energy convergence, total
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and relative energies, can be found in the ESI.† Two extrapola-
tion schemes, originally optimized for HF-SCF energies, were
tested but neither was found to perform satisfactorily. This is
likely a problem associated with the use non-selfconsistent HF
energies evaluated on top of KS-DFT reference orbitals, a
strategy primarily used in this work. Therefore, extrapolated
CBS energies reported here only rely on CBS extrapolations of
correlation energies according to eqn (1), whereas, reference
energies (E(ref.)) are HF reference energies on KS-DFT orbitals
(transformed to quasi-restricted orbitals73 for the open shell
case) using the larger basis set involved in the CBS extrapolation.
This means e.g. that a DLPNO-CCSD(T)/CBS(3/4) calculation will
use quadruple z basis set E(ref.) energies, and CBS(3/4) extra-
polated correlation energies from eqn (1).

Following the work of Bistoni and coworkers,74 extrapola-
tions of DLPNO-CCSD(T) energies to complete PNO space limit
(CPS) were explored. Two-point extrapolations of energies to the
CPS limit were carried out using eqn (2), where EJ and EK are the
correlation energies using TCutPNO = 10�J and TCutPNO = 10�K

cut-offs, where K = J + 1.

E(CPS) = EJ + F(EK � EJ) (2)

A value of F = 1.5 was derived from extensive
benchmarking.74,75 Note that eqn (2) is derived from a similar
expression as eqn (1), where several terms have been substi-
tuted for the constant F for simplification. We tested both J = 5
and J = 6 in this work; however, J = 5 was deemed unreliable.
CPS calculations with J = 6 and K = 7 use T.PNO settings for all
other cut-offs in the DLPNO treatment. The final CPS energies
can then be used in the CBS extrapolations according to eqn (1).
Additionally, a more economical approach to CPS extrapolation
was suggested by Drosou and Pantazis.76,77 In their suggested
CPS extrapolation, TCutPNO values of 10�6 and 3.33 � 10�7 are
used along with ‘‘NormalPNO’’ settings for all other cutoffs in
CPS extrapolations, for which a value of F = 2.38 was derived.
This will hereafter be called CPS(1) and using TCutPNO values of
10�6/10�7 and F = 1.5 will be called CPS(2), following the
notation of Drosou and coworkers.

Eqn (3) and (4) show how the IE was calculated throughout
the article. They vary in terms of sophistication regarding basis
set sizes, PNO cut-offs and corrections included depending on
the objective of each section:

DE = DE(ref.) + DE(CCSD)N.PNO
CBS(3/4) + DE(T0)N.PNO

CBS(3/4) + DE(ZPE)
(3)

DE = DE(ref.) + DE(CCSD)CPS(2)
CBS(4/5) + DE(T0)CPS(2)

CBS(4/5) + DE(ZPE)

+ DE(T1)CPS(2)
CBS(3/4)|corr + DE(CV)CPS(2)

CBS(3/4)|corr (4)

where DE is always the energy difference between cation and
neutral and E(ZPE), zero-point energy correction from DFT
harmonic frequency calculations, is only included in calcula-
tions of adiabatic IE. E(ref.) is the HF energy using KS-DFT/HF
orbitals using the larger basis set in case of a two-point CBS
extrapolation.

Eqn (3) shows how the IE is calculated in Section 3.2, where
geometries and different reference orbitals are compared.

In Section 3.3, calculations of both the vertical and adiabatic
IE for Cp2Co are taken to the limit of our computational
resources according to eqn (4) and compared to the aforemen-
tioned highly accurate ZEKE-MATI experiments. Furthermore,
E(T1)corr and E(CV)corr corrections were explored at several levels
of theory with respect to basis set size and PNO cut-offs, the
largest being CPS(2) energies in CBS(3/4) extrapolations as
shown in the equation. The E(T1) correction is calculated as
E(T1)–E(T0) using the same basis set and PNO cut-offs for both
E(T1) and E(T0), usually at a lower level than E(CCSD) and E(T0).
The correction for correlation of core electrons, E(CV)corr, is
calculated as E(AE)–E(FC), with the same basis set and PNO cut-
offs for both energies, where E(AE) is the total energy with all
electrons correlated and E(FC) is the energy using the frozen
core approximation, as described above. As the relativistic
cc-pwCVnZ-DK core–valence basis sets are not available for car-
bon, they were used only on cobalt and cc-pVnZ-DK on C and H.

In Section 3.4, we calculate the adiabatic IE for comparison
with electron-transfer equilibrium experiments, determined at
350 K. This requires the inclusion of thermal and entropic
corrections from the harmonic frequency calculations, therefore,
DE(ZPE) should be replaced by a free-energy correction at 350 K,
Gcorr. Two protocols, protocol (1) and protocol (2), were tested
and are described by eqn (5) and (6), respectively. Protocol (2) is
inspired by the work of Pantazis and coworkers and is much
more economical than protocol (1).76,77 In addition to the more
economical CPS(1) (described above) energies, the cc-pV(T/Q)Z-
DK basis sets are only extrapolated for the metal atom in
M-CBS(3/4) extrapolations, while cc-pVTZ-DK is fixed for other
atoms. It should also be noted that L.PNO* in eqn (6) refers only
to the TCutPNO = 10�6, whereas other cut-offs were kept at N.PNO
values.

DE = DE(ref.) + DE(CCSD)CPS(2)
CBS(3/4) + DE(T0)CPS(2)

CBS(3/4) + DGcorr

+ DE(T1)N.PNO
CBS(3/4)|corr (5)

DE ¼ DEðref :Þ þ DEðCCSDÞCPSð1Þ
M-CBSð3=4Þ þ DEðT0ÞCPSð1ÞM-CBSð3=4Þ

þ DGcorr þ DEðT1ÞL:PNO�
M-CBSð3=4Þjcorr

(6)

3 Results and discussion

In Sections 3.1–3.3 we systematically test how the ionization
energy of cobaltocene depends on various choices made in a
DLPNO-CCSD(T)//DFT computational protocol. Section 3.1
compares the DLPNO error against canonical CCSD(T) for a
small basis set, while Section 3.2 discusses the effect of
geometry and reference determinant in DLPNO-CCSD(T) calcu-
lations. Section 3.3 combines all contributions and compares
the final result against the high-accuracy experiment. Finally
Section 3.4 discusses the result of a computationally efficient
DLPNO-CCSD(T) protocol (based on the results of Sections 3.1–
3.3) on a larger test set of experimentally available ionization
energies for metallocenes and compares against experiment as
well as previous DLPNO-CCSD(T0) and AFQMC calculations.
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3.1 Comparison to canonical CCSD(T)

The accuracy of the DLPNO-CCSD(T) method was first investi-
gated by a systematic comparison against canonical CCSD(T)
(with no local approximation) using the small cc-pVDZ-DK
basis set and relativistic DKH Hamiltonian. The singles-
doubles, E(CCSD), and triples, E(T), correlation energy as well
as the ionization energy (IE), calculated with the DLPNO-
CCSD(T) method using N.PNO, T.PNO and CPS cut-offs at both
T0 and T1 levels, is compared to canonical CCSD(T) in Table 1.
This comparison allows one to determine at which level the
DLPNO approximation adequately approximates canonical
CCSD(T) for both the open-shell Cp2Co and closed-shell Cp2Co+

species, with the only drawback being the small basis set size.
A quasi-restricted reference determinant based on unrest-

ricted BP86 orbitals was used for both DLPNO- and canonical
CCSD(T) methods for both closed-shell and open-shell Cp2Co
in order to get a consistent treatment of the 4th-order doubles-
triples correlation effect for non-HF references in ORCA. See
Section S.5 in the ESI,† for a discussion.

Table 1 shows that the use of N.PNO cutoffs with the default
T0 approximation gives unacceptable errors for both SD and
T correlation energies for Cp2Co and Cp2Co+ species. While the
error is systematic and cancels out to some extent in the
ionization energy (error of 36 meV), such a cancellation of large
individual correlation errors is unlikely to be robust when
turning to larger basis set calculations or when studying other
systems. Interestingly, while the use of tighter thresholds
(T.PNO) with T0 lowers the errors for both E(SD) and E(T0)
slightly, it does not affect the error in ionization energy.
However, the use of PNO extrapolation, CPS(2)(T0), does lower
the error in SD energy to roughly 1 mEh for both Cp2Co and
Cp2Co+, which is within chemical accuracy (1 kcal mol�1 or
1.6 mEh). The error in IE is also lowered from 36 to 18 meV. The
error in triples correlation energy, however, is still in the region
of 25 mEh from the canonical reference for both species. The
iterative T1 triples method is clearly required for calculations of
this system, as evident by the substantial lowering of the error
in triples correlation energy to roughly 5.5 mEh for both species

in N.PNO(T1) calculations. In T.PNO(T1) calculations, the E(SD)
and E(T1) errors are roughly 5 and 3 mEh, respectively, for both
Cp2Co and Cp2Co+, meaning that 99.8 and 97.9% of the respec-
tive correlation energies has been captured relative to canonical
CCSD(T). The T1 error is close to zero at the CPS(2)(T1) level,
resulting in total errors in correlation energy within chemical
accuracy for both species, capturing 499.9% of the E(SD), and
99.9% of E(T) relative to the canonical reference. While the IE
errors are overall modest for all DLPNO protocols in Table 1, a
protocol such as CPS(2)(T1) with DLPNO correlation energy
errors for both species in the range of 1 mEh and with a
decreased IE error of �8 meV vs. +36 meV (N.PNO(T0)) is likely
to be more robust as it relies on less error cancellation.

Unfortunately, the T1 iterative triples method is computa-
tionally very expensive, especially in open shell calculations,
with open-shell species such as neutral Cp2Co necessarily
encountered when calculating ionization energies. Furthermore,
PNO extrapolation involves two calculations varying the TCutPNO

parameter. Therefore, a two-point CBS extrapolation, using CPS
energies with larger basis sets consists of four expensive correla-
tion calculations for each species. Calculating everything at the T1

level would thus result in a tremendous increase in computational
cost. We therefore, suggest an additive E(T1) correction to the
CPS(2)(T0) triples correlation energy, calculated here as
E(T.PNO(T1))–E(T.PNO(T0)) and labeled CPS(2)(T0/T1) in Table 1.
Deviation from the benchmark in triples correlation energy is
close to 1 mEh for both species compared to 0.1–0.2 mEh in the
CPS(2)(T1) calculations, capturing 99.2% of triples correlation
compared to 99.9%. The total error in correlation energy using
the CPS(2)(T0/T1) method is 2.2 mEh and 1.9 mEh for Cp2Co and
Cp2Co+, respectively, and the IE error is only �7 meV. This
correction is further explored with respect to basis set size and
PNO cut-offs in Section 3.3.

3.2 Geometries and reference orbitals

3.2.1 Geometry optimizations. Geometry optimizations
with high level WFT methods are impractical for molecules
larger than a few atoms and analytical gradients are only rarely

Table 1 Correlation energy contributions of DLPNO- and canonical-CCSD(T) to Cp2Co and Cp2Co+ with the cc-pVDZ-DK basis set and DKH
Hamiltoniana

Cp2Co Cp2Co+

IEe [eV] DCan. [meV]ESD
b [Eh] DCan.

c [mEh] E(T)d [Eh] DCan
c. [mEh] ESD [Eh] DCan.

c [mEh] E(T) [Eh] DCan.
c [mEh]

CCSD(T)Can
f �2.1476 �0.1358 �2.1558 �0.1458 4.844

N.PNO(T0)g �2.1410 �6.6 �0.1074 �28.4 �2.1487 �7.1 �0.1166 �29.3 4.880 36
T.PNO(T0) �2.1426 �5.0 �0.1091 �26.7 �2.1505 �5.3 �0.1181 �27.7 4.880 36
CPS(2)(T0) �2.1465 �1.1 �0.1110 �24.8 �2.1551 �0.7 �0.1199 �25.9 4.863 18
N.PNO(T1) �2.1410 �6.6 �0.1110 �5.6 �2.1487 �7.1 �0.1403 �5.5 4.856 12
T.PNO(T1) �2.1426 �5.0 �0.1329 �2.9 �2.1505 �5.3 �0.1428 �3.0 4.854 10
CPS(2)(T1) �2.1465 �1.1 �0.1357 �0.1 �2.1551 �0.7 �0.1456 �0.2 4.836 �8
CPS(2)(T0/T1) �2.1465 �1.1 �0.1348 �1.0 �2.1551 �0.7 �0.1446 �1.2 4.837 �7

a Correlation energies and energy differences are given in Hartree and milliHartree atomic units, respectively. Ionization energies and energy
differences are in eV and meV, respectively. b Correlation energy from calculations of singles and doubles excitations. c Difference in energy
between a given DLPNO-CCSD(T) protocol and canonical CCSD(T) energies. d Correlation energy from calculations of triples excitations.
e Calculated IE, difference in total energy of Cp2Co+ and Cp2Co. f Canonical CCSD(T) energies. g DLPNO-CCSD(T) energies with varying PNO
cut-offs and T0 or T1 triples, as described in Section 2.2. In CPS(2)(T0/T1), the E(T1) correction (Section 2.3) is calculated as E(T.PNO(T1)) �
E(T.PNO(T0)), then added to the triples CPS(2)(T0) correlation energy.
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available. It is, nonetheless, essential to choose an appropriate
geometry to obtain meaningful results from correlated wave-
function calculations. Metallocenes have two main conformers,
staggered D5d or eclipsed D5h. Other studies have concluded
that the eclipsed D5h, lowered to C2v by Jahn–Teller distortion,
is the more stable conformer of cobaltocene, which is consis-
tent with our results.78–80 The structure and a qualitative MO
diagram of the ground state can be seen in Fig. 1. The D5h

representation will be used for neutral Cp2Co here for sake of
comparison to the cation, which is closed-shell and, therefore,
does not suffer from Jahn–Teller distortion.

Geometries of Cp2Co and Cp2Co+ were optimized with
several density functionals, always including D3 dispersion.
The results are summarized in Table 2. The optimized geometries
for neutral Cp2Co are compared to experimental values, obtained
from gas phase electron diffraction (GED) measurements.81 The
average Co–C and C–C distances were chosen as they had the
lowest experimental uncertainties (�0.3 pm), and because the
Co–C distance likely has the largest impact on the IE. The average
Co–C distances for the Cp2Co+ cation are also listed in the table
along with the change in the average Co–C distance upon ioniza-
tion, DCo–C. No experimental data on the cation structure is
available. Structures obtained with r2SCAN and BHLYP were not
included in the table as we were unable to optimize the r2SCAN
structure to a minimum; it would always converge to a saddle-point
along the Jahn–Teller active vibrational mode. BHLYP, on the other
hand, would only converge to the staggered, D5d, conformer.

BP86, TPSS and TPSSh capture the C–C bond length of the
neutral to within 0.5 pm. DFAs with higher fractional HF
exchange than TPSSh predict shorter C–C bonds, with errors
increasing systematically with the amount of HF exchange,
where M06-2X (54% HF exchange) has the largest error in
C–C distance, �1.4 pm. For the Co–C distance, PBE0 and BP86
perform the best, having errors of 0.0 and 0.5 pm, respectively.
This is consistent with previous results in the literature, reporting
good agreement with experiment for BP86 and PBE0 metallocene
geometries.80,82 Radoń and coworkers further showed that devia-
tions over 1 pm in M-Cp distance resulted in significant errors in
excitation energies, and recommended reproducing experimental
M-Cp distances to within that value.79 Such a cutoff would exclude

all geometries tested here apart from BP86 and PBE0; although
IEs may not be as sensitive as excitation energies in this compar-
ison. It should be noted, however, that the GED geometries were
not corrected for thermal motion. For ferrocene, the Fe–C dis-
tance corrected for thermal motion is 1 pm shorter than the GED
value.83 If one were to assume similar behaviour for Cp2Co would
suggest that BP86, TPSS, and TPSSh have the most accurate
description of the Co–C distance.

Upon oxidation of Cp2Co, all DFAs predict a contraction of
the Cp rings towards the Co center, i.e. shortening the Co–C
distance. This is not unexpected, as the neutral complex has a
doublet ground state with an unpaired electron in the dxz/yz

orbitals, which have p anti-bonding character with the Cp rings
(Fig. 1 and 6). GGA functionals predict a 6 pm shortening of the
Co–C distance; the hybrids, however, especially with higher HF
exchange, predict even greater contraction of the Cp rings.
Most noteworthy here, is that the best performing methods
for the neutral – PBE0 and BP86 – differ by 1.2 pm for the Co–C
distance of the cation, Cp2Co+.

The lowest total energies using WFT methods evaluated on
different geometries, have sometimes been used as criteria in
distinguishing geometries calculated at lower levels of
theory.80,84 This would present complications here, however,
as several reference determinants can be considered in addition
to geometries and coupled cluster theory not being variational.
The total energies of each geometry were first compared in crude
DLPNO-CCSD(T0) calculations in CBS(2/3) extrapolations and
BP86 reference orbitals. From these, the BP86-D3, TPSSh-D3
and PBE0-D3 geometries were chosen for calculations of adia-
batic- and vertical-IEs, in CBS(3/4) extrapolations, as described
by eqn (3). BP86 was included for having the best overall
geometry compared to experiment, whereas PBE0 had the lowest
CBS(2/3) total energies. TPSSh, on the other hand, had the lowest
energy at both cc-pVDZ-DK and cc-pVTZ-DK levels, although the
CBS(2/3) extrapolation gave slightly higher energies than PBE0.
To exclude any bias, all three Kohn-Sham references were used
in IE calculations on all geometries. The results can be seen
compared to the ZEKE-MATI experimental values in Fig. 2. All
adiabatic IEs include ZPE contributions from the functional
corresponding to the geometry in each case (see ESI†).

In the case of the adiabatic IE, all reference orbitals give the
lowest error relative to experiment using the BP86-D3 geome-
tries. Moreover, using BP86 reference orbitals results in the
lowest error for all three geometries. Using the BP86-D3 geo-
metry, the BP86 reference gives an error of�28 meV, while both
TPSSh and PBE0 references have errors of �44 meV. For the
TPSSh-D3 geometry, the IE remains unchanged with the BP86
reference, whereas the errors have increased to 49 and 55 meV
using TPSSh and PBE0 references, respectively. The largest
errors for all references were observed on the PBE0-D3 geome-
try, being 46, 60 and 69 meV for BP86, TPSSh and PBE0,
respectively. It should be noted that the DE(ZPE) contribution
to the IE was taken for each functional based on geometry,
contributing +1 meV to the observed differences in adiabatic IE
between BP86-D3 and TPSSh-D3 geometries, and �6 meV
between BP86 and PBE0.

Table 2 Average Co–C and C–C distances of Cp2Co in DFT-optimized
geometries using def2-TZVP basis set and D3 dispersion correction,
compared to experimental valuesa

Cp2Co Cp2Co+

rCo�C rC�C rCo�C DrCo�C

Expt. 211.2 143.0
BP86-D3 210.7 (�0.5) 143.2 (0.2) 204.7 �6.0
TPSS-D3 209.7 (�1.5) 143.0 (0.0) 203.7 �6.0
TPSSh-D3 210.0 (�1.2) 142.5 (�0.5) 203.4 �6.6
B3LYP-D3 214.2 (3.0) 142.2 (�0.8) 206.2 �8.0
PBE0-D3 211.2 (0.0) 141.8 (�1.2) 203.5 �7.7
M06-2Xb 223.6 (12.4) 141.6 (�1.4) 209.2 �14.4

a All units are in pm. Errors relative to experiment are shown in
parentheses. experimental GED values are not corrected for thermal
motion. b No dispersion correction was used for M06-2X.
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The vertical IEs are reproduced very well using any of the
reference methods on both BP86-D3 and TPSSh-D3 geometries.
All errors are smaller than 10 meV on the BP86-D3 geometry,
the largest one being 8 meV with the BP86 reference. At the
TPSSh-D3 geometry, the errors increase slightly for all references,
the largest error being with the TPSSh reference, �21 meV.
The largest errors in vertical IEs for all references are also
on the PBE0-D3 geometry, just as observed for the adiabatic case,
in the opposite direction, however. For BP86 reference orbitals,
the error increases to 53 meV, and to 38 and 39 meV for TPSSh
and PBE0, respectively.

Information on the quality of the neutral geometry can be
inferred from the vertical IEs, as it is the only geometry used in
the calculations. The results suggest better geometries of
neutral Cp2Co when optimized with either BP86 or TPSSh,
despite PBE0 having Co–C distances closest to experimental
values. A possible reason is that experimental GED geometries
were not corrected for thermal motion (as previously discussed).
In a similar fashion, clues about the quality of the Cp2Co+

geometry may be inferred from changes in errors going from
vertical to adiabatic IEs, as both geometries are relaxed in the
calculations. As shown in Table 2, TPSSh and PBE0 have similar
Cp2Co+ geometries due to PBE0’s predicting greater contraction
of the Cp rings following the oxidation. This is reflected in the
error change going from vertical- to adiabatic-IE when calculated
on TPSSh-D3 and PBE0-D3 geometries, in which a greater shift
in PBE0 errors is observed. Moreover, DE(ZPE) accounts for

�7 meV of the difference in adiabatic IEs between TPSSh-D3
and PBE0-D3 geometries. The longer Co–C distance of Cp2Co+,
predicted by BP86, appears to be more accurate, based on all
reference orbitals having the lowest errors in adiabatic IEs. We
note that PNO extrapolation or DE(CV) and DE(T1) corrections
from eqn (4) were not included in this comparison, Nevertheless,
all results thus far, suggest BP86 to predict the most accurate
geometries, and they were therefore used in subsequent DLPNO-
CCSD(T) calculations of cobaltocene. Zero-point energy correc-
tions were, furthermore, obtained from the BP86-calculated
harmonic frequencies. The zero-point energy correction was
found to be relatively insensitive to the density functional used,
with M06-2X being an outlier (see ESI†).

3.2.2 Analysis of reference determinants. Reference deter-
minant choice in coupled cluster calculations of transition
metal compounds and organic radicals has been a topic of
discussion in the literature27,28,79,85–90 with some studies showing
HF orbitals (ROHF or UHF) to be a poor choice in such calcula-
tions, with large T1 diagnostics91 (not related to T1 iterative triples)
found with HF orbitals as well as giving bad agreement with
experiment. In contrast, however, a recent study by Benedek
et al.,90 however, compared CCSD and CCSD(T) calculations with
different reference orbitals to higher-order coupled cluster results
(up to Full-CI) for light diatomics (and a single metal complex)
and did not find any general advantage to the use of Kohn–Sham
orbitals over HF.

While a dependence of coupled cluster calculations on
reference determinant might be interpreted as an indication
of multireference character, an alternative explanation is that it
is the HF orbitals rather than the single-reference that are non-
ideal, perhaps due to the lack of electron correlation during
their optimization. Such an effect is conceivably larger for
weaker 3d metal–ligand bonds than stronger light-maingroup
bonds (such as those studied by Benedek et al.). Several studies
have reported significantly improved results using a reference
of KS-DFT orbitals in coupled cluster calculations calculations
of transition metal complexes.27,28,79,86,88,89 KS-DFT orbitals
could be more suitable for transition metal complexes due to
their inclusion of electron correlation effects during orbital
optimization, that subsequently result in better orbital description
of the weak metal–ligand bonds (being sensitive to covalency). The
use of KS-DFT orbitals in CC calculations introduces, however, an
inconvenient choice about which density functional approximation
to use in determining these reference orbitals.

Fig. 3 compares errors in adiabatic IEs calculated with
DLPNO-CCSD(T0) using several different DFAs as reference
determinants on the BP86-D3 geometry. The IEs are all calculated
using CBS(3/4) extrapolations using N.PNO cut-offs, as described
by eqn (3). The corresponding DFT and E(ref.) errors are also
compared at the cc-pVQZ-DK level, where E(ref.) is the non-
selfconsistent HF energy using the DFT orbitals, i.e. the reference
energy in the CCSD(T) calculation.

The BP86 reference orbitals lead to the lowest errors w.r.t.
experiment at both the DFT and DLPNO-CCSD(T0) level, with
errors of �35 and �26 meV respectively. Note that DFT and
E(ref.) energies and DLPNO-CCSD(T0) errors are plotted against

Fig. 2 Adiabatic- (top) and vertical- (bottom) ionization energies of
Cp2Co calculated with DLPNO-CCSD(T0) on three geometries with three
different reference orbitals. The geometry is labeled at the bottom by the
x-axis, BP86, TPSSh and PBE0 from left to right (D3 dispersion was always
included). The DFAs used as reference orbitals are color coded, where blue
is BP86, red is TPSSh and green is PBE0. The colored lines represent IEs
calculated with cc-pVTZ-DK and cc-pVQZ-DK basis sets and the squares
show the IE calculated in CBS(3/4) extrapolations. The dashed line repre-
sents the experimental IEs. The DKH relativistic Hamiltonian and N.PNO
cut-offs were used throughout.
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the blue (left) and red (right) y-axes, respectively, in Fig. 3.
There appears to be a weak inverse correlation between the
errors from the E(ref.) contributions and the DLPNO-CCSD(T0)
errors, where increasing positive errors in the E(ref.) reference
energy leads to increasing negative errors in DLPNO-CCSD(T0).
GGA reference orbitals lead to the lowest E(ref.) and DLPNO-
CCSD(T0) errors, both of which increase with increasing HF
exchange in the reference. However, large increases in errors
from the reference energy contribution lead to only slightly
larger errors in DLPNO-CCSD(T0) calculations.

As an example: the IE calculated with the M06-2X functional
is close to 1 eV in error which leads to a reference energy (using
the same orbitals) that is similarly high in error (0.85 eV). This
clearly suggests the M06-2X orbitals to be flawed for cobalto-
cene. The DLPNO-CCSD(T0) error with M06-2X is much smaller,
�0.051 eV, demonstrating well the ability of CCSD(T) to coun-
terbalance a clearly flawed reference description in this case.

Interestingly, however, use of a HF reference wave function
leads to much larger DLPNO-CCSD(T0) errors, even though the
E(ref.) errors are comparable to those of BHLYP and M06-2X
references. An additional problem presents itself with the
finding that the closed shell HF solution for Cp2Co+ is unstable
according to a calculation of the electronic Hessian (unlike the
corresponding DFT calculations). A stable singlet solution
could be located at the UHF level, although, it was found to be
a symmetry-broken spin-coupled UHF solution (with positive
spin density on Co and negative spin density on the Cp ligands).
Both the unstable RHF solution and the stable spin-coupled
UHF solution (transformed to a QRO reference) were tested as
reference orbitals for the DLPNO-CCSD(T0) calculation, however,
both were found to lead to relatively large errors.

Spin densities of the neutral Cp2Co (2E1
00) were plotted

from DFT/HF calculations (cc-pVTZ-DK basis set with a DKH
Hamiltonian) on the BP86-D3 geometry in Fig. 4. The spin
densities from all (meta-)GGA functionals as well as TPSSh
looked more-or-less identical, so only BP86 is included as a
representative example in Fig. 4. The BP86 spin density is
mostly localized on the Co atom with some additional a spin
density on the Cp ligand, due to orbital mixing in the covalent
bonding. The spin density plots of the hybrid functionals
B3LYP, PBE0 and BHLYP also reveal a spin density on the Cp
ligand but additionally b spin density, indicating spin polarization
effects, growing with increasing HF exchange. The spin polariza-
tion from the M06-2X spin density does not follow this trend,
however. The HF calculation shows extreme spin polarization,
suggesting the convergence to a spin-coupled SCF solution. The
spin expectation values of the HF and BHLYP calculations are hS2i
1.49 and 0.88, respectively, indicating severe spin contamination,
especially in the HF calculation. Higher degrees of spin contam-
ination, and spin polarization, is a well known issue for hybrid
methods with high fractional HF exchange.92,93

In order to visualize how reference orbitals directly affect the
coupled cluster wave function, we calculated unrelaxed DLPNO-
CCSD densities (triples contributions to density being unavailable)
using different reference orbitals at the cc-pVTZ-DK level using
N.PNO cut-offs. Fig. 5 shows the difference in electron density of
selected reference orbitals relative to a DLPNO-CCSD calculation
with BP86 orbitals, i.e. Dr = rCCSD

ref � rCCSD
BP86 . Other GGA functionals

show essentially no difference in electron density from BP86 at this
contour value, and are therefore not shown. The results reveal how
reference orbitals calculated with methods with increasing HF
exchange affect the coupled cluster density.

Fig. 5 shows that as the HF exchange in the hybrid-DFT
reference orbitals is increased, we get both reorganization of
the electron density around the cobalt ion, as well as an overall

Fig. 3 Errors in calculated adiabatic IEs of Cp2Co relative to experiment.
DLPNO-CCSD(T0) errors, using reference orbitals labeled on the x-axis,
from CBS(3/4) extrapolations with N.PNO cut-offs, are plotted in red
against the right y-axis. The corresponding cc-pVQZ-DK DFT errors, and
resulting E(ref.) (non-selfconsistent HF energies) errors, are plotted in
dark- and light-blue, respectively, against the left y-axis. The reference
labeled HF* was calculated as UHF for the singlet Cp2Co+ to reach a stable
broken-symmetry SCF solution (see text). All calculations are single-point
energies on BP86-D3 geometries and the DKH Hamiltonian was used.

Fig. 4 Spin density of neutral Cp2Co from DFT and HF calculations using
the BP86-D3 geometry with the cc-pVTZ-DK basis set. Orange indicates
a-spin density (spin up) and cyan represents b-spin density (spin down).
Plots use a contour value of 0.003.
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increase and density depletion from the Cp ligands. Based on
the density shapes it can be loosely interpreted as more
increased density associated with a dz2 orbital as well as p*

and Co dxz/yz orbitals. The largest density difference is between
DLPNO-CCSD(BP86) and DLPNO-CCSD(HF) calculations.

This reference orbital effect can be rationalized by the
inspection of the MO diagrams of Fig. 6, where the QRO-MO
energies of the orbitals used in the correlation calculations on
neutral Cp2Co are plotted. Increasing HF exchange in the
density functional causes increased ligand field splitting,
resulting in less delocalization of the dz2 electron into the dxz/

yz orbitals. A similar effect is observed for Cp2Co+, analogous
MO diagrams can be found in the ESI.†

The increased ligand field splitting and localization of the
dz2 electron, predicted with higher HF exchange, translates to
lower ionization energies in DLPNO-CCSD(T0) calculations, as
can be seen in Fig. 3. Moreover, the TPSS and TPSSh reference
orbitals seem to have slightly lower electron density on the Cp
rings relative to the others, and therefore, must also have
higher electron density on cobalt. This results in slight lowering
of the IE at both DFT and DLPNO-CCSD(T0) levels for TPSS and
TPSSh, where TPSS has lower IEs compared to GGA methods,
and TPSSh predicting lower IEs than hybrids with higher
fractional HF exchange at both DFT and DLPNO-CCSD(T0)
levels (Fig. 3). This is not the case for M06-2X, perhaps due to
the high HF exchange and the highly parameterized nature of
the functional. Nevertheless, the lower electron density on the
Cp rings could not be explained based on the MO energies in
Fig. 6. Finally, the HF reference leads to significantly lowered
electron density on the Cp rings relative to BP86. The difference
in electron density on cobalt is, however, more difficult to
analyze compared to the other methods. This is due to the

Fig. 5 Difference in DLPNO-CCSD electron density (unrelaxed) of Cp2Co
(top) and Cp2Co+ (bottom) using selected reference orbital methods,
relative to DLPNO-CCSD with BP86 orbitals, i.e. Dr = rCCSD

ref � rCCSD
BP86 . All

calculations are single-point calculations on the BP86-D3 optimized
geometry. Cyan represents negative density, indicating higher electron
density using BP86 reference orbitals, whereas orange represents positive
density, indicating higher electron density for a given reference relative to
BP86 reference orbitals. Plotted with a contour value of 0.001.

Fig. 6 Molecular orbital diagrams of the QRO orbitals of neutral Cp2Co from single-point calculations using various DFT methods and HF at the cc-
pVTZ-DK level on the BP86-D3 optimized geometry. These are the orbitals used as references in DLPNO-CCSD(T) calculations. The method for each
MO diagram is labeled on top along with the corresponding T1 diagnostic. Selected orbitals from BP86 and HF calculations are plotted and labeled at the
bottom of the figure.
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completely different electronic structure as seen in the HF
MO diagram in Fig. 6, which also leads to vastly different
orbital mixing compared to BP86.

The MO diagrams in Fig. 6 reveal stark differences in the
electronic structure calculated with different methods. The
(meta-) GGA methods and TPSSh have electronic structures
consistent with a textbook MO diagram of a metallocene (the
d-orbitals being the highest in energy). However, increasing the
fractional HF exchange, results in a systematic downward shift
in energy of the doubly occupied cobalt d-orbitals, until, at 50%
HF exchange, they are below the p bonding orbitals of the Cp
rings. This is even more pronounced for the Cp2Co+ cation (see
ESI†), where e1

00 p bonding orbitals are the HOMOs for the
B3LYP diagram and all methods employing higher fractional
HF exchange. It should be noted that in valence photoelectron
spectroscopy studies of cobaltocene and other metallocenes,
the first ionization bands are confidently interpreted as ioniza-
tion of electrons from metal-based orbitals. Such an interpreta-
tion appears clearly more consistent with the MO diagrams of
the (meta-)GGA functionals and TPSSh but not at all with the
MO diagrams of BHLYP, M06-2X and HF.94

The electronic structure of cobaltocene according to the HF
orbitals appears highly unusual, as the a1

0 (dz2) orbital is lower
in energy than the s orbitals of the Cp rings, and is so mixed
with one of them that they cannot be distinguished. Further-
more, one e2

0 (dxy/x2�y2) and one e1
00 orbital (Cp–Co p-bonding)

have also become highly mixed, resulting in symmetry breaking
of these degenerate orbitals. This seemingly exaggerated low-
ering of the metal d-orbitals for HF and hybrid functionals with
450% HF exchange appears to result in an overall qualitatively
incorrect electronic structure, suggesting these reference orbi-
tals to be unsuitable for CCSD(T) calculations.

The T1 diagnostic,91 the normalized Euclidean norm of the t1

singles vector (not to be confused with the T1 iterative triples) is
commonly used to diagnose multi-reference character of mole-
cules. While the usefulness of the T1 diagnostic for determining
multireference character is nowadays debated, the diagnostic is
arguably still useful for determining the quality of the reference
orbitals in a coupled cluster calculation, seeing as it is a measure
of the contribution of singles excitations to the correlation energy.
Values 40.02 are traditionally regarded as suspicious, although it
has been pointed out this threshold may not apply for open-shell
and transition metal compounds.24,95 The T1 diagnostic from
each DLPNO-CCSD calculation with a given set of reference
orbitals is shown at the top of Fig. 6. The value of the T1 diagnostic
for the DLPNO-CCSD(HF) calculation is found to be relatively
high, 0.0296, suggesting indeed the HF reference to be proble-
matic as previously discussed. All DFT references in contrast
give much lower T1 diagnostics for Cp2Co. Interestingly, the T1

diagnostic decreases from 0.0176 (BP86) with increasing HF
exchange with the PBE0 reference giving the lowest value
(0.0087). The BHLYP and M06-2X orbitals result in slightly larger
T1 values (0.0129 and 0.0166) than PBE0, yet smaller than BP86.
Thus, apart from the high T1 value for HF, the T1 values do not
correlate well with the MO diagram analysis previously discussed;
e.g. M06-2X and BHLYP orbitals might seem more plausible than

BP86 orbitals based on the T1 diagnostic, yet the MO diagrams
from M06-2X and BHLYP suggest chemically implausible orbitals.

Recent studies by Pantazis and coworkers on spin-state ener-
getics of Mn, Co and Fe complexes calculated with DLPNO-
CCSD(T), also found that BP86 reference orbitals consistently
gave the best results in DLPNO-CCSD(T) calculations.76,77,96 In one
study,76 the number of calculated PNOs per electron pair were
compared for different reference orbitals, with BP86 giving the
highest numbers. A similar analysis was performed for cobaltocene,
as shown in the ESI,† where BP86 also gave the highest numbers.
In a recent study,77 the DLPNO-error (compared to full CC) was also
compared with different reference orbitals, where DFT orbitals
were found to give lower DLPNO errors than HF orbitals (although
PNO extrapolation considerably reduced this effect). As discussed
by Pantazis and coworkers, DFT orbitals are overall likely to give
more realistic orbital shapes than HF orbitals for TM compounds,
which affects the domain definitions in DLPNO-CC calculations
and thus influences also the DLPNO local error. The results in this
work are overall more consistent with the DFT orbitals giving a
more realistic description of the intrinsic electron correlation
problem as seen via the MO diagrams (regardless of errors from
the local approximation).

3.3 High accuracy calculations of vertical and adiabatic
ionization energies of cobaltocene

In this section we detail our attempt to push the accuracy of our
multi-step DLPNO-CCSD(T) protocol to the limit as we tried to
reproduce the experimental ZEKE-MATI adiabatic and vertical
ionization energy of cobaltocene to within chemical accuracy.
The ionization energies were calculated according to eqn (4).
Calculations were performed on the BP86-optimized geometries
and the zero-point vibrational energy correction from BP86 was
used for the adiabatic IE. All E(CCSD) and E(T0) correlation
energies are calculated using CPS(2) extrapolations as described
in the computational details. The DE(ref.) contribution was
calculated using a QRO-reference determinant of BP86 orbitals;
it was not extrapolated (due to the use of non-selfconsistent HF
energies; see ESI,† for a discussion) but was evaluated using the
largest basis set reference energies from the CCSD(T) calcula-
tion. Both E(T1)corr and E(CV)corr were evaluated at different PNO
cut-offs and basis set sizes (see Table 3), and included in the IE at
the highest level we could obtain. The DKH scalar relativistic
Hamiltonian was used throughout and three basis set families
were compared: cc-DK, def2-DKH and cc-pwCVnZ-DK(on Co)/cc-
pVnZ-DK (on C,H) (labelled cc-CV/V). The importance of scalar
relativity for the ionization energy was separately investigated by
comparing non-relativistic, ZORA and DKH Hamiltonians at
both CCSD(T) and DFT levels of theory, as shown in the ESI.†
Scalar relativity was found to give a surprisingly large contribu-
tion of B�0.08 eV to the adiabatic ionization energy of cobalto-
cene, primarily resulting from the reference energy contribution.

The calculated adiabatic IEs are shown in Fig. 7 (left), along
with their respective errors relative to experiment. The CBS(2/3)
extrapolations with cc-DK and cc-CV/V basis sets result give very
small errors of 10 meV w.r.t. experiment; but this is found to be
due to error cancellations as the IE is overestimated with
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respect to the largest extrapolated value, CBS(4/5). The DKH-
def2 CBS(2/3) extrapolation is unusually bad. In CBS(3/4)
extrapolations, however, all basis set families perform similarly,
where the CBS errors at the T0 level range from�33 to�40 meV,
which are slightly higher than previously observed with N.PNO
cut-offs (Fig. 2). Adding the DE(T1) correction (DE(T1)CPS/CBS(3/4)

corr )
lowers the IE by 7 meV for def2 basis sets and 12 meV for the
others, increasing the error to �52 meV for cc-pV(T/Q)Z-DK,
�44 meV for the other basis sets. The largest extrapolation,
CBS(4/5), increases the error even further for the cc-CV/V basis
sets, or to �75 meV at the (T1) level. The CBS(3/4) and CBS(4/5)
extrapolations are much more consistent using cc-pVnZ-DK basis
sets for all atoms, with errors of�52 and�55 meV, respectively, at
the T1 level and converge to a slightly higher and more accurate
adiabatic IE than the cc-CV/V basis set combination.

The right side of Fig. 7 shows the calculated vertical IE.
Again, the def2 basis sets have much larger errors in CBS(2/3)
extrapolations but perform similarly to the others in CBS(3/4)
extrapolations, in which the DKH-def2 error is �11 meV,
whereas the cc-CV/V basis set combination has an error of
�6 meV, and cc-pVnZ-DK for all atoms 1 meV at the (T0) level.
Analogous to the adiabatic IE, the E(T1) correction always
increases the errors by lowering the IE, this time by 13 meV
for all basis sets. Also conforming to the adiabatic case, the
error for the cc-CV/V basis sets is increased in the CBS(4/5)
extrapolation to �36 meV at the T0 level and �49 meV at the T1

level. This was also observed for cc-pVnZ-DK basis sets on all
atoms, although to a lesser extent, leading to a final error of
�28 meV in vertical IE when applying the E(T1) correction to the
CBS(4/5) vertical IE.

Table 3 Convergence of DE(CCSD(T0)), DE(T1)corr and DE(CV)corr contributions to adiabatic- and vertical-IEs of Cp2Co using cc-pwCVnZ (Co)/cc-pVnZ
(C,H) basis sets, compared to experimenta

Adiabatic IE Vertical IE

TZ QZ 5Z TZ/QZb QZ/5Zb TZ QZ 5Z TZ/QZb QZ/5Zb

DE(ref.)c 5.3009 5.2973 5.2932 5.2973 5.2932 5.4153 5.4142 5.4119 5.4142 5.4119
DE(CCSD) �0.0012 0.0467 0.0508 0.0816 0.0552 0.1667 0.2263 0.2353 0.2697 0.2447
DE(T0) �0.2438 �0.2357 �0.2330 �0.2298 �0.2301 �0.2616 �0.2532 �0.2516 �0.2471 �0.2499
IE CCSD(T0) 5.0559 5.1083 5.1110 5.1491 5.1183 5.3204 5.3873 5.3956 5.4368 5.4067

DE(T1)corr
d

L.PNO*e �0.0205 �0.0171 �0.0146 �0.0232 �0.0235 �0.0197
N.PNO �0.0198 �0.0160 �0.0133 �0.0247 �0.0250 �0.0155
T.PNO �0.0181 �0.0149 �0.0126 �0.0258 �0.0262 �0.0153
CPS �0.0171 �0.0139 �0.0117* �0.0271 �0.0275 �0.0130*

DE(CV)corr
d

N.PNO �0.0072 0.0018 0.0084 0.0071 0.0183 0.0265
T.PNO �0.0032 0.0026 0.0068 0.0166 0.0195 0.0217
CPS �0.0037 0.0017 0.0056* 0.0158 0.0183 0.0200*
DE(ZPE)f 0.1456
IETot.

g 5.1960 5.2479 5.2506 5.2887 5.2579 5.3274 5.3943 5.4026 5.4438 5.4137
Exp. 5.3275 5.4424

a All energies are shown in eV. Correlation energies shown were extrapolated to the CPS limit except where indicated. b CBS(3/4) and CBS(4/5)
extrapolations. c CBS(3/4) and CBS(4/5) extrapolations use the reference energy from the larger basis set, e.g. QZ for CBS(3/4). d Convergence of
DE(T1)corr and DE(CV)corr calculated with different PNO cut-offs and basis sets. e L.PNO* refers to TCutPNO = 10�6, with other cutoffs the same as
N.PNO. f DE(ZPE) from harmonic frequency calculations at the BP86-D3/def2-TZVP level, included in all adiabatic IETot.

g Total ionization energy
where the highest-level DE(T1)corr and DE(CV)corr available, labeled with an asterisk (*) for both adiabatic and vertical IE, were added to the
CCSD(T0) ionization energy of each column.

Fig. 7 Adiabatic- (left) and vertical- (right) ionization energies of Cp2Co calculated with DLPNO-CCSD(T0) using 3 basis set families, cc-pVnZ-DK (blue),
cc-pwCVnZ-DK(Co)/cc-pVnZ-DK(C,H) (red) and DKH-def2-NZ (green). The IE is plotted as a function of basis set cardinal numbers with CPS
extrapolation always included at the DLPNO-CCSD(T0) level. The squares represent IEs from two-point CBS extrapolations from the curve, placed
between the respective basis sets on the x-axis. The values labelled with crosses include additional DE(T1) corrections (calculated at the CBS(3/4) level
with CPS extrapolation). All values include BP86-D3 ZPE corrections. The experimental IEs are shown with a dashed line.
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The larger-basis cc-CV/V family values are collected in
Table 3 and decomposed into DE(ref.), DE(CCSD), DE(T0),
DE(T1) and DE(CV) contributions to the adiabatic and vertical
IE, with different basis sets and extrapolated values. As Table 3
shows, DE(CCSD) is an order of magnitude smaller than the
DE(T0) contribution in the adiabatic case, whereas the vertical
DE(CCSD) and DE(T0) are of similar size with opposite signs,
converging towards a combined correlation contribution close
to 0 in their contribution to the vertical IE. In both cases, the
DE(CCSD) contribution is quite far from convergence at the TZ
level, but nearly converged at the QZ level, causing an over-
estimate in the CBS(3/4) extrapolation relative to CBS(4/5). On
the other hand, CBS extrapolations of DE(T0) contributions are
much more consistent. The DE(T1) and DE(CV) corrections
have opposite signs in adiabatic- and vertical-IE contributions
(when converged), with DE(T1) being twice as large in the
adiabatic case, leading to lowering of the DLPNO-CCSD(T0)
IE, and thereby resulting in larger errors. The opposite is true
for vertical IEs, however, where DE(CV)corr is larger, and the
DLPNO-CCSD(T0) error is decreased.

As the DE(CV) and DE(T1) corrections can be quite compu-
tationally expensive, their convergence with respect to basis set
size were analyzed in order to determine the lowest level of
theory at which reasonable accuracy is retained. The lower part
of Table 3 shows the contribution of the DE(T1) and DE(CV)
correction to the adiabatic and vertical IE with increasing size of the
cc-CV/V basis sets at different PNO cut-offs. The DE(T1) correction is
found to be very similar for both adiabatic- and vertical-IEs, �12 to
�13 meV at the highest level calculated(CPS/CBS(3/4)). The DE(T1)
correction is not very sensitive to the PNO cutoffs or basis set size.
For example the difference between L.PNO and CPS energies in
CBS(3/4) extrapolations for adiabatic- and vertical-IEs are only 3 and
6 meV, respectively. This suggests that the correction can be
calculated with a small PNO cutoff or a small basis set with
minimal loss in accuracy. This has considerable implications for
the computational cost as the DE(T1) correction will dominate the
cost of these calculations if performed with large basis sets and
tight PNO cutoffs. However, it should be noted that DE(T1) is small
in magnitude for this particular molecule and property and the
convergence of the DE(T1) correction is likely somewhat system-
and property dependent (see 3.4 and ESI†).

The DE(CV) correction to the adiabatic IE is found to be
around 6 meV at the highest level calculated. The convergence
is very similar between different PNO cut-offs, with only a
2 meV difference between N.PNO and CPS, the latter requiring
much more computational effort. This is likely a result of the
TCutPNO scaling factor (0.01) used by default when core electrons
are correlated in ORCA. Including a DE(T1)CBS(3/4)

N.PNO correction in
both frozen-core and all-electron calculations only contributes
0.1 meV to DE(CV)corr, suggesting that DE(T1) is not important
for correlation of core electrons up to 2s/2p of cobalt or the 1s of
carbon. However, in calculations where we tested a more con-
ventional frozen core approximation with 3s and 3p of cobalt
also frozen, inclusion of DE(T1) was important in calculations of
DE(CV)corr (see ESI†). For the vertical IE, the DE(CV) correction is
curiously larger, or 20 meV in CBS(3/4) calculations with CPS energies.

As in the adiabatic case, including a DE(T1)N.PNO/CBS(3/4)
corr correc-

tion in AE and FC calculations has no contribution to DE(CV)corr.
Because the DE(CV) correction is so far from convergence at the TZ
level with N.PNO cut-offs, the CBS(3/4) extrapolation is a bit over-
estimated. Both T.PNO and CPS cut-offs, however, are quite well
converged already at the TZ level.

After careful consideration of the basis set convergence of all
of the different contributions to the correlation energy of the IE
of cobaltocene, we can compare the combined best estimates of
all terms in eqn (4) to the high-resolution experimental value.
Chemical accuracy (1 kcal mol�1 = 0.04 eV) appears to be
reached for the vertical ionization energy of cobaltocene with
the prediction of 5.41 eV, giving an error of 0.03 eV compared to
experimental value of 5.4424 � 0.0006. The calculated adiabatic
ionization energy is 5.26 eV which is off by 0.07 eV compared to
the experimental value of 5.3275 � 0.0006 eV. It should be
noted here that the high accuracy of the ZEKE-MATI experi-
ments does not necessarily translate to the same accuracy of the
vertical IE as the adiabatic IE, as the experimental vertical IE
corresponds to the most intense vibronic peak measured which
is not the exact same quantity as the calculated vertical IE. A
recent study estimated the difference to be on the order of 0.05–
0.1 eV for metallocene spin-crossover energies, including for
Cp2Co+.79 A more detailed comparison would consider a simu-
lation of the vibronic spectrum which was not performed here.

It is possible that the remaining error in the adiabatic IE
stems from the DFT-calculated ZPE (ZPE being larger in mag-
nitude than many of the correlation energy contributions),
however, we note that the ZPE varies very little with different
density functionals (see ESI†). An exploration of an anharmonic
contribution to the ZPE is beyond the scope of this work. A
contribution from higher order coupled cluster terms (e.g. full
CCSDT) is also a possibility, which is also outside the scope of
this study and likely unfeasible. Finally, a spin-orbit coupling
contribution to the ionization energy is yet another possibility.
Overall, the results are highly satisfactory, suggesting that close
to chemical accuracy is achievable for the gas phase redox
properties of organometallic redox agents with CCSD(T).

3.4 Ionization energies of first-row metallocenes

A high-accuracy ZEKE-MATI determination is unfortunately
only available for cobaltocene and no other unsubstituted
metallocenes. However, ionization energy determinations of
other metallocenes are available from electron-transfer equili-
brium experiments using Fourier transform ion cyclotron reso-
nance mass spectrometry.30,31 The experimental values were
determined at 350 K, with uncertainties of �1.5 kcal mol�1

(�65 meV), i.e. 2 orders of magnitude larger than in the ZEKE-
MATI experiments.32 As these IE values are from 350 K equili-
brium experiments (i.e. free energy differences) instead of 0 K
threshold ionizations, thermal- and entropic-corrections need
to be considered.

Based on the calculations for cobaltocene in the previous
section, two protocols were tested balancing computational
cost while hopefully maintaining accuracy. The IEs were calcu-
lated with eqn (5) and (6) in protocols (1) and (2), respectively.
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The cc-pVnZ-DK basis set family with the DKH Hamiltonian
was used. The E(ref.) energies came from the larger cc-pVQZ-DK
calculation in the CBS(3/4) correlation extrapolations. A DGcorr

term including thermal and entropic contributions at 350 K is
now included instead of just DE(ZPE).

The first protocol, using CPS(2) energies in CBS(3/4) extra-
polations, including a N.PNO CBS(3/4) DE(T1) correction, is
quite costly and could easily be prohibitive for larger systems.
We therefore tested another protocol (2) using the more eco-
nomical CPS(1) energies in M-CBS(3/4) extrapolations, where
the cc-pVTZ-DK basis set is kept fixed for C and H atoms, only
changing the basis set of the metal atom (cc-pV(T/Q)Z-DK). As
shown in the previous section not much is gained from CPS
extrapolations of the E(T1)corr correction, especially considering
the extreme computational cost. The convergence of E(T1)corr

was analyzed separately for ferrocene, as the correction is an
order of magnitude larger than for cobaltocene (0.25 eV vs.
�0.01 eV). The correction converges fairly reliably and can be
computed efficiently with a small basis set and a small PNO
cutoff. Here the correction was calculated by M-CBS(3/4) extra-
polations using N.PNO for all cut-offs except TCutPNO = 10�6, by
simply calculating the larger PNO cut-off in the CPS(1) extra-
polations at the T1 level, by which one obtains both E(T0) and
E(T1) energies, which can then be used for M-CBS(3/4) extra-
polations. In this manner, all terms for the IE apart from DGcorr

can be obtained in four calculations of each species, neutral
and cation. This protocol is a slightly modified version of a
protocol suggested by Drosou et al. for spin-state energies,76,77

with the main difference being the use of a E(T1)corr additive
term instead of using costly DLPNO-CCSD(T1) calculations
throughout.

The DE(CV) correction was not included in either protocol,
as the correction was negligible for the adiabatic IE of Cp2Co
and unlike the DE(T1)corr, was not expected to be generally
important (see Table 3). The most important core–valence
effect likely comes from correlating the 3s and 3p shell of the
metal ion, shells that are already correlated in the frozen-core
definition used in this work. See ESI,† for a discussion.

All metallocenes, except neutral sextet Cp2Mn, are in an
eclipsed conformation. All optimizations were first carried out
with BP86 using def2-TZVP bases sets and the D3 dispersion
correction, which performed best in Section 3.2.1. However, the
BP86-D3 geometry of sextet Cp2Mn was found to be quite
distorted, where half of each Cp ring was pushed towards the
Mn ion (see geometries in ESI†). This effect is unlikely to be
physical as no JT-distortion is expected for the d5 system in a
6A1g state. Relativistic methods, integral treatment, integration
grids and dispersion correction were all tested as a potential
source of the error, but could all be excluded. Functionals with
fractional HF exchange up to 25% from Section 3.2.1, were
tested and, thereof, PBE0-D3 had the least distorted geometry,
although not a perfect D5h symmetry. Combining PBE0 with the
modern D4 dispersion correction appears to fix the issue,
resulting in D5h symmetry.46 As the BP86-D3 Cp2Mn (6A1

0)
geometry was considered unreliable, geometries of all metallo-
cenes were also optimized with PBE0 at the same level, with the

exception of D4 dispersion for Cp2Mn. The DLPNO-CCSD(T0/T1)
calculations were then carried out on BP86-D3 geometries with
BP86 reference orbitals, and PBE0-D3/D4 geometries with PBE0
reference orbitals. This allowed for comparison of the two across
the metallocene series. A distorted BP86-D3 geometry of 6A1

0

Cp2Mn was previously reported by Radon and coworkers,79 who
suggested self-interaction in BP86 as a cause, yet, others appear
not to have encountered this issue.29,76,80

The M–C and C–C distances from BP86-D3 and PBE0-D3
geometries are compared to experimental values from GED
experiments in Table 4.97–100 Cp2Co was omitted as its geometry
was discussed in details in section 3.2.1. Both methods predict
very similar metal–carbon (M–C) distances, which are generally
within 1 pm of the experimental value with the exception of
Cp2Fe where the deviations are 1.9 and 2.2 pm for BP86-D3 and
PBE0-D3, respectively. Moreover, PBE0-D3 systematically under-
estimates the C–C bond length by 1.5–2 pm, whereas BP86-D3
geometries are consistently within 1 pm of the GED value. We
note, however, that the GED geometries were not corrected for
thermal motion. Assuming the other metallocenes behave simi-
larly to Cp2Fe, the equilibrium M–C distance may be approxi-
mately 1 pm shorter than the experimental GED value.79,83

Friesner and coworkers produced impressive results of this
test set of metallocenes, using their AFQMC method and
compared the results to DLPNO-CCSD(T0)-CBS(3/4) calculations
using B3LYP geometries and reference orbitals.29 They concluded
that the DLPNO-CCSD(T0) calculations were no more reliable than
DFT, and questioned whether this was due to inherit shortcom-
ings of the coupled cluster method, or caused by the approxima-
tions in the DLPNO treatment. Although they did show that errors
of Cp2Mn could be reduced using tighter PNO cut-offs and (T1)
triples, this was not the focus of their study and further analysis
was suggested. Taking these considerations into account, the two
protocols described at the beginning of the section were used to
calculate the adiabatic IEs of the first row metallocene series with
both BP86-D3 geometries and reference orbitals (protocol (1)), and
PBE0-D3/D4 geometries and reference orbitals (protocols (1) and
(2)). The results were compared to the calculations of Friesner and

Table 4 Interatomic distances in optimized DFT-D3/D4 structures with
def2-TZVP basis sets compared to GED experimentsa

Cp2V Cp2Cr Cp2Mnb Cp2Fe Cp2Ni
4A2

0 3A1
0 6A1g

1A1
0 3A2

0

M–C
BP86 227.0 216.3 — 204.5 219.3
PBE0 227.3 216.2 238.8 204.2 219.3
Expt.c 228.0 216.9 238.0 206.4 219.6

C–C
BP86 142.7 143.3 — 143.4 142.9
PBE0 141.5 142.0 141.5 142.0 141.6
Expt.c 143.4 143.1 142.9 143.5 143.0

a All distances in pm. Geometries were not corrected for thermal
motion. The geometry of Cp2Co is omitted as it was discussed in detail
in Section 3.2.1. All geometry optimizations were performed with D3
dispersion, apart from Cp2Mn. b PBE0 geometries of Cp2Mn calculated
with D4 dispersion to remove distortion (see text). c Ref. 97–100.
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coworkers and the ion cyclotron experiments of Richardson and
coworkers.29–31 We note that the experimental IE of Cp2Co in this
section refers to the same 350 K free energy of ionization from the
ion cyclotron experiments. The results are shown in Table 5.

Overall, the DLPNO-CCSD(T0/T1) protocol (1) using PBE0
reference orbitals performed best of the methods tested here,
with a mean unsigned error (MUE) of 0.063 eV, which is very
close to the experimental uncertainty (�0.065 eV) and a Max-
Error of 0.172 eV. These errors can be compared to values in the
first and second column of the table where CPS extrapolation
and DE(T1) correction contributions were not included; giving
MUE of 0.152 eV and a Max Error of 0.461 eV (if CPS extrapola-
tion and DE(T1) contributions are excluded) or a MUE of
0.105 eV and a Max Error of 0.259 eV (if CPS extrapolation is
excluded). This demonstrates both the importance of reducing
PNO errors and to account for the effect of iterative triples for a
robust DLPNO-CCSD(T)-based protocol.

The values for protocol (1) follow the same trend when BP86
reference orbitals are used, however, the errors are generally
slightly larger, leading to a MUE of 0.098 eV. This contrasts the
results for cobaltocene in the previous section, suggesting that
PBE0 may provide a better description of the electronic struc-
ture of the other metallocenes. In both cases, the largest
outlier is Cp2Fe with errors of 0.237 and 0.172 eV for BP86
and PBE0 reference orbitals, respectively. Interestingly, this
is the only complex whose M–C distance had deviations over
1 pm from the GED experiments. Turning off D3 dispersion
lowers the deviation of M–C distance from 1.9 to 1.4 pm
for BP86, but does not significantly affect the DLPNO-
CCSD(T0/T1) results (not shown). The DE(CV) correction
was also tested as the source of the error in IE for Cp2Fe,
resulting in only a 10 meV shift of the IE in the wrong
direction. In the case of Cp2Mn, however, the better geometry
(PBE0-D4) reduced the error in IE from 0.164 to 0.078 eV,
largely due to the DGcorr contribution. Notwithstanding,
protocol (1) using PBE0 orbitals performs very similarly to

the AFQMC method used by Friesner and coworkers with
respect to both MUE and |Max| error.

Protocol (2) was only tested using PBE0-D3/D4 geometries
and reference orbitals, as PBE0 performed better overall and
did not suffer from the previously discussed issue of distorted
geometry for 6A1g Cp2Mn. This protocol does not appear to be
converged with respect to the CCSD(T0) contribution to the
adiabatic IE, as it systematically underestimated the IEs com-
pared to protocol (1) with PBE0-D3/D4 geometry and reference
orbitals. This is likely, in part, due to over-stabilization of high
spin species when the method is far from convergence in terms
of captured correlation energy. The worst cases are under-
estimations by 0.166 and 0.142 eV in the adiabatic IEs of Cp2Cr
and Cp2Fe compared to protocol (1), where the spin is
increased after ionization, thus over-stabilizing the cation.
The mildest cases, on the other hand, are Cp2V and Cp2Mn,
whose IEs are both underestimated by 0.049 eV, as both neutral
molecules are high spin and their spin is lowered upon ioniza-
tion. The source of the error is further discussed below in
relation to Fig. 8, where different contributions to the error of
both protocols are compared. Notwithstanding, the MUE is
only increased to 0.095 eV, which is comparable to protocol (1)
using BP86-D3 geometries and reference orbitals. Although
|MaxE| is reduced, this is due to fortunate error cancellation
involving Cp2Fe, which results in Cp2Co having the largest error
for this protocol.

Fig. 8 compares the errors of both protocols at the CCSD(T0)
and CCSD(T0/T1) (after adding (DE(T1)corr)). Furthermore, adding
only thermal corrections (DHcorr), and both thermal- and entro-
pic corrections (DGcorr), to the E(ZPE) term is compared. Non-
rigid molecules tend to have low frequency large amplitude
motions (LAMs), which are anharmonic in nature and may be
poorly described by the RRHO approximation. They mostly affect
the calculated vibrational entropy.101 In cases where there is
significant difference between DGcorr and DHcorr, the former was,
however, in general closer to experiment with the exception of

Table 5 Adiabatic IEs of first row metallocenes calculated with DLPNO-CCSD(T0/T1) with N.PNO and CPS cut-offs in CBS(3/4) extrapolations (cc-pVnZ-
DK). Results are compared to experimental data at 350 K and calculations from literaturea

Expt.c

This work Friesner et al.b

N.PNO N.PNO CPS CPS CPS N.PNO

AFQMC
CCSD(T0) CCSD(T1) CCSD(T0/T1)(1) CCSD(T0/T1)(2) CCSD(T0/T1)(1) CCSD(T0)
PBE0 ref.d PBE0 ref.d PBE0 ref.e PBE0 ref.f BP86 ref.e B3LYP ref.

Cp2V 6.700 6.705 6.648 6.600 6.550 6.541 6.994 6.665
Cp2Cr 5.529 5.300 5.437 5.536 5.370 5.585 5.369 5.688
Cp2Mng 6.179 6.640 6.438 6.257 6.208 6.247 6.658 6.335
Cp2Fe 6.639 6.582 6.772 6.811 6.669 6.876 6.773 6.625
Cp2Co 5.355 5.340 5.303 5.313 5.216 5.358 5.308 5.392
Cp2Ni 6.236 6.377 6.279 6.243 6.172 6.299 6.393 6.255
MUEh 0.152 0.105 0.063 0.095 0.098 0.212 0.070
MSE 0.051 0.040 0.020 -0.075 0.045 0.143 0.054
|Max E| 0.461 0.259 0.172 0.159 0.237 0.478 0.160

a All energies are reported in eV. b From ref. 29. c From ref. 30 and 31. Reported experimental uncertainty was �0.065 eV. d DLPNO-CCSD(T0/T1)
calculations, CBS(3/4) energies with N.PNO cut-offs. e Protocol (1): CPS(2) energies in CBS(3/4) extrapolations, using a DE(T1) correction from the
N.PNO-CBS(3/4) calculations. f Protocol (2): CPS(1) energies with M-CBS(3/4) extrapolations and DE(T1) correction from M-CBS(3/4) calculations
with TCutPNO = 10�6. g Cp2Mn geometries use D4 instead of D3 dispersion to avoid distorted geometries (see text above). h Mean unsigned error
(MUE), mean signed error (MSE) and maximum unsigned error (|Max E|).
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Cp2Mn. The DE(T1) correction is required for accurate IEs of
Cp2Cr, Cp2Mn and Cp2Ni, whereas it appears to reduce agree-
ment with experiment for Cp2V and Cp2Fe, especially Cp2Fe.
The DE(T1) correction was analyzed separately for Cp2Fe and
found to be reliably converged (see ESI†). Protocol (2) predicts
lower IEs in all cases, compared to protocol (1) with the same
geometry and reference orbitals (green and red, Fig. 8). This
difference is mainly at the DE(CCSD(T0)) level, as the DE(T1)
correction is very close with the largest difference being 0.02 eV
for Cp2Cr, indicating that calculating DE(T1)corr in CBS(3/4)
extrapolations with TCutPNO = 10�6, and ‘‘NormalPNO’’ settings
for all other cut-offs in the DLPNO method is a good approxi-
mation. This is fortunate as it greatly reduces computational
costs. Protocol (2) approximates the DE(CCSD(T0)) energy of
protocol (1) both the CPS extrapolation, and the CBS extrapola-
tion. Although not shown in the figure, the CPS(1) extrapolation,
using TCutPNO = 10�6/3.33 � 10�7 with ‘‘NormalPNO’’ for other
cut-offs, compared to 10�6/10�7 and ‘‘TightPNO’’ for other cut-
offs in protocol (1), is generally a good approximation with the
largest deviation being �0.05 eV for Cp2Mn, but generally 0.005–
0.01 eV for the other metallocenes. The other approximation,
M-CBS(3/4), where only the metal basis set size was increased in the
CBS extrapolations, resulted in deviations of �0.04 to �0.06 eV in
IE at the cc-pVQZ-DK (metal only) level for all metallocenes, causing
even larger errors in the CBS extrapolation. Although the oxidation
is mostly metal based, removing an electron has an effect on the
covalent ligands, especially ligands like Cp rings with a cyclic
aromatic p system. For more conventional coordination com-
plexes, this could perhaps be somewhat alleviated by increasing
the basis set size of the metal and directly coordinated atoms, as
opposed to only the metal atom, in CBS extrapolations. In the
case of metallocenes, however, this would mean including all 10
carbon atoms, which would be very similar to the CBS extrapola-
tion of protocol (1).

4 Conclusions

The ionization energies of the metallocene redox agents pose
an interesting challenge for both density functional theory

approximations as well as modern wavefunction theory. Cobal-
tocene is the only metallocene that has been measured in a
high-resolution ZEKE-MATI gas phase experiment, with an
uncertainty of only �0.0006 eV.32 This makes the molecule
highly suitable to testing the capability of state-of-the-art
coupled cluster theory using local correlation approximations.
In this work we systematically tested a DLPNO-CCSD(T)-based
protocol, with respect to practically all of the important vari-
ables that enter into such calculations.

Geometries of neutral cobaltocene were found to be well
described at both the BP86 and PBE0 level based on a compar-
ison to an experimental structure from gas phase electron
diffraction.81 Differences between the functionals were found
for Co–C distances in the Cp2Co+ cation (where experimental
data is unfortunately lacking). Special attention was paid to the
influence of the orbitals in the reference determinant in the
DLPNO-CCSD(T) and we tested using orbitals from both the HF
method and several different density functionals. The singles-
based T1 diagnostic was found not to be helpful in distinguishing
reference orbitals at the DFT level. Interestingly, the HF determi-
nant was found to be an exceptionally bad reference in the
DLPNO-CCSD(T0) calculations. The closed-shell SCF solution of
Cp2Co+ was unstable at the HF level, and a stable UHF solution
turned out to be a flawed symmetry-broken spin-coupled solution.
Analysis of MO energies of the Cp2Co QRO orbitals, used as
references in the correlation calculations, (Fig. 6) revealed that
increasing the HF exchange leads to larger ligand-field splitting
due to lowering the energy of the non-bonding Co d orbitals,
which start to overlap with occupied Cp p orbitals for B3LYP (20%
HF exchange), and with high HF exchange the Cp p orbitals
become the highest doubly occupied MOs. For the HF determi-
nant, the a1

0 (dz2) orbital is below the Cp s orbitals in energy.
These different MO diagrams indicate considerably different
orbital mixing effects which affects the CCSD electronic structure,
as seen by the difference in unrelaxed DLPNO-CCSD electron
density of hybrid functionals compared to BP86. The electronic
structure predicted by (meta-)GGA functionals appear to be much
more consistent with results from valence photoelectron spectro-
scopy experiments and we argue are thus more likely to form a

Fig. 8 Errors in adiabatic ionization energies of the metallocenes relative to experimental values from ref. 30 and 31, calculated with protocol (1) using
BP86-D3 geometries and reference orbitals (blue) and PBE0-D3/D4 geometries and reference orbitals (red), and protocol (2) with PBE0-D3/D4
geometries and reference orbitals (green). Each line from left to right shows the error at the CCSD(T0) level (square), error after adding the E(T1)corr

correction (diamond), and the final error after adding DGcorr (filled circle) or DHcorr (empty circle). DGcorr is the ZPE including thermal and entropic
corrections at 350 K from harmonic frequency calculations, whereas DHcorr only includes the thermal corrections, omitting entropy terms.
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more useful set of reference orbitals for coupled cluster
calculations.94 However, this aspect unfortunately demonstrates
that coupled cluster calculations on transition metal complexes is
not as black-box as would be desired, as the orbital choice is not
easily known beforehand.

The error of the DLPNO approximation was systematically
tested with respect to both PNO cutoffs as well as the accuracy
of the perturbative triples excitations within the framework.
Extrapolation of correlation energies to the complete PNO
space limit, as recently suggested by Bistoni and coworkers,74

turns out to be highly useful. The basis set convergence of
calculated vertical- and adiabatic IEs of Cp2Co was explored at
the DLPNO-CCSD(T0) level with cc-pwCVnZ-DK(Co)/cc-pVnZ-
DK(C,H) (cc-CV/V), cc-pVnZ-DK and DKH-def2-NZVPP basis
sets, with PNO extrapolation to the CPS limit performed for
each calculation. A similar basis set limit is reached with CBS(3/
4) extrapolations, however, with some differences seen with
CBS(4/5) extrapolations when using the larger cc-CV/V family.
The effect of the iterative triples T1 in DLPNO-CCSD(T1) turns
out not to play a large role for the ionization energy of
cobaltocene (but was found to be more important for other
metallocenes). In this work we suggest the T1 triples to be
included in the form of a correction (instead of being always
included) as otherwise the calculations are prohibitively expen-
sive. The correction is found to be only loosely dependent on
TCutPNO cut-offs, and can be calculated using a small TCutPNO =
10�6 with other cut-offs set to ‘‘NormalPNO’’ defaults in ORCA
and either as a single-step correction using a small basis set or
extrapolated to the CBS limit.

The most accurate DLPNO-CCSD(T) protocol in this work
utilized CBS(4/5) basis set extrapolation of CCSD and T0 corre-
lation energies, with PNO-extrapolation to the CPS limit for
each correlation energy, the iterative triples T1 contribution
calculated as a correction with a smaller PNO cutoff, and a
core–valence correlation correction. Combined with the SCF
reference energy (with BP86 orbitals) and ZPVE correction, a
final adiabatic ionization energy of 5.258 eV was predicted in
very good agreement with the 5.328 eV from experiment. Even
better agreement was found for the vertical ionization energy,
5.414 eV vs. 5.442 eV. Scalar relativity was found to have a non-
negligible effect (�0.08 eV) on the cobaltocene ionization
energy and was included in all calculations.

Free energies of ionization of a series of first-row metallo-
cenes were calculated and compared to experimental data (at
T = 350 K) from ion cyclotron experiments.30,31 DLPNO-
CCSD(T) protocols utilizing basis set CBS extrapolations, CPS
extrapolations and a T1 correction, based on the cobaltocene
analysis, were tested on the full test test. Both BP86 and PBE0
functionals were tested as choices for geometries and reference
orbitals. The results reveal that CCSD(T) appears to be fully
capable of describing the ionization energies of these systems
well, with the T1 correction and the CPS extrapolation turning
out to be much more important for these systems than cobal-
tocene. The lack of these two factors mostly explain the
unsatisfactory DLPNO-CCSD(T) results obtained by Friesner
and coworkers.29 DLPNO-CCSD(T) calculations that account

for PNO extrapolation as well as iterative triples effects give
results in equally good agreement as the AFQMC results with
mean unsigned errors close to the experimental uncertainty.
The individual results for the test set, however, reveal a depen-
dence on reference orbitals (BP86 vs. PBE0), perhaps due to the
known varying degrees of metal–ligand covalency across the
metallocene series.102 Overall, the results for both cobaltocene
and the test set of metallocenes are a promising step towards
the goal of a coupled cluster protocol capable of predicting
redox reaction energies of real-world open-shell transition
metal complexes with chemical accuracy. It is clear though that
a better understanding on how to choose the orbitals for the
reference determinant in coupled cluster calculations is
needed. Vibrational corrections are another source of uncer-
tainty. Our DLPNO-CCSD(T) workflow that conveniently com-
bines basis set extrapolation, PNO extrapolation, T1 correction
and optional core–valence correction can conveniently be car-
ried out automatically in the open-source Python-based pro-
gram ASH (with an interface to ORCA).35
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