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Computational NMR of the iron pyrazolylborate
complexes [Tp2Fe]+ and Tp2Fe including solvation
and spin-crossover effects†

Ari Pyykkönen and Juha Vaara *

Transition metal complexes have important roles in many biological processes as well as applications in

fields such as pharmacy, chemistry and materials science. Paramagnetic nuclear magnetic resonance

(pNMR) is a valuable tool in understanding such molecules, and theoretical computations are often

advantageous or even necessary in the assignment of experimental pNMR signals. We have employed

density functional theory (DFT) and the domain-based local pair natural orbital coupled-cluster method

with single and double excitations (DLPNO-CCSD), as well as a number of model improvements, to

determine the critical hyperfine part of the chemical shifts of the iron pyrazolylborate complexes

[Tp2Fe]+ and Tp2Fe using a modern version of the Kurland–McGarvey theory, which is based on parame-

terising the hyperfine, electronic Zeeman and zero-field splitting interactions via the parameters of the

electron paramagnetic resonance Hamiltonian. In the doublet [Tp2Fe]+ system, the calculations suggest

a re-assignment of the 13C signal shifts. Consideration of solvent via the conductor-like polarisable

continuum model (C-PCM) versus explicit solvent molecules reveals C-PCM alone to be insufficient in

capturing the most important solvation effects. Tp2Fe exhibits a spin-crossover effect between a high-

spin quintet (S = 2) and a low-spin singlet (S = 0) state, and its recorded temperature dependence can

only be reproduced theoretically by accounting for the thermal Boltzmann distribution of the open-shell

excited state and the closed-shell ground-state occupations. In these two cases, DLPNO-CCSD is

found, in calculating the hyperfine couplings, to be a viable alternative to DFT, the demonstrated

shortcomings of which have been a significant issue in the development of computational pNMR.

1 Introduction

Nuclear magnetic resonance (NMR) of open-shell, paramagnetic
compounds (pNMR) has become increasingly important in the
fields of biochemistry and materials science.1–5 Theoretical
determination of the NMR chemical shifts via electronic struc-
ture methods can aid in the assignment and interpretation
of experimental spectra,6 and sometimes reveal a need for
re-assignment of experimental spectra.7,8 The classic Kurland–
McGarvey theory of paramagnetic shielding9 expresses the hyper-
fine part of the shielding tensor in terms of the electron
paramagnetic resonance (EPR) parameters of the ground multi-
plet of 2S + 1 electronic states, where S is the effective electron
spin. In modern quantum-chemical implementations10–12 of this
theory, one requires the ability to reliably compute the g-tensor,
the zero-field splitting (ZFS, D, in S 4 1/2 systems with more

than one unpaired electron) and the hyperfine couplings (HFC, A)
of the system.

Transition metal ions such as Fe(II) and Fe(III) play important
roles in a number of biological processes and have many
applications in pharmacy.13 Iron systems have also received
attention as cost-effective and environmentally friendly catalysts
in chemistry and materials science.14 The present work focuses
on the calculation of NMR chemical shifts in isolated paramag-
netic iron complexes. Some modern computational pNMR work
on iron systems has been previously published.15–18 Mondal and
Kaupp15,16 computed pNMR chemical shifts of solid-state iron
systems as part of studies on a series of lithium-ion battery
cathode materials. Martin and Autschbach17 performed Kohn–
Sham (KS) density functional theory (DFT) pNMR calculations on
a set of paramagnetic organometallic complexes to investigate
the roles of the KS delocalisation error, Gaussian-type versus
Slater-type basis sets, relativistic effects, and ZFS. Our earlier
work18 focused on computational pNMR predictions of a series
of transition metal pyrazolylborate complexes, including iron
systems. In this work, we study the iron pyrazolylborate com-
plexes [Tp2Fe(III)]+ and Tp2Fe(II) encountered in our previous
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work18 more rigorously, exploring various computational methods
for calculating their EPR parameters. An image of this type of
molecule is shown in Fig. 1. With the former, spin doublet (S = 1/2)
complex, we are particularly interested in whether model
improvements such as more accurate g-tensor and ZFS calculations,
or consideration of solvation effects can explain the observed
discrepancy between theory and experiment for carbon shifts,
which contrasted with the otherwise generally good theoretical
results in the rest of the investigated series of metal complexes.18

The latter complex is a spin-crossover compound, for which
different computational fitting methods are explored in this work.
In addition to our earlier work,18 these systems were studied
experimentally by Feher,19 whose measurements are compared to
presently, as well as previously.

Some metal complexes exhibit behaviour in which their spin
state changes due to an external stimulus, such as temperature,
pressure or light, usually involving conversion between low-spin
and high-spin configurations.20 This so-called spin-crossover
was first observed by Cambi and Szegö21 in 1931, and it has
various potential applications in, e.g., molecular electronics, data
storage and display devices.22,23 The phenomenon is commonly
seen in first-row transition metal complexes with d4 to d7

electron configuration and octahedral ligand geometry. One
system displaying spin-crossover is Tp2Fe(II), shown in Fig. 1,
which switches between a diamagnetic singlet (S = 0) state and a
paramagnetic quintet (S = 2) state. Recently, the spin-state
energetics of manganese spin-crossover complexes have been
studied computationally by ab initio methods by Drosou,

Mitsopoulou and Pantazis,24 who found complete active-space
self-consistent field (CASSCF)/n-electron valence-state perturba-
tion theory (NEVPT2) calculations unable to accurately describe
the spin-state energies of their systems. This suggests that the
CASSCF/NEVPT2 method we routinely use for the EPR property
calculations of relevance to pNMR shifts may not be well-suited for
the determination of energetics. The authors recommend, instead,
DLPNO-CCSD(T) for energy calculations, which has also been
utilised earlier by Flöser et al.25 Iron spin-crossover compounds,
including Tp2Fe, have been studied several times in the past.26–30

Recent papers also report investigations of spin-crossover systems
and particularly their applications.31–36 Adjacent to the topic,
related spin equilibrium systems have been studied computation-
ally using DFT and Boltzmann statistics by Ke et al.37,38 with the
high-spin and low-spin configurations arising from two distinct
paramagnetic centers. In this work, we examine the significance of
the spin-crossover effect in predicting the pNMR chemical shifts in
an isolated Tp2Fe(II) molecule, and how different computational
fitting methods for handling its equilibrium state succeed in
reproducing the experimental results.18,19

Section 2 gives a brief overview of the theory behind para-
magnetic NMR computations including the spin-crossover
effect. Section 3 describes the details of the specific computa-
tional methods adopted in this work. Section 4.1 discusses the
iron complex [Tp2Fe(III)]+ and the various computational methods
for prediction its NMR chemical shifts, whereas Section 4.2
focuses on the spin-crossover compound Tp2Fe(II) and ways of
handling its equilibrium state computationally.

2 Theoretical background

The present theoretical prediction of NMR chemical shifts of
paramagnetic systems is based on the Kurland–McGarvey theory9

in its modern form,10–12 in which magnetic interactions are
parameterised in the ground multiplet by EPR parameters: HFCs,
ZFS and the g-tensor. The resulting expression for the Cartesian et-
component of the pNMR shielding tensor for nucleus K is

sK;et ¼ sorbK;et �
mB

gK�hkT

X
ab

geahSaSbiAK;bt; (1)

where sorb
K,et, gea and AK,bt are the Cartesian components of the orbital

shielding tensor, the g-tensor and the hyperfine coupling tensor,
respectively. The quantities mB, gK, h�, k and T are the Bohr magneton,
gyromagnetic ratio of nucleus K, reduced Planck constant, Boltz-
mann constant and absolute temperature, respectively. The dyadic
hSSi is expressed in terms of the effective spin operators S,

hSaSbi ¼

P
nm

Qnm njSajmh i mjSbjnh i
P
n

expð�En=kTÞ
; (2)

where Qnm are

Qnm ¼
expð�En=kTÞ; En ¼ Em

� kT

Em � En
½expð�Em=kTÞ � expð�En=kTÞ�; EnaEm

8><
>:

(3)

Fig. 1 Optimised geometry of Tp2Fe(II) (d6, S = 0 " 2, charge 0) in the
high-spin state with numbering used for NMR signal assignment.
[Tp2Fe(III)]+ (d5, S = 1/2, charge +1) has a similar structure and numbering.
Fe atom in grey, N in yellow, B in green, C in black and H in white.
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and |ni and En are the eigenfunctions and eigenvalues of the zero-
field splitting (D-tensor) Hamiltonian HZFS = S�D�S at the limit of a
vanishing external magnetic field. The chemical shift dK is expressed
with the isotropic average of the shielding tensor,

sK;iso ¼
sK;xx þ sK;yy þ sK;zz

3
; (4)

relative to a reference shielding sref, as

dK = sref � sK,iso. (5)

With sufficiently large S, the assumption on the form of the ZFS
Hamiltonian (S�D�S) is approximate and, strictly speaking, a
more general formalism39 should be used. It is also possible to
directly use optimised ground and excited electronic states and the
couplings between them in a multiconfigurational framework40,41

instead of EPR parameters to calculate the shieldings. This method
is not yet in widespread use, however, due to the computational
limitations related to the size and the difficulty of selecting the
active space.

The spin-crossover system Tp2Fe undergoes rapid spin
interconversion near room temperature between a low-spin,
S = 0 electronic ground state and a high-spin, S = 2 excited state.
The populations of these states follow the Boltzmann distribu-
tion, with the probability of state i being

pi ¼
1

Z
e�

Hi
kT
þSi
k ; (6)

where Z ¼
P
i

e�
Hi
kT
þSi
k is the partition function. The (2S + 1)-fold

degeneracy of the electronic states is included implicitly through

the entropy term
Si

k
in the exponent. In order to calculate the

NMR chemical shift of the equilibrium state, the enthalpy
(energy) gap DH = H2 � H0 and the entropy gap DS = S2 � S0

must be determined, and the NMR shieldings of both the high-
spin and low-spin states must be computed.

3 Computational methods
3.1 Geometry

Throughout the present discussion, unless otherwise specified,
geometry optimisations were carried out with the TURBOMOLE
programme42 using unrestricted Kohn–Sham (UKS) DFT and
the PBE0 functional43 with 25% exact Hartree–Fock exchange
energy (the PBE-25 notation is later used synonymously).
Dispersion effects were accounted for with the DFT-D3 BJ
dispersion correction.44,45 Relativistic effects were approxi-
mated by placing the Stuttgart-type scalar relativistic effective
core potential ECP10MDF46 on the metal center, along with a
corresponding 6s5p3d2f1g/8s7p6d2f1g (contracted/uncon-
tracted notation) valence basis set.47 The def2-TZVP basis
set48 was employed for ligand atoms. Coordinates for the
optimised structures are provided in the ESI† (Tables S1–S6
and Fig. S1–S4).

3.2 g- and ZFS tensors

The ‘‘standard method’’ adopted previously49,50 for computing
the EPR parameters necessary to determine the NMR shieldings
has been successfully applied to a number of isolated molecules
in previous works.7,8,18 It involves calculating the g-tensor and
ZFS at the CASSCF51/NEVPT252–54 level of theory. The basic
NEVPT2 calculation for the g-tensor and ZFS uses a state-
average (SA) cas(n,5) CASSCF wavefunction that correlates n
d-electrons of the metal center in the five metal 3d-orbitals.
The Douglas–Kroll–Hess (DKH2)55,56 approximation has been
used in this context since ref. 50 to account for scalar relativistic
effects in the optimisation of the SA-CASSCF states, and quasi-
degenerate perturbation theory (QDPT)57,58 is utilised to incor-
porate spin–orbit effects using the picture-changed spin–orbit
operator. Only the spin–orbit contribution to the ZFS is included,
since the spin–spin contribution can be assumed to be small,
e.g., as we demonstrated in our earlier work.18 This calculation is
carried out with the ORCA software.59,60 A locally dense basis set is
used, in which the DKH-def2-TZVP basis set61 is placed on the
metal center and atoms directly bonded to it, and a the smaller
DKH-def2-SVP basis set is placed on the more distant ligand atoms.

3.3 HFC tensors

The DFT-based, fully relativistic four-component matrix Dirac–
Kohn–Sham (mDKS) method62,63 was mainly used to evaluate
the hyperfine couplings. HFC calculations require polarisation of
the core electrons in order to obtain reasonable results; for this
reason unrestricted DFT (UKS) is necessary as, e.g., restricted
open-shell DFT does not allow core spin polarisation. The mDKS
calculation of hyperfine couplings is performed with the ReSpect
program package64 using mostly the PBE0 functional with 25%
exact exchange, which again has been the ‘‘standard choice’’ for
such calculations since the work in ref. 50. Both scalar relativistic
and spin–orbit effects are considered variationally within this
method. The decontracted Dyall-VTZ basis set65 is placed on the
metal atom, and a decontracted DKH-def2-TZVP basis set on the
ligand atoms. This is the large wavefunction component basis set,
and the small-component basis is generated by kinetic balance.

3.4 Orbital shielding

The orbital shielding term, which is often less critical than the
hyperfine term, is calculated at the UKS/PBE0 level of theory
employing the Gaussian software66 and the DKH-def2-TZVP
basis set. The NMR shieldings of the diamagnetic, closed-
shell reference compounds, TMS for 1H and 13C, BF3

(O(C2H5)2) for 11B, and CH3NO2 for 14N, are computed at the
restricted Kohn–Sham (RKS)/DKH-def2-TZVP level with the
same functional as used in the corresponding HFC calculation.
The reference shieldings are provided in Table S7 in the ESI.†
In the present work, the computation of the diamagnetic (S = 0)
low-spin state of Tp2Fe follows the same formula.

3.5 Model improvements

In this work, four distinct modifications to the standard method
are tested:
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(1) The CASSCF active space in the NEVPT2 calculation of
the g-tensor and ZFS is expanded from cas(n,5) to cas(n,12) by
including two occupied metal–ligand bonding orbitals and five
empty metal 4d-orbitals.

(2) Solvation effects67 are included in the HFC computations
through the conductor-like polarisable continuum model C-
PCM,68 approximating electrostatic solute–solvent interactions.
Importantly, non-electrostatic effects such as hydrogen bonding
are not represented by the C-PCM model. Additional calculations
with explicit solvent molecules are performed for [Tp2Fe]+ for
comparison. An image of the [Tp2Fe]+ structure with twelve
acetone molecules is shown in Fig. S3 in the ESI.† Furthermore,
the presence of the [PF6]� counterion is considered for [Tp2Fe]+.

(3) The amount of exact Hartree–Fock exchange energy in
the mDKS DFT hybrid functional in HFC calculations is varied
(0%, 25%, 40% and 100%).

(4) The HFCs are calculated using the domain-based local
pair natural orbital coupled-cluster method with single and
double excitations (DLPNO-CCSD) employing lambda equations
for unrelaxed coupled-cluster density,69 now implemented in
ORCA. This is an approximation to CCSD that scales nearly
linearly with system size but achieves good accuracy, recovering
almost all of the CCSD correlation energy. However, similar to
CCSD, it is a single-reference method, which may prove limiting
with systems that have strong multireference character. This
method has recently been applied with good results to HFC
computations in pNMR by Jaworski and Hedin.70

3.6 Spin-crossover

The equilibrium-state NMR chemical shifts of the spin-crossover
system Tp2Fe are expressed as Boltzmann averages between the
high-spin S = 2 state and the low-spin S = 0 state by fitting the
enthalpy gap DH and the entropy gap DS to experimental NMR
data. The sum of squared errors is minimised to find optimal
values for DH and DS. The available experimental data, reported
by Feher,18,19 cover 1H, 13C, 11B and 14N chemical shifts, each
at one temperature (excluding the N2 center) and the NMR
temperature series of all four 1H nuclei from 290 K to 455 K.
The fitting is performed in three different ways.

(1) Global fit to the 1H temperature series of all four protons,
resulting in two fitting parameters DH(H) and DS(H).

(2) Individual fits to each of the four 1H temperature series
with each equivalent group assigned its own fitting parameter,
resulting in eight fitting parameters DH(H3), DH(H4), DH(H5),
DH(BH), DS(H3), DS(H4), DS(H5) and DS(BH). For nuclei other
than protons, the average values DHavg and DSavg are used.

(3) Global fit to all experimental data including the 1H
temperature series, as well as 13C, 11B and 14N shifts, resulting
in two fitting parameters DH(all) and DS(all).

4 Results
4.1 Doublet iron complex [Tp2Fe]+

The measurement and computational temperatures with this
molecule were 305 K (1H), 300 K (13C) and 298 K (11B and 14N).

The full set of results is tabulated in Table S8 in the ESI,† and a
computational 1H temperature series is displayed in Fig. S5
(ESI†).

4.1.1 CASSCF active space. For the doublet [Tp2Fe]+ system,
an expanded, 12-orbital CASSCF active space in the NEVPT2
computation of the g-tensor has only a minor impact on the final
NMR shielding, with changes from the 5-orbital calculation of up
to roughly 2 ppm for hydrogen and 6 ppm for carbon (Table 1).
Therefore, at least in the case of this specific system, the
increased size of the CASSCF active space is not reflected in
significantly improved NMR chemical shifts. Both levels of
theory are in very good agreement with 1H and 11B experiments,
except in the case of H5, where the agreement is weaker. The
cas(5,5)-level calculation is in fact slightly closer to experimental
data, suggesting it is benefiting from error cancellation with, e.g.,
errors in HFC calculations, such as neglect of solvation, counter-
ion and molecular dynamics effects.

In stark contrast to computed proton and boron shifts, there is a
severe discrepancy in carbon shifts, as was discussed previously.18

The potential causes are elaborated on in Section 4.1.5.
Expanding the active space from cas(5,5) to cas(9,12) in

CASSCF/NEVPT2 calculations has a noteworthy impact on the
g-tensor (Table 2), especially visible in the g11 eigenvalue, and
comparable to the differences between the base CASSCF and
the NEVPT2 calculation based on it. It is seen that the improved
level of theory does not translate into a notable effect on NMR
shieldings, which demonstrates their insensitivity to the quality
of the g-tensor due to the relatively small range of variation of the
g-tensor components compared to the HFC. The improvement of
the g-tensor calculations has no meaningful impact on the
question of agreement between theory and experiment, or signal
shift assignment in this molecule.

4.1.2 Solvation model in HFC calculations. In Tables 3 and 4,
NMR shifts have been calculated using the C-PCM continuum
solvation model for the HFCs. Due to software limitations, these
calculations were performed using the scalar relativistic DKH2
approximation on the ORCA software, instead of the fully relati-
vistic mDKS method; in vacuo mDKS and DKH results are
included for comparison. The HFC tensors extracted from the
DKH calculations do not include spin–orbit contributions. The
same basis set was employed as for the mDKS calculations, with a

Table 1 Experimental18,19 and computational 1H, 13C and 11B NMR
chemical shifts (ppm) for [Tp2Fe]+ with the g-tensor calculated at the
NEVPT2 level based on cas(5,5) and cas(9,12) wavefunctions. HFCs calcu-
lated at the mDKS/PBE0 level in vacuo

H3 H4 H5 BH

Exptl18,19 �52.9 �13.2 �8.2 39.4
cas(5,5) �51.3 �10.0 �2.0 41.5
cas(9,12) �50.9 �9.4 0.3 42.0

C3 C4 C5 B

Exptl18,19 2.5 175.8 19.6 95.2
cas(5,5) 34.7 �3.6 93.7 91.2
cas(9,12) 34.6 2.5 91.6 92.5
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decontracted Dyall-VTZ basis set placed on the metal center and a
decontracted DKH-def2-TZVP basis set used for the ligand atoms.

Calculations with the presence of twelve explicit acetone
molecules in the hyperfine computations have been included to
illustrate the difference to the C-PCM continuum solvation
model. This structure was optimised using the PBE functional to
reduce the computational cost. For carbon and boron, an addi-
tional C-PCM calculation using acetone as solvent is shown for
valid comparison between the different computational methods.

The scalar relativistic DKH versus fully relativistic mDKS
hyperfine calculations are in greater contrast for this molecule
than solvent effects are to in vacuo computations, with differ-
ences of several ppm for hydrogen, over 26 ppm for C3 and 14
ppm for boron. For H3 and B, mDKS is clearly in better
agreement with experiment, while for H5, DKH is closer to
measurements.

The C-PCM model results in very small deviations from the
non-solvated DKH model, of no more than 1 ppm even for
carbon. Non-specific electrostatic effects approximated by the
C-PCM model thus appear to be unimportant for this system. In
contrast, moving to an explicit solvation model has a notably

larger impact of a couple ppm for hydrogen, and up to 17 ppm
for carbons C3 and C5. Therefore, in this case, the continuum
solvation model is not sufficient to capture the most important
solvent effects. If inclusion of the solvent is desired, a more
accurate model is necessary. In some cases, such as H5, explicit
solvation improves compatibility with experiment, whereas in
others compatibility is worsened. In the latter cases, the non-
solvated calculations likely again benefit from error cancellation.

Furthermore, a calculation in which HFCs were computed
using a COSMO-optimised geometry is included for complete-
ness. The impact on proton and boron chemical shifts is small,
with results changing by less than 1 ppm. For carbon, we see
somewhat more substantial changes of the order of 10 ppm for
C3 and C5. For these nuclei, the discrepancies between the
C-PCM model and explicit solvation are alleviated, suggesting
that the exact geometry may have some importance, although
such an alleviation is not consistent across all the other nuclei.

Finally, hyperfine couplings have been calculated otherwise
in vacuo but in the presence of the counterion [PF6]� used in the
measurements. The counterion changes chemical shifts
roughly by 2 ppm for hydrogen, and by a few ppm for carbon
and boron. The effect is stronger than that of the C-PCM model,
although explicit solvation by 12 solvent molecules remains
overall more impactful. In calculations requiring great accu-
racy, including the counterion effect may be meaningful.

Overall, computations underestimate the proton H3, H4 and
H5 shifts across the board, and solvent considerations provide
no systematic improvement.

4.1.3 Exact exchange. Paramagnetic NMR shieldings
within the Kurland–McGarvey theory are significantly more
sensitive to the quality of the HFC computations than to that
of the ZFS and g-tensor computations;63 their insensitivity to
the g-tensor was already seen in Section 4.1.1. To demonstrate
the issue, the hyperfine couplings were calculated at the fully
relativistic mDKS level with different exact exchange admix-
tures in the DFT functional (0%, 25%, 40% and 100%), with
results displayed in Fig. 2. Full numerical results can be found
in Table S8 in the ESI.† In Fig. 2, the black bars represent the
range of NMR shifts obtained using different exact exchange
admixture parameters. Results calculated with the more con-
ventional choices of 25% and 40% have been explicitly marked.
In addition, shifts using hyperfine calculations at the DKH + C-
PCM solvation level are shown for comparison.

Table 2 Computed ZFS (spin–orbit contribution only) parameters as well
as g-tensor eigenvalues and the isotropic g-factor at both the CASSCF
level and the NEVPT2 level based on CASSCF wavefunctions. The ZFS
parameters D and E/D are explained in the ESI. Geometry optimised in
vacuo has been used

System/level of theory S D (cm�1) E/D g11 g22 g33 giso

[Tp2Fe]+a 1/2
cas(5,5), CASSCF 0.074 0.897 4.594 1.855
cas(5,5), NEVPT2 0.507 0.990 4.378 1.958
cas(9,12), CASSCF 0.225 0.880 4.289 1.798
cas(9,12), NEVPT2 0.340 0.871 4.290 1.834

Tp2Feb 2
cas(6,5), CASSCF 9.68 0.0089 1.994 2.140 2.143 2.092
cas(6,5), NEVPT2 8.69 0.0088 1.996 2.111 2.113 2.074
cas(10,12), CASSCF 8.44 0.0088 1.995 2.120 2.122 2.079
cas(10,12), NEVPT2 8.25 0.0086 1.997 2.106 2.108 2.070

a Doublet systems have no ZFS. b High-spin multiplet.

Table 3 Experimental18,19 and computational 1H NMR chemical shifts
(ppm) for [Tp2Fe]+ with HFCs calculated at the in vacuo mDKS, DKH and
DKH + solvent(C-PCM) levels, as well as with 12 explicit acetone solvent
molecules using the PBE0 functional. The g-tensor was calculated in
vacuo at the NEVPT2 level based on the cas(9,12) wavefunction. Geometry
optimised in vacuo was used in g-tensor calculations. In counterion and
explicit solvent HFC calculations, the relevant geometry was used; other-
wise in vacuo unless differently indicated. Temperature for 1H: 305 K

HFC level of theory H3 H4 H5 BH

Exptl18,19 �52.9 �13.2 �8.2 39.4
mDKS in vacuo �50.9 �9.4 0.3 42.0
DKH in vacuo �43.9 �9.1 �2.6 36.6
DKH + counterion [PF6]� �41.9 �11.5 �3.7 34.4
DKH + solvent (C-PCM)a �44.3 �8.9 �2.5 36.6
DKH + solvent (C-PCM)ab �43.8 �9.3 �2.3 36.4
DKH + 12 acetones �41.8 �7.9 �4.7 34.6

a Acetone-d6 (e = 20.7). b COSMO-optimised geometry used in HFC
calculation.

Table 4 As Table 3 but for 13C and 11B chemical shifts (ppm). Temperature
for 13C: 300 K; 11B: 298 K

HFC level of theory C3 C4 C5 B

Exptl18,19 2.5 175.8 19.6 95.2
mDKS in vacuo 34.6 2.5 91.6 92.5
DKH in vacuo 61.2 2.9 88.5 78.5
DKH + counterion [PF6]� 58.2 8.5 96.4 74.1
DKH + solvent (C-PCM) 61.7a 4.3a 89.9a 78.9b

DKH + solvent (C-PCM)c 60.3 2.5 89.0 78.9
DKH + solvent (C-PCM)cd 70.3 3.8 102.3 78.5
DKH + 12 acetones 68.1 �2.0 106.0 75.1

a Chloroform (e = 4.81). b Dichloromethane (e = 8.93). c Acetone-d6 (e =
20.7). d COSMO-optimised geometry used in HFC calculation.
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With the functional PBE-100 with 100% exact exchange it
should be noted that spin contamination in hyperfine DFT
calculations may be significant and may distort results,
although DFT computations at the DKH level do not indicate
major spin contamination for either [Tp2Fe]+ or Tp2Fe based on
deviation from the theoretical expectation value hS2i. Here the
full 0–100% range has been included for illustrative purposes,
but of greater practical interest is the 25–40% range.

The mDKS results with varying proportions of exact
exchange cover a range of up to 40 ppm for hydrogen and up
to 300 ppm for carbon, although PBE-25 and PBE-40 are closer
together. This kind of large range of results constitutes a major
problem with employing DFT in the computation of HFCs,
since the amount of exact exchange is based on empirical
considerations – there is no theoretical justification for, e.g.,
choosing PBE-25 over the 40% exact exchange admixture. The
latter was pragmatically recommended by Kaupp et al.63

Pure DFT functionals are known to overestimate the covalent
character of ligand–metal bonding especially for open-shell
metal complexes with large ligand contact shifts, causing spin
density to extend too far from the paramagnetic metal center to
the ligand atoms.71,72 This spin delocalisation error can be
reduced by hybrid functionals containing exact Hartree–Fock
exchange energy. Conversely, however, an overly localised elec-
tronic structure may underestimate the covalent nature of
metal–ligand interactions and likewise lead to an unrealistic
picture of the electronic structure. In addition, hybrid func-
tionals containing a high admixture of exact exchange tend to
overestimate valence-shell spin polarisation, which may lead to
significant spin contamination.73 On the other hand, hybrid
functionals are also needed to satisfactorily capture core–shell
spin polarisation, which is important in the computation of core

properties such as hyperfine couplings. We see the expected
trend in spin delocalisation in Fig. 3, where we have plotted the
spin density isosurfaces of [Tp2Fe]+ at the UKS/DKH level of
theory with 0%, 25%, 40% and 100% exact exchange. Increasing
the exact exchange admixture causes positive spin density iso-
surfaces to slightly shrink, indicating decreasing spin delocalisa-
tion. Simultaneously, the negative spin density isosurfaces
clearly increase, possibly reflecting growing spin polarisation
and eventual spin contamination problems.

In our computed NMR chemical shift results, 25% or 40%
exact exchange typically reproduce experimental shifts better
than 0% or 100%. This is in line with the expectation that a
mid-range portion of exact exchange should provide a more
balanced description of spin delocalisation and spin polarisa-
tion effects for a global hybrid functional than either of the two
extremes.

4.1.4 DLPNO-CCSD. DLPNO-CCSD presents itself as a
potential alternative ab initio method for computing HFCs that
does not suffer from the ambiguity of selecting the exact
exchange admixture, present in the DFT calculations. For the
proton shifts, the DLPNO-CCSD-based HFCs lead to an overall
satisfactory agreement with experiment, sufficient, e.g., for
unambiguous signal assignment (Fig. 2). For signals other than
H4, the DLPNO-CCSD data appear within the DFT range of
results, closest to the shifts obtained with the pure PBE func-
tional. For H4, DLPNO-CCSD produces a shift between the DFT
data points corresponding to 40% and 100% exact exchange
admixtures. For the 13C and 11B data, DLPNO-CCSD again results
in shifts mostly within the DFT range, and at different positions
within that range depending on the particular nucleus. The
comparison with experimental 13C shifts is discussed in the next
subsection.

Fig. 2 Experimental18,19 and computational NMR chemical shifts for [Tp2Fe]+. Bars indicate the range of in vacuo mDKS results for hyperfine coupling
tensors obtained with hybrid, PBE0-based exchange–correlation functionals with different exact exchange admixtures (0%, 25%, 40% and 100%).
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DLPNO-CCSD produces overall slightly worse shifts in com-
parison to PBE-25 or PBE-40 for this system. Only the BH signal
is reproduced better by DLPNO-CCSD. In this comparison one
must bear in mind that other factors, e.g., the presently omitted
rovibrational effects70 may disfavour the ab initio data in this
case. The fact that the DLPNO-CCSD data are quasirelativistic,
as opposed to the fully relativistic nature of the DFT data, also
contributes to the differences.

4.1.5 Discrepancy in 13C shifts. The shift results calculated
for [Tp2Fe]+ are in reasonably good agreement with experiment
for hydrogen and boron. However, the calculations fail to
reproduce experimental carbon shifts, as discussed in our
previous work.18 Neither improving the CASSCF active space,
nor accounting for either the solvent effects nor the counterion
can explain these discrepancies. The most obvious possible
explanation for this would be an error in signal assignment –
re-assigning the experimental signals cyclically as C3 - C4,
C4 - C5, C5 - C3 would greatly improve compatibility of the
DFT range of calculated results with experiment. Alternatively,
C4 and C5 could simply be interchanged, particularly if one
focuses on the shifts calculated with DLPNO-CCSD-based HFC
data. However, this is not supported by the experimental line-
width data, as also previously noted18 (though this is not a
definite refutation of the re-assignment argument). Even after
re-assignment, however, agreement with experiment would be
unsatisfactory in the quantitative sense for C3 and C5, although
compatibility for C3 would likely be improved if an mDKS +
explicit solvation calculation were possible.

Another plausible explanation is in contributions from a
low-lying excited state 601.1 cm�1 above the ground state,
possessing the same doublet multiplicity as in the ground state
multiplet, predicted by cas(5,5)/NEVPT2 calculations in our
earlier work.18 Our newest cas(9,12)/NEVPT2 computations
predict the excited doublet 538.8 cm�1 above the ground state
(see below). This explanation was speculated upon in ref. 18 by
very approximate calculations based on a fitting procedure to
obtain hypothetical NMR shieldings for the excited state and
Boltzmann-weighted thermal occupations of the ground and
excited multiplets. The possibility was further explored in the
present work by estimating the NMR shieldings of the excited

doublet and fitting a thermal equilibrium of the ground and
excited doublets to experimental data. An improved agreement
with experiment was not achieved, however, possibly due to the
inadequacy of the employed approximations. See the section
‘‘Excited state of [Tp2Fe]+’’ in the ESI† for more details. A more
likely explanation is that a re-assignment of the experimental
13C signals is appropriate. In particular, both DFT and DLPNO-
CCSD calculations seem to support re-assignment.

The physical contributions to the nuclear shieldings of
[Tp2Fe]+ in the ground doublet state, following an explanation
of the various terms in Table S11 in the ESI,† have been
included in Table S12 (and correspondingly for the excited
quintet of Tp2Fe in Table S13, ESI†). Across the series of
calculations, the shieldings in [Tp2Fe]+ are dominated by the
contact and pseudocontact terms (1 and 9 in the numbering of
the table), with smaller contributions by the ‘‘con,3’’ term
number 6. The prominence of the pseudocontact and ‘‘con,3’’
terms arises from the significant g-tensor anisotropy of the
system.

4.2 Spin-crossover compound Tp2Fe

Measurements and calculations were carried out at the tem-
peratures 290 K (1H), 305 K (13C) and 298 K (11B and 14N). In
addition, a temperature series from 290 K to 455 K has been
recorded for the proton shifts. The full set of results is tabu-
lated in Tables S14 and S15 in the ESI.†

It should be noted that our results correspond to the
equilibrium between the S = 0 ground and S = 2 excited
multiplets. The possibility of an excited triplet (S = 1) multiplet
receiving significant thermal occupation in addition to the
ground singlet and excited quintet was considered, but ruled
out on the basis that the triplet was found computationally
to lie far higher above the ground state than the quintet (see
Section 4.2.7).

4.2.1 CASSCF active space. The impact of expanding the
CASSCF active space in calculating the g-tensor and the ZFS for
the Tp2Fe system is shown in Table 5. The differences between
these two levels of theory, 5- and 12-orbital CASSCF, are even
smaller than in the case of [Tp2Fe]+, with changes of the order
of 0.1 ppm for hydrogen and 1 ppm for carbon. Both are

Fig. 3 Spin density isosurfaces for [Tp2Fe]+ at the UKS/DKH level with 0%, 25%, 40% and 100% exact exchange admixture in the hybrid, PBE0-based
exchange–correlation functional. Positive isosurfaces are drawn in red and negative in blue. Isovalues of �0.0001 used throughout.
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reasonably well in line with experimental measurements,
although the carbon results are not stellar. We only show the
results using the global 1H Boltzmann fit, but the same con-
clusions can be drawn using the other fitting methods (numer-
ical results available in Tables S14 and S15 in the ESI†).

As the NMR results suggest, the g-tensor in the high-spin (S = 2)
state is only a little changed by the cas(6,5) to cas(10,12) expansion
(Table 2), unlike in the case of [Tp2Fe]+. Likewise, the ZFS
D-parameters produced by the two active spaces are quite similar
at the NEVPT2 level, although at the CASSCF level a somewhat
larger change is seen. The ZFS of commonly occurring magnitude
has previously been reported to have negligible impact on NMR
shifts at ambient temperatures – its importance is significant at
very low temperatures and in cases where pseudocontact mechan-
isms are dominant in the total shift.12,17,49 The ZFS and the
g-tensor determine the magnetic susceptibility,74,75 which can
be used to formulate pseudocontact shifts.1

4.2.2 Solvation model in HFC calculations. Application of
the C-PCM solvation model has a very minor effect on the NMR
shifts in comparison to moving from fully relativistic to scalar
relativistic calculations (Tables 6 and 7), which itself changes the
results only on the order of 1 ppm for hydrogen, and a few ppm for
carbon. In this case, there is no systematic difference between the
fully relativistic mDKS and scalar relativistic DKH calculations.

4.2.3 Signature of spin-crossover in the 1H shifts. In
Fig. 4(a), the 1H NMR temperature series of Tp2Fe has been
calculated in vacuo at the cas(10,12) + NEVPT2/mDKS level for

the pure paramagnetic quintet (S = 2) state, the pure diamag-
netic singlet (S = 0) state, and the high-spin/low-spin equili-
brium state resulting from Boltzmann averaging (eqn (6)) with
fitted DH and DS parameters. The singlet-state chemical shifts
do not depend explicitly on temperature (temperature depen-
dence would be introduced through molecular dynamics,
which we currently neglect), whereas the quintet shifts exhibit
an explicit Curie-type 1/T temperature dependence. The experi-
mental temperature dependence is non-monotonic, resulting
from the excited paramagnetic S = 2 state having an increasingly
large influence as the paramagnetic state occupation increases
with temperature. At lower temperatures, the occupation of the
paramagnetic state diminishes, and the experimental shifts
approach the diamagnetic S = 0 shifts. We see this behaviour
in our results, where the pure quintet state produces approxi-
mately correct results at high temperatures, but diverges from
the experimental data points at lower temperatures, whereas the
equilibrium state reproduces a qualitatively correct temperature
dependence throughout the temperature series. This demon-
strates that it is crucial to take the spin-crossover effect into
account, especially at temperatures at which both spin states are
expected to have significant occupation.

4.2.4 Exact exchange. Variation of the proportion of exact
exchange in the DFT functional with a global fit to the proton
temperature series (Fig. 5(a)) produces quite a wide range of
NMR shifts, with proton shifts covering a range of up to almost
10 ppm and carbon shifts a range of approximately 100 ppm.
We see that neither PBE-25 nor PBE-40 produces systematically
better results than the other. In C3 and C5, both are quite far
from the experimental shift.

In the spin density isosurface plots as a function of exact
exchange for the high-spin (S = 2) state of Tp2Fe in Fig. 6, we see
more clearly the same trends regarding spin delocalisation as
in the case of [Tp2Fe]+. Here, however, the positive spin density
extends much further from the metal center than the negative,
with a more balanced distribution appearing only with 100%
exact exchange. This is explained by the lack, in this d6 system,
of vacant spin-up acceptor 3d orbitals on the metal center,
causing an unbalanced ligand–metal back-bonding, similarly
to what was discussed by Pritchard and Autschbach71 in the
cases of Cr(acac)3 and Fe(acac)3. In contrast, the d5 system
[Tp2Fe]+ has two empty metal 3d orbitals, which allows a more
balanced ligand–metal back-bonding as shown by the spin
density plots of that system (Fig. 3).

The physical contributions to the nuclear shieldings for the
high-spin (S = 2) state of Tp2Fe are listed in Table S13 in the ESI.†

Table 5 Experimental18,19 and computational 1H, 13C, 11B and 14N NMR
chemical shifts (ppm) for Tp2Fe with g-tensor and ZFS calculated at the
NEVPT2 level based on cas(6,5) and cas(10,12) wavefunctions. HFCs
calculated at the mDKS/PBE0 level in vacuo. Global Boltzmann fit per-
formed using the 1H temperature series

H3 H4 H5 BH

Exptl18,19 13.0 12.9 8.1 �2.7
cas(6,5) 15.3 15.5 9.1 �2.0
cas(10,12) 15.1 15.5 9.2 �1.8

C3 C4 C5 B N1

Exptl18,19 266 168 229 �26.4 �126
cas(6,5) 341.3 231.9 332.5 �37.5 �143.9
cas(10,12) 342.4 232.8 333.9 �37.0 �143.4

Table 6 Experimental18,19 and computational 1H NMR chemical shifts
(ppm) for Tp2Fe with HFCs calculated at the in vacuo mDKS, DKH and DKH +
solvent(C-PCM) levels using the PBE0 functional. The ZFS and g-tensor were
calculated in vacuo at the NEVPT2 level based on the cas(10,12) wavefunc-
tion. Geometry optimised in vacuo was used in all calculations. Global
Boltzmann fit was performed using the 1H temperature series. Temperature
for 1H: 290 K

HFC level of theory H3 H4 H5 BH

Exptl18,19 13.0 12.9 8.1 �2.7
mDKS in vacuo 15.1 15.5 9.2 �1.8
DKH in vacuo 14.1 15.3 9.5 �0.8
DKH + solvent (C-PCM)a 14.0 15.2 9.5 �0.8

a Chloroform-d (e = 4.81).

Table 7 As Table 6 but for 13C, 11B and 14N chemical shifts (ppm).
Temperature for 13C: 305 K; 11B and 14N: 298 K

HFC level of theory C3 C4 C5 B N1

Exptl18,19 266 168 229 �26.4 �126
mDKS in vacuo 342.4 232.8 333.9 �37.0 �143.4
DKH in vacuo 345.5 235.8 340.8 �34.3 �137.9
DKH + solvent (C-PCM)a 346.6 234.1 336.4 �34.2 �137.4

a Toluene (e = 2.38).
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We have reported these at the temperature of 455 K, where the
high-spin state is the primary contributor to the equilibrium
state. In all calculations, we see the most significant contribu-
tions arising from the contact, dipolar and pseudocontact terms
1, 2 and 9 (see ESI† for numbering). The latter two are a
consequence of the appreciable ZFS (D-parameter of around
9 cm�1) and g-tensor anisotropy, respectively. In 13C shieldings,
the contact term dominates despite notable additional contribu-
tions by the ‘‘con,3’’ term 6, which originates from an isotropic
g-shift and contact hyperfine coupling.

4.2.5 DLPNO-CCSD. In Fig. 7, the proton temperature
series are compared with a global fit to the 1H temperature
series with HFCs computed at the mDKS/PBE0 level (a) and at
the DLPNO-CCSD level (b). The DLPNO-CCSD results disagree
on the order of H3 and H4 with both mDKS and experiment.
This is evidently caused by a worse reproduction of H4 by
DLPNO-CCSD at high temperatures. On the other hand, the
DLPNO-CCSD curve of H3 is further from experiment than
mDKS at low temperatures. Conversely, for BH, DLPNO-CCSD
reproduces the measured temperature series better than mDKS
at low temperatures, and for H5, throughout the temperature
range. Looking at the situation at the main measurement
temperature (Fig. 5(a)), DLPNO-CCSD reproduces the experi-
mental signal shifts for most nuclei better than or as well as
DFT. A notable exception is C3, for which the measured shift
falls outside the range of all computational results.

4.2.6 Boltzmann averaging. The above-discussed global pro-
ton temperature series fitted with data based on DFT-calculated
HFCs produce the enthalphy and entropy parameters DH in the
range of approximately 20–30 kJ mol�1 and DS in the range 40–
90 J K�1 mol�1 (Table S14, ESI†), respectively, depending on the
level of theory. These are to be compared to the experimental
values of 16.1 kJ mol�1 and 47.7 J K�1 mol�1, respectively, in

ref. 26 obtained from temperature-dependent measurements of
the magnetic susceptibility in solution. An improved match is
obtained with the newer experiments of ref. 18, based on the
temperature series of H4 and yielding the values 24 kJ mol�1 and
70 J K�1 mol�1, respectively. Using HFCs from DLPNO-CCSD
calculations produces the higher values of 48.1 kJ mol�1 and
154.8 J K�1 mol�1. It should be noted that these experimental DH
and DS are not as accurate as the primary NMR measurements.
The Gibbs free energy gaps DG = DH � TDS have also been
calculated in Table S14 (ESI†).

In, instead, fitting individual equivalent groups of protons
to 1H temperature series (Fig. 5(b)), we see a narrower range of
DFT results with varying exact exchange for hydrogen, but not
for other nuclei, as expected due to the proton-focused fitting
method. In the cases of C3 and C5, the computations per-
formed for HFCs at the PBE-25 and PBE-40 levels yield NMR
shifts nearly at the opposite ends of the range of DFT results.
The experimental data point at C5 again falls rather far outside
the range of computational results. In this case, the obtained
DLPNO-CCSD fitting parameters were dependent on the initial
values of the fitting algorithm, and no meaningful shifts could
be obtained. These results have therefore been omitted in
Tables S14 and S15 in the ESI† as well as Fig. 5.

In the individual proton fits to 1H temperature series, the
fitted average DH and DS fall in roughly the same range of
20–30 kJ mol�1 and 40–90 J K�1 mol�1, respectively, as in the
global 1H temperature series fit (Table S14, ESI†).

By fitting computational parameters globally to all experi-
mental data, i.e. besides the 1H temperature series, also the 13C,
11B and 14N signal shift measurements (Fig. 5(c)), we get the
best agreement with experiment for carbon shifts, but at
the expense of worse performance for proton shifts. This
is a natural outcome, since we now move away from a

Fig. 4 Experimental18,19 and computational 1H temperature series for Tp2Fe at the cas(10,12) + NEVPT2/mDKS/PBE0 level with (a) a global fit to 1H
temperature series (b) individual proton fits to 1H temperature series and (c) a global fit to all experimental data. Dashed lines: S = 2 state; dotted lines: S =
0 state; solid lines: high-spin/low-spin equilibrium state. Symbols indicate experimental data.
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Fig. 5 Experimental18,19 and computational NMR chemical shifts for Tp2Fe with (a) a global fit to 1H temperature series, (b) proton fits to individual
1H temperature series, (c) a global fit to all experimental data and (d) experimental DH and DS (ref. 18). Bars indicate the range of in vacuo mDKS results for
hyperfine coupling tensors obtained with hybrid, PBE0-based exchange–correlation functionals with different exact exchange admixtures. Temperature
for 1H: 290 K; 13C: 305 K; 11B and 14N: 298 K.
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proton-focused fitting technique and take experimental carbon
results into account as well. DLPNO-CCSD is again overall compe-
titive with DFT. DFT produces clearly better results only for H4.

With this all-data fit, DH and DS become larger than with the
other two fitting methods, with typical ranges of 30–40 kJ mol�1

and 100–120 J K�1 mol�1, respectively (Table S14, ESI†),
although again it should be remembered that here the experi-
mental data is not necessarily of the greatest accuracy.
The DLPNO-CCSD fit again stands as an outlier with DH of
63.2 kJ mol�1 and DS of 196.5 J K�1 mol�1.

Finally, the NMR shifts of Tp2Fe have been thermally
averaged without a fitting procedure, by using the experimental
values of DH and DS from ref. 18, in Fig. 5(d). Here we, again,
see a quite large range of the mDKS results as a function of
exact exchange admixture. Agreement with experiment is over-
all comparable to the 1H temperature series fit (a). DLPNO-
CCSD is better than or comparable with DFT for most nuclei,
with the exceptions of H4 and BH. The NMR shifts have
additionally been calculated using the experimental DH and
DS of ref. 26 (Fig. S6 in the ESI†). With these alternative

Fig. 6 Spin density isosurfaces for the high-spin (S = 2) state of Tp2Fe at the UKS/DKH level with 0%, 25%, 40% and 100% exact exchange admixture in
the hybrid, PBE0-based exchange–correlation functional. Positive isosurfaces are drawn in red and negative in blue. Isovalues of �0.0001 used
throughout.

Fig. 7 Experimental18,19 and computational 1H temperature series for Tp2Fe with a global fit to 1H temperature series (a) at the cas(10,12) + NEVPT2/
mDKS/PBE0 level and (b) at the cas(10,12) + NEVPT2/DLPNO-CCSD level. Dashed lines: S = 2 state; dotted lines: S = 0 state; solid lines: high-spin/low-
spin equilibrium state. Symbols indicate experimental data.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
D

ec
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 1

1/
8/

20
25

 8
:5

3:
04

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2cp03721a


3132 |  Phys. Chem. Chem. Phys., 2023, 25, 3121–3135 This journal is © the Owner Societies 2023

parameters, agreement with experiment is notably worse in
most cases, particularly for the 13C shifts.

The proton temperature series calculated with each of the
three fitting methods are shown side by side in Fig. 4. The best
agreement with measurements is gained with individual proton
fits (b), though this also results in weaker performance for
other nuclei. A global fit to all experimental data (c) yields the
poorest 1H temperature series in comparison to experiment but
reproduces carbon shifts better, as mentioned before. Fitting
globally to the proton temperature series (a) produces an over-
all good agreement with experiment as an intermediate form
between (b) and (c). All in all, each of the three fitting methods
is quite well suited for qualitatively understanding NMR shifts,
and the choice of the method can be guided by the availability
of experimental data and the primary information targeted.

4.2.7 Energetics. We have performed additional calculations
to evaluate the energy gap between the high-spin and low-spin
states of the spin-crossover complex Tp2Fe at the state-specific
CASSCF/NEVPT2 and DLPNO-CCSD(T) levels of theory (Table S16
in the ESI†), following the work done by Drosou, Mitsopoulou
and Pantazis24 for manganese spin-crossover complexes. The
CASSCF wavefunctions were calculated at both cas(6,5) and
cas(10,12) levels. The DLPNO-CCSD(T) calculations were per-
formed with the ‘‘semi-canonical’’ perturbative triples correction
approximation (T0) instead of the more accurate, iterative pertur-
bative triple excitations (T1) recommended by Drosou et al.24 due
to computational limitations. A locally dense def2-SVP/def2-TZVP
basis set was used, as well as a larger locally dense def2-SVP/def2-
QZVPP basis set, for comparison. The geometry used in each
calculation was optimised (as described above) for the appropriate
spin state.

It is clear that CASSCF yields very poor energies in all cases,
with energy gaps DH = H2� H0 of the wrong sign, implying S = 2
ground state, on the order of around �200 kJ mol�1 compared
to the experimental values of 16.1 kJ mol�1 26 or 24 kJ mol�1.18

Introducing dynamic electron correlation via NEVPT2 signifi-
cantly improves the results, with the calculation based on a
cas(10,12) wavefunction with the SVP/QZVPP basis set yielding
an energy gap of 13.1 kJ mol�1, approaching the range of
experimental results. The best results are obtained with
DLPNO-CCSD(T), giving a result of 14.6 kJ mol�1 with the
SVP/QZVPP basis set. The choice of basis set is clearly signifi-
cant, as enlarging it around the metal center from triple-zeta to
quadruple-zeta is required at the cas(10,12) + NEVPT2 and
DLPNO-CCSD(T) levels to obtain an energy gap of the correct
sign. Overall, DLPNO-CCSD(T) performs better than NEVPT2,
although the agreement with experiment (ref. 18 and 26)
cannot be considered quantitative. Ref. 24 found CASSCF to
be a poor method for calculating energy gaps in their spin-
crossover molecules even with a NEVPT2 correction, preferring
DLPNO-CCSD(T). Our findings are largely in line with this,
although we get a fairly satisfactory NEVPT2 result with the
larger cas(10,12) CASSCF active space.

In addition, the entropy gap from the harmonic vibrational
frequencies was computed with TURBOMOLE at room
temperature (298 K) and normal pressure (0.1 MPa) to be

DSvib = S2,vib � S0,vib = 73.9 J K�1 mol�1, while the electronic
contribution arising from the five-fold degenerate quintet is
13.4 J K�1 mol�1.76 The sum of these contributions is 87.3 J K�1 mol�1,
which is somewhat higher than the experimental result in ref. 18, but
consistent with the higher end of the range of our fitted results.

At the DLPNO-CCSD(T0) level of theory, with a locally dense
def2-SVP/def2/QZVPP basis set, the lowest triplet multiplet was
computed to be 93.0 kJ mol�1 above the ground state, com-
pared to 14.6 kJ mol�1 for the quintet. NEVPT2 based on a
cas(10,12) wavefunction yields a similar result (Table S16, ESI†).
The difference is considerable enough that the triplet is not
expected to have significant thermal occupation, which justifies
its omission from the present consideration of the thermal
equilibrium.

5 Conclusions

We have conducted a study of the challenging iron complexes
[Tp2Fe]+ and Tp2Fe, with attention paid to the computational
factors influencing 13C signal assignment in the former and the
spin-crossover behavior of the latter compound. The impact of a
number of model improvements and computational modifications
to the ‘‘standard method’’ of pNMR calculations have been con-
sidered: more accurate g-tensor and ZFS calculations by expanding
the CASSCF active space, solvation effects via the implicit C-PCM
method and, for [Tp2Fe]+, explicit solvent molecules, use of the ab
initio DLPNO-CCSD method to compute HFCs, as well as DFT
calculation of HFCs with different proportions of exact exchange.

Of interest has especially been the discrepancy between
theory and measurements of carbon shifts in [Tp2Fe]+. For the
spin-crossover compound Tp2Fe, three fitting methods for the
Boltzmann averaging between the diamagnetic ground state
and the thermally occupied quintet excited state have been
employed, the fitting parameters being the enthalpy and entropy
gaps between the spin states: a global fit to 1H temperature
series, individual proton fits to 1H temperature series, and global
fit to all 1H, 13C, 11B and 14N experimental data.

Expanding the CASSCF active space from five to twelve active
orbitals in the g-tensor and ZFS calculations has little effect on
the NMR shieldings of the [Tp2Fe]+ and Tp2Fe systems due to
the relatively small range of variation of the g-tensor compo-
nents and the negligible impact of the ZFS at ambient tem-
peratures. This does not appear to be a promising way to
improve the accuracy of paramagnetic NMR calculations except
in some special cases.

Comparison between C-PCM and explicit solvent calculations
for [Tp2Fe]+ reveals that the continuum solvation model is not
sufficient to account for the important solvent effects in this
system. Non-electrostatic effects that cannot be reproduced by
continuum solvation evidently play a significant role. In accurate
calculations accounting for solvent contributions, a more
complex model is therefore needed.

A major issue with using DFT in the computation of hyper-
fine couplings is the resulting wide range of NMR shifts with
different proportions of exact exchange. Even though it is
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possible to tune the exact exchange to improve computational
results for certain nuclei or systems, no theoretical argument
can be made for why, e.g., 25% should be preferred over 40%.
The ab initio DLPNO-CCSD method was explored as a possible
alternative, and the results seem promising, overall producing
shifts comparable with DFT, albeit with significantly greater
demands on computational resources.

The disagreement between theoretical and experimental 13C
NMR shifts of the [Tp2Fe]+ system encountered previously18 has
been reviewed in the present work. The assignment of measured
signal shifts appears to be the most likely cause despite the lack of
support by linewidth data. However, the theoretical results are
not fully satisfactory even with re-assignment and consideration
of explicit solvation or counterion effects. Still, the fact that both
DFT and DLPNO-CCSD calculations support re-assignment
strengthens this point of view. A low-lying excited state is another
candidate, which was tentatively supported by earlier rough
calculations. We could not verify this in the present slightly more
advanced, but still very approximate calculations of the contribu-
tions of the excited multiplet. There is currently no practical way
to reliably compute the excited-state contributions.

With the spin-crossover system Tp2Fe, of note is the obser-
vation that the paramagnetic quintet state alone cannot reproduce
a qualitatively correct temperature behavior of the NMR chemical
shifts – the singlet state occupation must be taken into account to
obtain reasonable results at the lower end of the temperature
range, including room temperature. All three fitting techniques
used produce results qualitatively in line with signal shift mea-
surements, although which data is used in the fitting procedure
results in better or worse compatibility with experiment for
different groups of nuclei.

Author contributions

A. Pyykkönen was responsible for data curation, general inves-
tigation, visualisation of methods and results, and writing of
the original draft; J. Vaara supervised the entire work. Both
authors contributed together to conceptualisation of the pro-
ject and reviewing/editing of the manuscript.

Conflicts of interest

There are no conflicts to declare.

Acknowledgements
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and V. G. Malkin, J. Chem. Phys., 2011, 134, 044111.
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