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Molecular cluster analysis using local order
parameters selected by machine learning

Kazuaki Z. Takahashi *

Accurately extracting local molecular structures is essential for understanding the mechanisms of phase

and structural transitions. A promising method to characterize the local molecular structure is defining

the value of the local order parameter (LOP) for each particle. This work develops the Molecular

Assembly structure Learning package for Identifying Order parameters (MALIO), a machine learning

package that can propose an optimal (set of) LOP(s) quickly and automatically for a huge number of

LOP species and various methods of selecting neighboring particles for the calculation. We applied this

package to distinguish between the nematic and smectic phases of uniaxial liquid crystal molecules, and

selected candidate LOPs that could be used to precisely observe the nematic–smectic phase transition.

The LOP candidates were used to observe the nucleation and subsequent percolation transition, and

the effect of the choice of LOP species and neighboring particles on the statistics of local molecular

structures (clusters) was examined. The procedure revealed the time evolution of the number of clusters

and the dependence of the percolation curve on the number of neighboring particles for each LOP

species. The LOP species with the lowest dependence on the number of neighboring particles was the

best-performing LOP species in the MALIO screening strategy. These results not only show that

machine learning can powerfully screen a huge number of LOP species and suggest only a few

promising candidates, but also indicate that MALIO can select the best LOP species.

1 Introduction

Phase transitions have been studied not only in condensed
matter physics,1 but also in a wide range of fields including
biology and engineering.2–6 In particular, controlling the rate at
which the transition occurs has been a subject of interest for
many years, not only because it directly affects the applicability
of materials to devices in which the transition is an important
part of the mechanism,7,8 but also because it affects the speed
of material generation and processing for higher yields of
desirable material structures and prevention of undesirable
structuring.9–12 Regardless of whether the process is a first-
order phase transition or phase separation, it is important to
focus on local molecular structures to understand the transi-
tion phenomena. In phase transitions, the local structures
occur in the bulk or at the interface before the transition, and
often have post-transitional structural motifs.1,11,13–21 Attempts
to understand transition kinetics from the time evolution of
the size and shape statistics of local molecular structures
(clusters) have been made for many years and yielded many

valuable results.16,17,22–32 Such cluster analysis is supported by
precisely extracting local molecular structures. For simple
materials such as noble gases and metals, it is relatively easy
to extract the local molecular structure by selecting local
density differences.33,34 However, ordering of materials with
high electrostatic and molecular shape anisotropy, such as
water, silica, liquid crystals, and polymers, is much more
complex, and it is difficult to characterize differences in various
ordered structures in terms of local density differences. For
such problems, global order parameters have been sometimes
used to justify cluster analysis based on slight differences in
local density, but the limitations of this strategy have already
been reported.26,35 Recall that the global order parameter, by its
definition, gives a simple value that indicates the degree of
order in the entire molecular system, and thus the global order
parameter alone cannot detect the local structure inside a
molecular system. More recently, attempts have been made to
define order parameter values for individual atoms and mole-
cules (i.e., local order parameters (LOPs)) and to characterize
local molecular structures in more detail. LOPs were first
developed to distinguish basic crystal structures such as body-
centered cubic, face-centered cubic, hexagonal close-packed, and
glass,36–42 and is now a promising method to distinguish various
molecular structures.26,30,32,35,39,43–48 The advantage of an LOP is
that it is possible to quantitatively determine which structure a
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material belongs to for each of its constituents (such as atoms,
molecules, and coarse-grained particles). This allows us to reveal
local molecular structures and their distributions with very
high resolution. In fact, several studies have already demonstrated
that LOP can track self-organization dynamics during phase
transitions.26,30,32,35,49 Furthermore, it has been reported that 3D
molecular coordinate data can be obtained from experiments and
LOP values can be calculated to analyze experimental results.50

However, information on neighboring particles is essential for
calculating an LOP value. Therefore, the amount of information
on neighboring particles affects the accuracy of the LOP value and
thus the extraction of local molecular structures. As the number of
neighboring particles increases, the LOP value may become more
robust and the accuracy of structure determination may increase,
while the resolution of local molecular structures may decrease.
This trade-off between the number of neighboring particles and
resolution has often been discussed in calculating LOP values,35,51

but a unified view has not yet been obtained. Another problem is
that the effective LOP species for a particular substance or phase
structure is not self-evident, so it is necessary to select the best one
from a huge number of LOP candidates.32,42,45–48

This work develops the molecular assembly structure learn-
ing package for identifying order parameters (MALIO), a
machine learning package that can quickly and automatically
suggest the optimal LOPs and LOP combinations for various
protocols for selecting neighboring particles. MALIO is
based on the machine learning-aided local structure analyzer
(ML-LSA),32,45 but attempts to speed up LOP calculations by
completely re-coding in Cython52 and improving related
libraries. To evaluate the performance of LOP selection by
MALIO, we focus on the nematic–smectic transition of uniaxial
liquid crystal molecules. The nematic–smectic transition is a
first-order phase transition. It has long been known that
nucleation occurs in the early stage of the first-order phase
transition, regardless of the substance.1 Nucleation is a phe-
nomenon in which the phase transition proceeds only when
molecular clusters of a certain size are generated.1 Therefore,
the existence of molecular clusters with short-range order
(CCs: cybotactic clusters) in the early stages of the liquid crystal
phase transition has long been proposed and has been mea-
sured using X-rays in uniaxial and bent-core liquid crystal
systems.53,54 However, the shape and role of CCs during phase
transitions have long remained unclear. Molecular cluster
analysis applying LOP to trajectories of phase transition
dynamics obtained from molecular dynamics simulations has
revealed for the first time the shape and role of CCs during the
phase transition.32 A similar analysis has also been attempted
for the isotropic-nematic transition.55 MALIO is applied to
distinguish between nematic and smectic phases of uniaxial
liquid crystal molecules, and candidate LOPs are selected for
each protocol for selecting neighboring particles. The selected
LOP candidates are used to observe the nucleation and sub-
sequent percolation transition, and the impact of both the LOP
species and the protocols on cluster statistics are investigated.
Note that although defect formation and destruction occur
during the liquid crystal phase transition,56,57 it is difficult to

observe defects on the scale of an optical microscope in
molecular simulations. Especially in the case of the smectic
phase, nothing can be said about layer defects unless it is
possible to identify which molecular assemblies constitute a
single smectic layer. Also, from a molecular point of view, the
formation and destruction of defects is likely to be a phenom-
enon that occurs at least further after the percolation transition
that occurs after nucleation. Therefore, it is outside the scope of
this work.

2 Methodology
2.1 Molecular dynamics simulations

Molecular dynamics (MD) simulations of the liquid crystal
phase transition were performed using the Soft-Core Gay-Berne
(SCGB) model in the large-scale atomic/molecular massively
parallel simulator (LAMMPS).58 The pairwise interaction potential
of the SCGB model, USCGB, is expressed by the equations

USCGB = (1 � f)UGB + fUSC, (1)

f = 1/{1 + exp[b(sa � r)]}, (2)

UGB ¼ 4ea
ss

r� sa þ ss

� �12

� ss
r� sa þ ss

� �6
" #

; (3)

USC = a(r � sa), (4)

where f is a sigmoidal logistic function, UGB is the pairwise
interaction potential of the ellipsoidal GB particles, ea denotes
the anisotropic energy of an ellipsoidal pair, r is the distance
between the centers of mass of a pair of particles, sa is the
anisotropic length of the ellipsoidal pair, ss is the length of the
side-by-side configuration of the ellipsoids, USC is the soft-core
potential energy, a is the potential slope of the soft repulsive
energy barrier, and b is the steepness of the sigmoidal logistic
seaming function. By introducing the parameter k = se/ss, in
which se denotes the length of the end-to-end configuration of
the ellipsoids, we can write the anisotropic energy ea as

ea ¼ eðe0aÞmðe
00
aÞn ; (5)

where e denotes the characteristic well depth of the interaction
potential, e

0
a and e

00
a denote the contributions corresponding to

the well depth and configuration anisotropies, and m and n are
multipliers for determining these two contributions to the pair

potential. The factor e
0
a is characterized by introducing a para-

meter k0 ¼ e
0
s=e

0
e, where e

0
e and e

0
s denote energy contributions

from the end-to-end and side-by-side ellipsoid configurations,

respectively. The factor e
00
a is characterized by k. Therefore, the

detailed shape of UGB is determined from the values of the four
parameters k, k0, m, and n. We set k = 3, k0 = 5, m = 1, and n = 3.
Note that the above parameter set has been traditionally used
because the physical properties of nematic and smectic B liquid
crystal phases are well displayed.59,60 For the characteristic
length, energy, and mass of the SCGB systems, s = ss, e = kBT,
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and m are each set to 1; here, m is the mass of one SCGB
particle. The terms a and b were set to �70es�1 and �100s�1,
respectively, on the basis of previous reports.60,61 Using the
above parameter settings, the nematic–smectic transition is
guaranteed to be observed for SCGB systems by quenching
from temperature T = 2.4 to 1.8 at a density of 0.3s�3.60

Therefore, an ensemble was used having a constant number
of particles at a density of 0.3s�3 contained within a cubic
box of constant volume and temperature with full periodic
boundary conditions imposed. The initial configurations for
the nematic–smectic phase transition trajectory were prepared
carefully by being cooled gradually from the isotropic phase at
T = 6.0 to the nematic phase at T = 2.4. The configurations were
then quenched to T = 1.8 below the nematic–smectic transition
temperature TN–Sm = 2.25. To observe the fast nucleation during
the weak first-order phase transition, a velocity Verlet integrator
with a fine timestep of 2.0� 10�5t was used for SCGB, where t =
(ms/e)1/2 is a time unit. The temperature was controlled using a
Nosé–Hoover chain thermostat.62 The SCGB potential was
truncated at 8.0s to precisely compute the intermolecular
interactions during the phase transition.

2.2 Local order parameters

MALIO implements 17 typical definition functions of LOPs that
have been developed individually and are introduced below.
Note that most of the LOPs have internal parameters, and a
huge number of LOPs can be considered by changing these
parameters.

The neighborhood parameter A was developed by Honeycutt
and Andersen63,64 and by Radhi and Behdinan41 to characterize
the crystal structure of Lennard-Jones fluid based on the
distance between the pair particles and its neighbor particles.
A is expressed as

A1
MðiÞ ¼

1

N

X
j2NbðiÞ

X
k2Nbði;jÞ

ðrik þ rjkÞ

������
������
2

(6)

A2
MðiÞ ¼

1

N

X
j2NbðiÞ

X
k2Nbði;jÞ

ðrij þ rkjÞ

������
������
2

(7)

A3
MðiÞ ¼

1

N

X
j2NbðiÞ

X
k2Nbði;jÞ

ðrij þ rkjÞ

������
������
2

; (8)

where Nb(i) is an array that stores the identifiers of neighbor
beads of bead i in order of decreasing distance from bead i,
Nb(i,j) is an array including the identifiers of mutually neigh-
boring particles of particles i and j, N and M denote the
numbers of elements in arrays Nb(i) and Nb(i,j), and rij is a
vector from particle j to particle i. We consider M = 1, 2, and 3.
MALIO uses local averaging to improve the accuracy of mole-
cular structure classification by LOPs. The ‘‘locally averaged’’

neighborhood parameter Ā is defined as

�A
var
M ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

Avar
M ð jÞ; (9)

where the superscript ‘‘var’’ indicates the variation of A from 1
to 3, and Ñb(i) is an array including the identifiers of neighbor-
ing particles and particle i. The local averaging is based on Ñb

and does not lead to an increase in the effective number of
neighboring particles. This process is the same as that used for
spherical harmonic functions in the modified bond-orienta-
tional order parameters used by Lechner and Dellago,39

described below. The neighbors of particle i are not the same
as those of particle j. From this uniqueness of Ñb, the LOP
values for particles i and j are different regardless of the local
averaging process. Importantly, differences in the LOP values
determine the resolution at which we can distinguish local
molecular structures. Thus, excessively repeating the averaging
operation does cause any loss of local information by dimin-
ishing the differences.

The bond-angle order parameter B was used by Ackland and
Jones38 to identify dislocation defects in colloidal suspensions
based on the bond angle between the central particle and its
neighbor particles. B is expressed as

Bn1 ;n2;fðiÞ ¼
1

NðN � 1Þ=2
X

j4 k2NbðiÞ
f ðyjikÞ (10)

f (yjik) = cosn1(n2yjik + f), (11)

where yjik is the angle between rij and rik, n1 and n2 are positive
integers, and f is an offset angle. We consider n1 = 1 and 2;
n2 = 1, 2, and 3; and f = 0, 2/3p, p/2, p/3, p/4, p/5, and p/6. The
locally averaged neighborhood parameter %B is defined as

�Bn1 ;n2;fðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

Bn1;n2;fð jÞ: (12)

The centrosymmetry parameter C was used by Kelchner and
co-workers37 to analyze dislocations and defects on metal
surfaces based on the distance between the central particle
and its neighbor particles. C is expressed as

CðiÞ ¼
X

j2N 0
b
ðiÞ

jrij þ rikj2; (13)

where N
0
bðiÞ is an array including the identifiers of neighbor

beads of half of Nb(i) in order of nearest neighbor from particle

i, N0 denotes the number of elements in array N
0
bðiÞ; and

k satisfies the relation k = j + N � N0. The locally averaged
neighborhood parameter %C is defined as

�CðiÞ ¼ 1

N þ 1

X
j2 ~NbðiÞ

Cð jÞ: (14)

The neighbor distance parameter D was used by Stukowski40

to identify the crystal structure at grain boundaries by introdu-
cing a scale factor related to the distance of neighbor particles.
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D is expressed as

Dfa;fb ;fgðiÞ ¼
1

NðN � 1Þ=2

�
X

j4 k2NbðiÞ
faðrijÞfbðrikÞfgðrjkÞ;

(15)

where r is the interparticle distance, and fa, fb, and fg are the
scale factor functions of r. In MALIO, fa, fb, and fg can be freely
defined by users as scalar functions of r. Table 1 shows the
functions represented by fa, fb, and fg in this work. In the
following sections, the specific form of fa, fb, or fg corresponds
to the function listed for each subscript of the parameters in
Table 1. Note that a, b, and g correspond to the subscript
numbers of the function f in Table 1, respectively. The locally
averaged neighborhood parameter %D is defined as

�Dfa ;fb ;fgðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

Dfa;fb ;fgð jÞ: (16)

The angular Fourier series parameter F was developed by
Bartok and co-workers43,44 to analyze potential energy surfaces
in bulk crystals and silicon based on periodic properties of the
structure. F is expressed as

Ffa;fb ;aðiÞ ¼
1

NðN � 1Þ=2

�
X

j4 k2NbðiÞ
faðminðrij ; rikÞÞfbðmaxðrij ; rikÞÞ

� cosðayjikÞ;

(17)

where a is an angular factor. We consider a = 1.0, 2.0, 3.0, 4.0,
6.0, 8.0, p/f0, 2p/f0, 3p/f0, 4p/f0, and 6p/f0, where f0 =
109.5p/180. The locally averaged neighborhood parameter %F is
defined as

�Ffa;fb ;aðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

Ffa;fb ;að jÞ: (18)

The angle histogram parameter H developed in previous
work45 is expressed as

Hn(i) = FTampl.(h(yjik))d(t � n), (19)

where FTampl. is the amplitude function after a Fourier trans-
form, h is a function representing the histogram, d is the Dirac
delta function, and n is the frequency of the Dirac delta
function. We consider n = 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0,

and 12.0. The locally averaged angle histogram parameter %H is
defined as

�HnðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

Hnð jÞ: (20)

The tetrahedral order parameter I was developed by Chau
and Hardwick65,66 to evaluate the tetrahedral configurations of
molecules and was applied to water, methane and Lennard-
Jones fluids. I is expressed as

IðiÞ ¼ 1� 3

8

X
j4 k2NbðiÞ

½cosðyjikÞ þ 1=3�2: (21)

The locally averaged neighborhood parameter Ī is defined as

�IðiÞ ¼ 1

N þ 1

X
j2 ~NbðiÞ

Ið jÞ: (22)

The bond-orientational order parameters QS and WS, based
on spherical harmonic functions, were originally developed by
Steinhardt and co-workers36 to quantitatively evaluate the
orientational order of supercooled liquids and metallic glasses.
QS and WS are expressed as

QS
l ðiÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p

2l þ 1

Xl
m¼�l

jqlmðiÞj2

vuut (23)

WS
l ðiÞ ¼

X
m1þm2þm3¼0

l l l
m1 m2 m3

� �

qlm1
ðiÞqlm2

ðiÞqlm3
ðiÞ
, Xl

m¼�l
jqlmðiÞj2

 !3=2

(24)

qlmðiÞ ¼
1

N

X
j2NbðiÞ

YlmðrijÞ; (25)

where l is an arbitrary positive integer denoting the degree of
the harmonic function, m is an integer that runs from �l to +l,
and Ylm is a spherical harmonic function. We consider l = 2, 3,
4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18, and 24. It is worth
noting that due to the versatility of bond-orientational order
parameters, several variations have been devised and applied to
the evaluation and analysis of various molecular structures. The
locally averaged bond-orientational order parameters %QS and
%WS are defined as

�Q
S
l ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

QS
l ð jÞ; (26)

�W
S
l ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

WS
l ð jÞ: (27)

The modified bond-orientational order parameters QL and
WL developed by Lechner and Dellago39 demonstrated the
ability to distinguish between crystals and supercooled liquids
of Lennard-Jones fluids by locally averaging the spherical

Table 1 Functions represented by fa, fb, and fg

Function Formula

f1 r
f2 r2

f3
ffiffi
r
p
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harmonic function term qlm. Note that the local averaging
process applied to all LOPs in this work was an operation
inspired by the above fact. QL and WL are expressed as

QL
l ðiÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p

2l þ 1

Xl
m¼�l

j�qlmðiÞj2

vuut (28)

WL
l ðiÞ ¼

X
m1þm2þm3¼0

l l l
m1 m2 m3

� �

�qlm1
ðiÞ�qlm2

ðiÞ�qlm3
ðiÞ
, Xl

m¼�l
j�qlmðiÞj2

 !3=2

(29)

�qlmðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

qlmð jÞ: (30)

The locally averaged modified bond-orientational order para-
meters %QL and %WL are defined as

�Q
L
l ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

QL
l ð jÞ; (31)

�W
L
l ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

WL
l ð jÞ: (32)

The alternative bond-orientational order parameters LQ and
LW,30,67 for which qlm was normalized, were useful in analyzing
local molecular structures in ice nucleation, growth, or melting.
LQ and LW are expressed as

LQlðiÞ ¼
1

N

�
X

j2 ~NbðiÞ

Pl
m¼�l

qlmðiÞq�lmð jÞ

Pl
m¼�l

qlmðiÞq�lmð jÞ
����

���� Pl
m¼�l

qlmð jÞq�lmðiÞ
����

����
(33)

LWlðiÞ ¼
X

m1þm2þm3¼0

l l l

m1 m2 m3

 !

� lqlm1
ðiÞlqlm2

ðiÞlqlm3
ðiÞ
, Xl

m¼�l
jlqlmðiÞj2

 !3=2

(34)

lqlmðiÞ ¼
1

N

X
j2 ~NbðiÞ

qlmðiÞq�lmð jÞ
jqlmðiÞjjqlmð jÞj

: (35)

The locally averaged alternative bond-orientational order para-
meters %LQ and %LW are defined as

�LQlðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

LQlð jÞ; (36)

�LWlðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

LWlð jÞ: (37)

The modified alternative bond-orientational order para-
meters LQM and LWM, locally averaged over the lqlm of LQ
and LW, were implemented in MALIO. LQM and LWM are
expressed as

LQM
l ðiÞ ¼

1

N

�
X

j2 ~NbðiÞ

Pl
m¼�l

�qlmðiÞ�q�lmð jÞ

Pl
m¼�l

�qlmðiÞ�q�lmð jÞ
����

���� Pl
m¼�l

�qlmð jÞ�q�lmðiÞ
����

����
(38)

LWM
l ðiÞ ¼

X
m1þm2þm3¼0

l l l

m1 m2 m3

 !

� �lqlm1
ðiÞ�lqlm2

ðiÞ�lqlm3
ðiÞ
, Xl

m¼�l
j�lqlmðiÞj2

 !3=2

(39)

�lqlmðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

lqlmð jÞ: (40)

The locally averaged modified alternative bond-orientational
order parameters %LQM and %LWM are defined as

�LQM
l ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

LQM
l ð jÞ; (41)

�LWM
l ðiÞ ¼

1

N þ 1

X
j2 ~NbðiÞ

LWM
l ð jÞ: (42)

The Legendre polynomial parameter S considered in this
work is expressed as

SnðiÞ ¼
1

N

X
j2 ~NbðiÞ

Pnðui � ujÞ; (43)

where Pn is an n-th order Legendre polynomial function, and u
is a unit direction vector. S is inspired by Onsager’s order
parameter,68 but the molecular system average of S does not match
Onsager’s order parameter because the orientation direction of
particle i is used instead of the average orientation direction. Note
that S2 is used to observe the isotropic-nematic transition of
uniaxial liquid crystals.55 We consider n = 2, 4, and 6. The locally
averaged Legendre polynomial parameter %S is defined as

�SnðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

Snð jÞ: (44)

The modified Legendre polynomial parameter T in this work
is expressed as

Tn;dðiÞ ¼
1

N

X
j2 ~NbðiÞ

Pnðui � ujÞ cosð2pz=dÞ; (45)
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where z is the distance from particle j to the plane perpendi-
cular to the orientation direction of particle i containing the
coordinates of particle i, and the parameter d is the distance
between parallel layered structures. T is inspired by MacMil-
lan’s smectic order parameter,69 but the molecular system
average of T does not match MacMillan’s order parameter
because the orientation direction of particle i is used instead
of the average orientation direction. We consider d = 2.0, 2.25,
2.5, 2.75, 3.0, 3.25, 3.5, and 3.75. The locally averaged Legendre
polynomial parameter %T is defined as

�Tn;dðiÞ ¼
1

N þ 1

X
j2 ~NbðiÞ

Tn;dð jÞ: (46)

Because actual neighbors such as Nb(i) and Nb(i,j) directly
influence the LOP values, their selection is an important factor
in extracting local molecular structures. Several protocols are
possible, such as using particles within the cutoff radius as
neighbors,26,35,42,45–48 predetermining the number of neighbor-
ing particles,32,42,45–48 and using Delaunay triangulation based
on Voronoi diagrams.48,51,70,71 All of the above protocols are
implemented in MALIO, and can be selected according to the
molecular structure characteristics and the correspondence
with various additional analyses after the LOP values are
determined. In this work, the number of neighboring particles
was fixed on the basis of previous studies32,45 on liquid crystal
molecules. Specifically, N was varied from 6 to 14, and the
optimal LOP for each N was searched.

In addition to single LOPs, the classification performances
of combinations of two LOPs were also evaluated. Therefore, a
total of 2 220 777 (=(702C1 + 702C2) � 9 neighboring conditions)
different combinations of LOPs were considered.

2.3 Machine learning strategy for screening LOPs

It is difficult to examine in detail the ability to extract the local
molecular structure in transition for more than 2 million LOP
combinations, even with the high efficiency of machine learn-
ing. Therefore, MALIO screens LOPs according to the most
important and simple question: Can LOPs successfully distin-
guish between pre- and post-transition molecular structures?
This is because, at minimum, good LOPs must be able to
distinguish between pre- and post-transition molecular struc-
tures with high accuracy to enable comprehensive observation
of events during transition. The procedure for performing the
above screening is shown in Fig. 1: (i) first, small nematic and
smectic molecular structures were entered into MALIO to serve
as motifs for the molecular systems before and after the
transition. The input structures were created in the same
manner as described in the subsection ‘‘Molecular Dynamics
Simulations’’, but the number of molecules was set to 1701,
which is small enough to create well-defined molecular struc-
tures. The number of input structures was set to 200 for each of
the two structures. (ii) MALIO extracted each SCGB particle and
its neighboring particles from each molecular structure using
the neighboring protocol and determined the local particle
coordinates Li. Here, we chose the protocol in which the

number of neighboring particles is predetermined. That is, Li

represents the information on particle i and the nearest to N-th
nearest neighbor from particle i. (iii) Structural descriptors
were determined by calculating 702 LOPs for all 680 400
(= 1701 particles � 200 coordinate data � 2 phases) of Lis.
The structure name (nematic or smectic) was tagged onto each
Li and designated as the objective variable. (iv) The structure
descriptors and objective variables were then stored in the
descriptor array Ds and the structure name vector n, respec-
tively. (v) Finally, the random forest method implemented in
Scikit-learn (version 0.20.3)72 was used to estimate the operator
vector w satisfying the relation Dsw = n. The number of trees in
the forest was set to 100, and the maximum depth of each tree
was set to 10. Default values in Scikit-learn were used for the
other settings. The quality of w was also checked by 5-fold
cross-validation implemented in Scikit-learn. The combination
of two LOPs can be considered by arbitrarily selecting two of the
elements of w and setting the others to null. This process was
carried out using a sequential forward selection algorithm.73

The classification accuracy of each (set of) LOP(s) was calcu-
lated from the correct tagging rate (CTR) as implemented in
MALIO. The CTR c is defined as

c ¼ Zcorrect

Ztotal
; (47)

where Zcorrect is the number of correct tags obtained from Dsw,
and Ztotal is the total number of tags. LOPs were screened using

Fig. 1 Screening steps.
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the CTR. The (set of) LOP(s) that performed best (i.e., the
maximum value of c) for each N was finally selected.

2.4 Application of selected LOPs to the nematic–smectic
transition

Once the candidate LOPs were carefully selected using the
screening strategy, the LOPs were applied to observe the
nematic–smectic phase transition. The following procedure
was implemented: (i) candidate LOPs were calculated for the
time evolution of the three-dimensional coordinate data of a
molecular system in which a monodomain nematic phase with
1 million SCGB particles was quenched to the temperature at
which it becomes smectic (temperature T = 1.8; see the subsec-
tion ‘‘Molecular Dynamics Simulations’’). (ii) The values of the
specific (set of) LOP(s) were stored in the descriptor array Ds,q.
The elements of Ds,q corresponding to other LOPs were set to
null. Here, Ds,q is a function of time corresponding to the
coordinates at each time. (iii) We estimated whether each
particle belonged to the nematic- or smectic-like structure by
applying w from the previous subsection to Ds,q (the elements
other than the candidate LOPs were set to null). Note that w is
an operator vector learned from small nematic and smectic
molecular structures and is independent of time. (iv) A cluster
analysis was performed for the smectic molecules on the basis
of the structure name tagged onto each particle at each time
point. In this case, the neighboring conditions used as criteria
for particle grouping were identical to those of the LOP neigh-
boring protocol. The above procedure was used to obtain the
kinetics of the phase transition phenomena, including nuclea-
tion and subsequent percolation, in the form of cluster statis-
tics. The obtained results were compared to examine the
influence of the choice of LOP species and neighboring parti-
cles on the cluster statistics.

3 Results and discussion
3.1 Evaluation of MALIO’s ability to compute local order
parameters

MALIO is a package that is an advanced version of ML-LSA with
complete re-coding in Cython and improvements in related
libraries, and is expected to speed up LOP computation, but it
should be quantitatively demonstrated how much speedup is
actually achieved. Fig. 2 shows the dependence of LOP compu-
tational time on the number of neighboring particles when
using (a) ML-LSA and (b) MALIO; the ratio of LOP computa-
tional time for ML-LSA to that for MALIO is also plotted in (c).
One core of Intel(R) Xeon(R) Gold 6252 CPU @ 2.10 GHz was
used to measure the LOP computation time. The LOP computa-
tion time plotted in Fig. 2 was measured at the end of the LOP
computation for 680,400 of Lis. Ā1

2 is the LOP with relatively
high computational cost, %QL

2 is the LOP calculated by MALIO’s
original spherical harmonic function library, and %S2 is the LOP
with relatively low computational cost. In ML-LSA, the compu-
tational time for Ā1

2 and %QL
2 increased with increasing N, while

the computational time for %S2 hardly increased with increasing
N. In MALIO, the computational time was much shorter than in
ML-LSA. The computational time for Ā1

2 increased with

Fig. 2 Dependence of LOP computational time on the number of
neighboring particles when using (a) ML-LSA and (b) MALIO. The ratio
of LOP computational time for ML-LSA to that for MALIO is also plotted
in (c).
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increasing N, while the computational time for %QL
2 and %S2 hardly

increased with increasing N. Efficient computation of %QL
2 by

MALIO’s original spherical harmonic function calculation
library resulted in saturation of %QL

2 computational time with
respect to N. The ratio of LOP computational time for ML-LSA
to that for MALIO reveals a dramatic speedup in LOP computa-
tional time with MALIO. A maximum speedup of over 40 times
was achieved in Ā1

2, and a maximum speedup of over 35 times
was achieved in %QL

2. Even in %S2, where the computational cost is
relatively low, a speedup of over 17 times was achieved.

3.2 Screening of local order parameters

Table 2 shows the (set of) LOP(s) that best distinguished
nematic and smectic phases. The second- and third-best (sets
of) LOPs are also shown. The %QL series was found to be the best
single LOP for all N conditions. In particular, %QL

2 attained the
best CTR for N Z 8 and was the most robust to N. The best set
of two LOPs was also found to be the combination of the %QL

series (chosen as the best single LOP) and the QL series for all N
conditions. However, the improvement in c due to adding the
QL series was small (less than 0.01 for almost all N), and the
increase in the number of LOPs was not commensurate with
the CTR increase. Recall that in additional analyses such as
drawing free energy landscapes, increasing the number of LOPs
leads directly to an exponential increase in computational cost
due to the curse of dimensionality, and makes it less easy to
interpret results. A single LOP should be used in the above
cases. The second- and third-best LOPs also fall into this case.

The local average was used for almost all of the single LOPs
from best to third-best. Therefore, to explore other possibilities
for the two LOP sets, we examined the CTRs only for LOPs that
were not locally averaged. Table 3 shows the (set of) LOP(s) that
best distinguished nematic and smectic phases when the
locally averaged LOPs were excluded. At 8 r N r 11, the best

LOP set was the combination of QL
2 and QL

12. Considering both
high CTR and robustness to N, subsequent analyses were
performed for %QL

6, %QL
2, %QL

12, Ā1
2, {QL

2,QL
12}, QL

2, and QL
12.

3.3 Impact of a small number of neighboring particles

As long as the LOP can distinguish local structures in transition
with high accuracy, it is desirable to have as few neighboring
particles as possible. For a small number of neighboring
particles (N = 6 and 7), %QL

6 is the best LOP. Therefore, we first
observed the cluster statistics when %QL

6 was used. Fig. 3 shows
(a) the time evolution of the number of smectic molecules in
the system and in the maximum cluster, and (b) the ratio of the

Table 2 Peak performance of each (set of) LOP(s) in distinguishing nematic and smectic structures. LOP is an abbreviation for local order parameter and
CTR is an abbreviation for correct tagging rate

N [–]

LOP (CTR [–])

Best Second-best Third-best

6 %QL
6 (0.978 � 0.004) Ā1

2 (0.955 � 0.006) QL
6 (0.954 � 0.004)

7 %QL
6 (0.977 � 0.004) %QL

2 (0.959 � 0.008) Ā1
2 (0.958 � 0.007)

8 %QL
2 (0.976 � 0.005) %QL

12 (0.974 � 0.004) %QL
6 (0.969 � 0.004)

9 %QL
2 (0.985 � 0.004) %QL

12 (0.982 � 0.004) %Ff3,f3,6.0 (0.973 � 0.004)
10 %QL

2 (0.991 � 0.003) %QL
12 (0.987 � 0.003) Ā1

2 (0.978 � 0.006)
11 %QL

2 (0.994 � 0.002) %QL
12 (0.990 � 0.003) Ā1

2 (0.982 � 0.005)
12 %QL

2 (0.996 � 0.001) %QL
12 (0.992 � 0.002) Ā1

2 (0.984 � 0.005)
13 %QL

2 (0.997 � 0.001) %QL
12 (0.994 � 0.002) %B1,3,p/6 (0.988 � 0.004)

14 %QL
2 (0.998 � 0.001) %QL

12 (0.995 � 0.002) %B1,3,p/6 (0.991 � 0.004)
6 { %QL

6,QL
6} (0.988 � 0.003) {Ā1

2, %QL
5} (0.968 � 0.006) {QL

6, %QL
5} (0.967 � 0.005)

7 { %QL
6,QL

6} (0.986 � 0.003) { %QL
2, %QL

12} (0.981 � 0.004) {Ā1
2, %QL

12} (0.976 � 0.005)
8 { %QL

2,QL
2} (0.989 � 0.003) { %QL

12, %QL
4} (0.984 � 0.004) { %QL

6, %B1,1,p/4} (0.981 � 0.004)
9 { %QL

2,QL
2} (0.994 � 0.002) { %QL

12, %QL
4} (0.990 � 0.003) { %Ff3,f2,6.0,%S2} (0.983 � 0.003)

10 { %QL
2,QL

2} (0.997 � 0.001) { %QL
12,QL

12} (0.993 � 0.002) {Ā1
2, %WL

2} (0.985 � 0.004)
11 { %QL

2,QL
2} (0.998 � 0.001) { %QL

12,QL
12} (0.995 � 0.002) {Ā1

2, %WL
2} (0.988 � 0.004)

12 { %QL
2,QL

2} (0.999 � 0.001) { %QL
12,QL

12} (0.997 � 0.001) {Ā1
2, %WL

2} (0.990 � 0.004)
13 { %QL

2,QL
2} (1.000 � 0.000) { %QL

12,QL
12} (0.998 � 0.001) { %B1,3,p/6, %WL

2} (0.994 � 0.003)
14 { %QL

2,QL
2} (1.000 � 0.000) { %QL

12,QL
12} (0.998 � 0.001) { %B1,3,p/6, %WL

2} (0.996 � 0.002)

Table 3 Peak performance of each (set of) locally unaveraged LOP(s) in
distinguishing between nematic and smectic structures. LOP is an abbre-
viation for local order parameter and CTR is an abbreviation for correct
tagging rate

N [–] LOP CTR [—]

6 QL
6 0.954 � 0.004

7 QL
6 0.945 � 0.004

8 QL
12 0.938 � 0.003

9 QL
12 0.954 � 0.004

10 QL
2 0.965 � 0.007

11 QL
2 0.973 � 0.006

12 QL
2 0.979 � 0.005

13 H1.0 0.984 � 0.005
14 H1.0 0.989 � 0.004
6 {QL

6,B2,3,p/2} 0.958 � 0.005
7 {QL

6,QL
2} 0.957 � 0.005

8 {QL
12,QL

2} 0.965 � 0.005
9 {QL

12,QL
2} 0.976 � 0.005

10 {QL
2,QL

12} 0.982 � 0.004
11 {QL

2,QL
12} 0.987 � 0.004

12 {QL
2,H6.0} 0.990 � 0.003

13 {H1.0,H6.0} 0.992 � 0.003
14 {H1.0,H6.0} 0.994 � 0.003
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number of molecules in the largest cluster to the number of
smectic molecules in the system. The time evolution of
Onsager’s global order parameter was also plotted in
Fig. 3(b). With the CTR of %QL

6 for N = 6 and 7 (c B 0.98), a
number of smectic molecules were detected even in the initial
structure, which should be completely in the nematic phase.
This depends completely on the CTRs in Table 2, implying that
extremely high CTRs are required to observe cluster statistics in
nucleation. At t = 5.0 t, the total number of smectic molecules
reached about 400 000. However, it is clear from Fig. 3(b) that
the largest cluster did not grow at all until t = 5.0 t. The results
indicate that the transition does not progress from nucleation
to percolation, even though approximately 40% of the mole-
cules are determined to be smectic molecules. The same trend
was observed for other LOP species when N = 6 and 7 were used
(data not shown). This unnatural behavior indicates that N is
too small and is insufficient to capture the smectic layer.
Therefore, in the following analysis, the conditions N = 8–14
were used and %QL

6 was excluded. Note that Onsager’s global
order parameter was also insensitive to increases in the number
of smectic molecules.

3.4 Pre-nucleation behavior

The behavior of the number of smectic molecules in the system
at the beginning of the transition is important because it affects
the subsequent nucleation process. Fig. 4 shows the time
evolution of the number of smectic molecules at 0 r t r
0.2t in the system observed using (a) %QL

2, (b) %QL
12, (c) Ā1

2, (d) {QL
2,

QL
12}, (e) QL

2, and (f) QL
12. The number of smectic molecules was

divided by the total number of molecules. The initially observed
smectic molecules originate from the error in classification
using LOPs. With %QL

2, the number of initial smectic molecules
could be suppressed to less than 0.5% for N Z 12. That
the number of molecules hardly increased with time up to
t 4 0.1t independently of N is consistent with the fact
that cluster formation is less likely to proceed in the initial
nucleation stage.

With %QL
12, the number of initial smectic molecules could be

suppressed to less than 1% for N Z 13, but the observed
number of smectic molecules increased immediately after-
wards. With Ā1

2, the number of initial smectic molecules could
not be suppressed to less than 1% for any of the N conditions,
nor could the increase in the number of smectic molecules
immediately afterwards be suppressed. With {QL

2,QL
12}, the

number of initial smectic molecules could be suppressed to
less than 1% for N Z 12, but the number of smectic molecules
increased immediately afterwards. With QL

2, the number of
initial smectic molecules could not be suppressed to less than
1% for any of the N conditions, but its increase with time at
t 4 0.1t was similar to that for %QL

2. With QL
12, the number of

initial smectic molecules could not be suppressed to less than
1% for any of the N conditions, nor could the increase in
number of smectic molecules immediately afterwards be sup-
pressed. The results indicate the superiority of %QL

2.

3.5 Percolation transition

The progress from nucleation to percolation is also noteworthy.
Fig. 5 shows the time evolution of the ratio of the number of
smectic molecules in the largest cluster to the number of
smectic molecules in the system, captured by (a) %QL

2, (b) %QL
12,

(c) Ā1
2, (d) {QL

2,QL
12}, (e) QL

2, and (f) QL
12. The Onsager’s order

parameter and the all-particle mean of %QL
2, h %QL

2i, were also
plotted to show the time evolution of global order parameters.
A rapid increase in the ratio signifies the onset of percolation,
and the onset of convergence to 1 signifies completion of
percolation. With %QL

2, the curves overlapped for all N conditions,
indicating that the percolation onset and completion times were
independent of N. The completion time (t B 1.5t) agreed perfectly
with the results of numerical analysis corresponding to X-ray
scattering experiments on liquid crystal molecular systems under-
going phase transition. Fig. 6 shows the time evolution of X-ray
scattering intensity calculated for the liquid crystal molecular
systems during the phase transition. The time evolution of
scattering intensity was calculated using the following procedure:
(i) the scattering pattern at each time was calculated on the basis
of previous studies.74,75 (ii) Because the intensity difference
between the two phases is larger near the second harmonic

Fig. 3 (a) Time evolution of the number of smectic molecules in the
system and in the maximum cluster. (b) Ratio of the number of molecules
in the largest cluster to the number of smectic molecules in the system.
The time evolution of Onsager’s global order parameter was also plotted.
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according to previous studies,32,74,75 the intensity at each time was
integrated over a rectangular region cut in the ranges �3.5s�1 r
qa r 3.5s�1 and 3.5s�1 r qb r 6.0s�1, where qa and qb are the
wavenumbers of the components perpendicular and parallel to
the liquid crystal orientation direction, respectively. Because the
X-ray analysis is performed completely independently from the

various analyses using LOPs, it can be used as one indicator to
evaluate LOP performance. The X-ray intensity increased almost
linearly for 0 r t r 1.475t. However, for t 4 1.475t, the
increasing trend became gradual and intermittent. The results
show that the smectic local structures complete percolation at
t = 1.475t, implying the number of smectic molecules in the

Fig. 4 Time evolution of the number of smectic molecules at 0 r t r 0.2t in the system observed using (a) %QL
2, (b) %QL

12, (c) Ā1
2, (d) {QL

2,QL
12}, (e) QL

2, and
(f) QL

12. The number of smectic molecules was divided by the total number of molecules.
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largest cluster becomes almost equal to the number of total
smectic molecules in the system.

With %QL
12, the curves for the different N conditions did not

overlap each other. The completion time of percolation
deviated from the X-ray intensity results for all N conditions,
but the two sets of results became closer with increasing N.
With Ā1

2, the curves for different N conditions did not overlap

each other. Interestingly, curves relatively close to the %QL
2 results

were obtained at 10r N r 12, where the performance of Ā1
2 was

third-best (see Table 2). The curves for different N conditions
did not overlap with each other with {QL

2,QL
12}, although the

results appeared to be slightly improved over the %QL
12 results.

The percolation completion time tended to be closer to the
X-ray intensity results as N was increased. A master curve

Fig. 5 Time evolution of the ratio of the number of smectic molecules in the largest cluster to the number of smectic molecules in the system, captured
by (a) %QL

2, (b) %QL
12, (c) Ā1

2, (d) {QL
2,QL

12}, (e) QL
2, and (f) QL

12. The Onsager’s order parameter and h %QL
2i were also plotted to show the time evolution of global

order parameters.
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similar to the %QL
2 results was obtained with QL

2, but the overlap
between the curves was not as exact as with %QL

2. With QL
12, the

results were inferior to the %QL
12 results.

Overall, the superiority of %QL
2 was pronounced in describing

percolation transitions. The effectiveness of the LOP local
average and the effect of LOP combinations were also evident.
The sensitivity of the global order parameters to the percolation
transition was extremely low, showing only an almost mono-
tonically increasing trend without any response to the transi-
tion time. This fact indicates that it is difficult to detect the
details of molecular self-assembly dynamics with global order
parameters.

3.6 Cluster statistics from nucleation to percolation

The time evolution of the total number of clusters during
nucleation is important, as is the behavior of the clusters before
nucleation (the initial stage in Fig. 4) and during the percola-
tion transition (in Fig. 5). Although the number of clusters was
affected by the number of neighboring particles, its time
evolution was found to have an N-independent master curve
for each LOP species. Fig. 7 shows the master curves for the
time evolution of the total number of clusters observed using
(a) %QL

2, (b) %QL
12, (c) Ā1

2, (d) {QL
2,QL

12}, (e) QL
2, and (f) QL

12. For
the same LOP, when the time at which the number of
clusters reaches its maximum is shifted to zero and the
number of clusters is normalized using the maximum value,
the time evolution of the total number of clusters shows one
characteristic curve despite the use of different N values. The
results show the nature of each LOP is independent of the
number of neighboring particles in the cluster statistics.
Although the actual number of clusters varies with N, the time
evolution of the cluster number is similar for all N values,
demonstrating a strong universality in the way clusters are
captured by an LOP.

With %QL
2, a master curve was obtained that showed little

deviation due to differences in N, except for the initial behavior
of the transition. The initial behavior of the cluster number and
subsequent systematic convergence to the master curve
indicates that the impact of errors in %QL

2 on cluster statistics
is almost negligible for N Z 12, as implied in Fig. 4.

A discrepancy was observed in %QL
12 between curves on the

long time range due to the N-dependence in the percolation
transition. This trend was also observed for Ā1

2 and QL
12, but

appeared to be somewhat improved for {QL
2,QL

12}. The behavior
of QL

2 was similar to that of %QL
2, but the discrepancy due to the

difference in N was larger than that of %QL
2. These results

demonstrate the superiority of %QL
2 in describing the nucleation

and subsequent percolation transition.
Overall, the outstanding usefulness of %QL

2 was demonstrated
for all events of the initial stage, nucleation, and percolation
transition. The optimal N for %QL

2 is N = 12, because N Z 12 is
desirable for the initial stage and nucleation, and an unneces-
sarily large N reduces the cluster resolution.

4 Conclusions

In this work, LOPs were selected under an appropriate and
efficient screening strategy using MALIO, which enables fast
LOP computation and machine learning to evaluate the CTR.
MALIO demonstrated superior performance to ML-LSA in LOP
computational speed. MALIO achieved a speedup of approxi-
mately 17 times even for LOPs with low computational cost,
and up to 40 times or more for LOPs with high computational
cost. Using the selected LOPs as candidates, the nucleation and
subsequent percolation transition were observed to investigate
the effect of LOP species and selection of neighboring particles
on the cluster statistics. We found the LOP (i.e., %QL

2) and
appropriate number of neighboring particles (N = 12) that
accurately describe all events before, during, and after nuclea-
tion. The LOP was chosen from among more than 2 million
possibilities. The master curve of the time variation of the total
number of clusters for each LOP indicates that the LOP is
universal in the way it captures the local molecular structures,
regardless of the difference in number of neighboring particles.
This nature is expected to be confirmed when an LOP is
applied to various phase transitions, not only the nematic–
smectic transition in this work. Furthermore, the behavior of
the percolation transition exhibited by %QL

2 clearly indicates that
%QL

2 is not only an accurate LOP but also a global order
parameter in the percolation transition, and is independent
of the number of neighboring particles. This nature of %QL

2 is
expected to be confirmed when exploring the applicability of
LOPs to various phase transition phenomena. Interestingly,
this nature of %QL

2 is already implied by MALIOâhts screening
results. %QL

2 is the LOP with the highest CTR at 8 r N r 14,
which indicates the accuracy and robustness of %QL

2 to a
wide range of N. This ‘‘signal from machine learning’’ was
substantiated in the actual cluster statistics from nucleation to
percolation. This shows that it may be possible to find the

Fig. 6 Time evolution of X-ray scattering intensity calculated for the
quenched structures.
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optimal LOP directly from the screening strategy used in this
work. Of course, this possibility needs to be demonstrated by

applying LOPs to a variety of phase transition phenomena,
including confined and multicomponent systems, and is a

Fig. 7 Master curves for the time evolution of the total number of clusters observed using (a) %QL
2, (b) %QL

12, (c) Ā1
2, (d) {QL

2,QL
12}, (e) QL

2, and (f) QL
12.
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topic for future research. In addition, although MALIO’s pro-
tocols for neighboring particle selection can in principle
be modified to suit the crystal and simulation box geometry,
it may be necessary to use only certain protocols for some
problems.

Overall, these results show that machine learning can
powerfully screen a huge number of LOP species and suggest
only a few promising candidates. We also established a reliable
guideline for selecting the number of neighboring particles for
LOPs, which has often been a controversial issue. In the future,
selecting appropriate LOPs for various phase transitions will
lead to deeper understanding of their phenomena and explora-
tion of their potential applications.76
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