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A new computational tool for interpreting the
infrared spectra of molecular complexes†

Alex Iglesias-Reguant, ab Heribert Reis,c Miroslav Medveď, de Josep M. Luis *b

and Robert Zaleśny *f

The popularity of infrared (IR) spectroscopy is due to its high interpretive power. This study presents a

new computational tool for analyzing the IR spectra of molecular complexes in terms of intermolecular

interaction energy components. In particular, the proposed scheme enables associating the changes in

the IR spectra occurring upon complex formation with individual types of intermolecular interactions

(electrostatic, exchange, induction, and dispersion), thus providing a completely new insight into the

relations between the spectral features and the nature of interactions in molecular complexes. To

demonstrate its interpretive power, we analyze, for selected vibrational modes, which interaction types

rule the IR intensity changes upon the formation of two different types of complexes, namely p� � �p
stacked (benzene� � �1,3,5-trifluorobenzene) and hydrogen-bonded (HCN� � �HNC) systems. The exemplary

applications of the new scheme to these two molecular complexes revealed that the interplay of

interaction energy components governing their stability might be very different from that behind the IR

intensity changes. For example, in the case of the dispersion-bound p� � �p-type complex, dispersion

contributions to the interaction induced IR intensity of the selected modes are notably smaller than their

first-order (electrostatic and exchange) counterparts.

1. Introduction

Intermolecular interactions are central to many areas of chem-
istry. Over the past several decades significant research effort
has been made to understand the fundamental aspects of the
interactions in molecular complexes and their manifestation,
thus leading to stunning applications affecting practically all
domains of everyday life including new opportunities in bio-
medical engineering, crystal engineering,1 and transmembrane
anion transport.2 Spectroscopic techniques were frequently
used to substantiate the formation and quantify the magnitude
of intermolecular forces, with infrared (IR) spectroscopy at the

forefront. One of the many examples is hydrogen-bonding
interactions studied using IR spectroscopy as they are mani-
fested by significant frequency shifts of the order of magnitude
of hundreds of cm�1 and IR intensity changes of bands
associated with the vibrational modes of functional groups
involved in the hydrogen-bonding interactions.3,4 The experi-
mental efforts have been supported by theoretical developments
within the quantum mechanics framework, and nowadays the
theory of intermolecular interactions forms an important part of
modern interpretive chemistry. Despite some variations among
available intermolecular interaction energy decomposition
schemes, the fundamental interaction types include electrostatics,
Pauli exchange, induction and dispersion. These interaction
types, and their various cross-terms, can be rigorously calculated
using e.g. Symmetry-Adapted Perturbation Theory (SAPT).5 There
are also alternative strategies to decompose intermolecular inter-
action energies, often referred to as Energy Decomposition Ana-
lysis (EDA) approaches.6–13 Some of them introduce electrostatic,
Pauli, and orbital interaction terms, as in Ziegler–Rauk EDA (ZR-
EDA),7 or the mixture of both, that is, electrostatic, polarization,
charge transfer, Pauli, and dispersion terms, as in the Absolutely
Localized Molecular Orbital EDA (ALMO-EDA) methods.14 The
results of intermolecular interaction energy decompositions are
available for myriads of atomic and molecular complexes, thus
enriching our understanding of how the basic interaction types
govern the structure and stability of molecular complexes and
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their organization at the larger scale.15,16 The spectroscopic
measurements are often supported by the results of energy
decomposition analyses, linking indirectly the spectroscopic sig-
natures with interaction types. However, as we have learned from
pioneering works of Fowler and Sadlej,17 Bishop and Dupuis18

and Heijmen, Moszyński et al.,19 and their successors,20–22 the
pattern of interaction types may be very different for interaction
energies (related to stability) and electric properties (relevant for
intensities of spectral signatures). The latter quantities can be
analyzed conveniently using the concept of excess (interaction-
induced) properties (DP),17,19–55 i.e., for a complex AB composed of
subsystems A and B:

DP = P(AB) � P(A) � P(B) (1)

As highlighted above, the values of DP can be further analyzed
in terms of fundamental interaction types DPi.

The vast majority of works use eqn (1) to analyze the effect of
intermolecular interactions on the pure electronic contribution to
electric properties, DPel,i. In recent papers the authors introduced
a new scheme for the decomposition of the excess vibrational
nuclear relaxation contribution to electric properties.56–58 The aim
of the current work is to demonstrate how the recently developed
decomposition scheme can be extended to gain an insight into
the changes in the IR spectra upon complex formation in terms of
interaction types, i.e.

DIi
a = Ii

a(AB) � Ii
a(A) � Ii

a(B) (2)

where, as previously, i denotes an interaction energy compo-
nent and a stands for a normal mode of vibration. First, we will
present a concise theoretical framework for the analysis of the
excess IR intensities together with a decomposition scheme
used to obtain individual interaction energy contributions.
Then, the analysis of IR intensity changes for a few selected
vibrational modes in benzene� � �1,3,5-trifluorobenzene (B� � �T)
and HCN� � �HNC complexes will be performed as a proof of
concept.

2 Theory

The excess property decomposition scheme56–58 relies on the
electronic (DPel) and nuclear-relaxation (DPnr) contributions.
The latter one usually provides the major vibrational contribution
to the total response property change.59 There is a link between
the a-th mode contribution to the average nuclear-relaxation
polarizability:60–62

hanra i ¼
1

3

X
j¼x;y;z

anrjj;a ¼
1

3oa
2

X
j¼x;y;z

@mj
@Qa

� �2

(3)

and the harmonic IR intensity for the a-th vibrational mode:

Ia ¼
Np
3c2

X
j¼x;y;z

@mj
@Qa

� �2

(4)

as both rely on the square of the first derivative of the dipole
moment (m) with respect to the normal mode Qa. oa is the
harmonic vibrational frequency of mode a, N is Avogadro’s

number, and c is the speed of light. Combining both equations
leads to

hanra i ¼
c2

Np
� Ia

oa
2

(5)

The above relation can be used for interaction-induced counterparts:

hDanra i ¼
c2

Np
� D

Ia

oa
2

� �
(6)

In our previous work58 we have demonstrated that the interaction-
induced average nuclear-relaxation polarizability can be decomposed
into interaction types i by employing the finite-field nuclear-
relaxation (FF-NR) method:63

hDanr;ii ¼ �1
3

X
j¼x;y;z

@2 DEi
intðF;ABF Þ � DEi

intðF;ABÞ
� �

@Fj
2

(7)

where ABF is the relaxed geometry of the complex AB in the
presence of an electric field, Fj, whereas AB stands for the field-
free equilibrium geometry of the complex. The field-dependent
geometry optimizations required to determine ABF should be
performed strictly maintaining the Eckart conditions.64,65 To
obtain only the contribution of mode a to hDanr,ii (i.e. hDanr,i

a i)
the field-dependent geometry optimizations should be per-
formed in the subspace defined by a single vibrational mode,
a. Then, the relation between hDanr,i

a i and the shifts in the
intensity and frequency of the mode a is given by

hDanr;ia i ¼
c2

Np
� D

I ia

o2;i
a

� �
(8)

This equation allows interpreting a simultaneous change in the
IR intensity and the vibrational frequency upon the formation
of a complex in terms of the interaction types, i:

D
I ia

o2;i
a

� �
¼ I ia

o2;i
a

ðABÞ � I ia

o2;i
a

ðAÞ � I ia

o2;i
a

ðBÞ (9)

Eqn (9) can be used directly to decompose changes in the ratio
of intensity and frequency squared for each mode upon
complex formation, thus providing information regarding the
interplay of interaction types and their manifestation through
changes in band position and intensity. One can also consider
two limiting cases of eqn (8): (a) constant transition intensity,
or (b) constant transition frequency. The former is not of
practical use as the relation Do2,i

a B 1/hDanr,i
a i does not allow

for direct decomposition of frequency changes. However, if the
frequency change for a target vibrational mode upon complex
formation is negligible, then the above relation allows for the
direct decomposition of the IR intensity change of the mode a:

DI ia ¼
Npoa

2

c2
� hDanr;ia i (10)

and the total excess IR intensity is the sum of interaction types:

DIa ¼
X
i

DI ia (11)

In this work we will show how to benefit from the constant-
frequency condition (limiting case (b)) which holds as a good
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approximation, for all studied cases in this work. It should be
noted that nuclear relaxation polarizability does not account for
any anharmonic corrections; and likewise, the IR intensities are
evaluated adopting the harmonic approximation.

3. Computational details

Eqn (7)–(10) can be combined with any energy decomposition
analysis (SAPT, ZR-EDA, ALMO-EDA, etc.), provided that field-
dependent interaction energy terms can be determined. In the
present work we employ the decomposition of MP2 interaction
energy based on the variational–perturbational decomposition
scheme (VP-EDS),66–69 in which the interpretation of the indi-
vidual interactions is based on intermolecular perturbation
theory.70 In VP-EDS, the total interaction energy obtained in a
supermolecular approach is partitioned into several interaction
energy terms as defined in the symmetry-adapted perturbation
theory (SAPT).66–69 At the second-order Møller–Plesset pertur-
bation theory level (MP2), the total VP-EDS interaction energy of
the complex calculated by a supermolecular approach in the
dimer-centered-basis set (DCBS)71 is partitioned into the Har-
tree–Fock (HF) and the electron correlation interaction energy
components:

DEMP2
int = DEHF

int + DEMP2
corr (12)

The HF term can be further partitioned into the electrostatic
interactions of the charge densities of the unperturbed sub-
systems, e(10)

el , the exchange repulsion (DEHL
ex ) and the charge

delocalization (DEHF
del), which account for the exchange effects

due to the Pauli antisymmetry principle and induction,
respectively.

DEHF
int = e(10)

el + DEHL
ex + DEHF

del (13)

The second-order electron correlation term, DEMP2
corr :

DEMP2
corr = e(12)

el,r + e(20)
disp + DE(2)

ex (14)

includes the second-order dispersion interaction, e(20)
disp, as well

as the electron correlation correction to the first-order electro-
static interaction, e(12)

el,r , and the remaining second-order elec-
tron correlation effects (DE(2)

ex ). The latter term accounts mainly
for the uncorrelated exchange–dispersion and electron correla-
tion corrections to the Hartree–Fock exchange repulsion.68,70

The terms e(10)
el and e(20)

disp are obtained using standard polariza-
tion perturbation theory, whereas the term e(12)

el,r is calculated
using the formula proposed by Moszyński et al.72 The numbers
n,m in the superscript of terms such as e(nm)

el refer to orders of
perturbation in the intermolecular interaction operator (n) and
intramonomer correlation operator (m), respectively.

Field-free equilibrium geometries of the two studied complexes
were obtained by optimizations applying tight convergence criteria
(10�11 Hartree and 10�9 Hartree Bohr�1 for energy and gradients,
respectively) and employing the MP2 method in combination with
the aug-cc-pVDZ (benzene� � �1,3,5-trifluorobenzene) and aug-cc-
pVTZ (HCN� � �HNC) basis set.73–75 The vibrational analysis was
performed at the same level of theory to confirm that the optimized

structures are minima. All field-free computations were performed
using the Gaussian program.76 Field-dependent geometry optimi-
zations and property calculations were carried out using custom
computer programs based on total energies obtained using the
Gaussian program, enforcing again tight convergence thresholds.
VP-EDS calculations of field-free and field-dependent interaction
energy components were performed using a modified in-house
version of the Gamess (US) program.77,78

4. Results and discussion

In order to demonstrate the interpretive power of the above
described scheme we selected a benzene� � �1,3,5-trifluoroben-
zene (B� � �T) complex in stacked alignment and a hydrogen-
bonded HCN� � �HNC complex. There are several reasons behind
the selection of these complexes: (a) p� � �p stacking and
hydrogen-bonding interactions play a key role in the formation
of organic complexes (both types of intermolecular interactions
govern the stability of nucleic acids), (b) the prototypical
stacked and hydrogen-bonded complexes can be reliably trea-
ted at the MP2 level of theory, (c) they are asymmetric, with one
moiety acting as electron donor and the other as electron
acceptor, and thus not only dispersion, but also other inter-
action types can be important, and (d) each complex is
composed of two different subsystems, thus safeguarding an
interesting vibrational structure, i.e. different types of normal
modes are localized on interacting molecules.

We will start with the analysis of stacked B� � �T complex. One
normal mode of vibration localized on benzene (n24) and two
(degenerate) localized on 1,3,5-trifluorobenzene (n56, n57) were
selected. The simulated spectra and atomic displacements for
the corresponding monomeric and dimeric vibrational normal
modes are shown in Fig. 1. The dominant band of benzene
corresponds to the C–H out-of-plane in-phase vibration (a2u, top
panel), while the most intense bands of 1,3,5-trifluorobenzene
are given by two degenerate vibrations (1660.66 cm�1) corres-
ponding to symmetric and asymmetric C–C stretching (middle
panel). The bottom panel shows the spectra of the
benzene� � �1,3,5-trifluorobenzene complex in stacked alignment
(the equilibrium geometry is presented in the inset). All spectra
were simulated assuming Lorentzian band broadening and half
width at half maximum equal to 10 cm�1. There are two reasons
behind the selection of these modes. First, these modes con-
tribute to the largest-intensity peaks in the IR spectra of mono-
mers, i.e., n6 (benzene), n26 and n27 (1,3,5-trifluorobenzene).
Second, they exhibit significant IR intensity changes upon
complex formation. As shown in Table 1, the intensity of the
mode n24 of B� � �T complex, attributed to the in-phase out-of-
plane bending of hydrogen atoms on benzene increases in
comparison with the corresponding mode of isolated benzene,
while the two other modes, corresponding to symmetric and
asymmetric C–C stretching vibrations localized on 1,3,5-
trifluorobenzene, respectively, exhibit a significant intensity drop
upon B� � �T complex formation. Note that for all three selected
normal modes the vibrational frequency shift on passing from the
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isolated subsystems to the B� � �T complex is very small (not
exceeding 3 cm�1). Hence, one can safely employ eqn (10) to
decompose the IR intensity changes (DI) induced by complex
formation into individual interaction types (Table 2). The reported
intermolecular interaction energy terms (DEint) indicate, as
expected, that the major stabilizing factor is the dispersion energy.
However, it should be pointed out that the MP2 method tends to
overestimate this term, see e.g. ref. 79). Interestingly, the magni-
tudes of DI(20)

disp are notably smaller compared to the first-order
terms, especially for the modes n56 and n57, localized on 1,3,5-
trifluorobenzene. Even in the case of mode n24 localized on
benzene, for which the delocalization plays only a minor role, the
absolute value of DI(20)

disp is roughly three times smaller than the first-

order electrostatic contribution (DI(10)
el ). By and large, except for

mode n24, the sum of first-order terms contributing to the
interaction-induced IR intensity (DI(10)

el + DIHL
ex ), as well as DIHF

int,
prevail over the dispersion contribution (DI(20)

disp). This is in contrast
with the interplay of components observed for the interaction
energy. Consequently, for the two modes localized on 1,3,5-
trifluorobenzene the intensity changes can be reliably predicted
at the HF level, as higher-order interaction terms are small and

Fig. 1 Simulated IR spectra of benzene (top), 1,3,5-trifluorobenzene (middle) and their complex (bottom). Insets show atomic displacements
corresponding to vibrational normal mode n6 of benzene (top), n26 and n27 (middle) mode of 1,3,5-trifluorobenzene, and n24 (bottom) of the complex.
Bands corresponding to C–H stretching (43000 cm�1) are not shown.

Table 1 Selected normal modes and their spectroscopic data. The values
corresponding to complexes are shown in parentheses

Mode o (cm�1) I (km mol�1) DI (km mol�1)

Benzene (B)� � �1,3,5-trifluorobenzene (T)
B n6 (n24) 678.34 (678.85) 115.91 (124.63) 8.72
T n26 (n56) 1662.66 (1660.25) 160.95 (130.95) �30.00
T n27 (n57) 1662.66 (1660.40) 160.95 (116.95) �44.00

HCN� � �HNC
— — (n3) — (173.95) — (5.97) 5.97
HCN n4 (n12) 3495.61 (3446.55) 77.28 (166.27) 88.99

Table 2 Excess IR intensity (DI, see eqn (10)) and interaction energy (DE,
see eqn (12)–(14)) decomposition in the B� � �T complex

Term

X = E (kcal mol�1) X = I (km mol�1)

B� � �T HCN� � �HNC B� � �T HCN� � �HNC

n24 n56 n57 n3 n12

DX(10)
el �8.77 �10.22 29.92 �28.47 �55.94 7.43 61.35

DXHL
ex 19.57 9.37 �24.99 �58.98 �17.29 �10.58 �8.76

DXHF
del �2.08 �4.19 �2.89 61.02 34.58 8.85 30.68

DXHF
int 8.72 �5.04 2.04 �26.44 �38.65 5.70 83.27

DX(12)
el,r 0.19 �0.52 �3.91 7.12 7.12 �0.33a 4.38b

DX(2)
ex 3.50 1.41 �0.34 �9.15 �2.03 �0.33a 4.38b

DX(20)
disp �17.85 �3.41 11.05 4.07 �3.05 0.50 0.00

DXMP2
int �5.44 �7.56 8.84 �24.41 �36.61 5.54 92.03

a The difference in both contributions is approximately 4� 10�3 km mol�1.
b The difference in both contributions is smaller than 10�3 km mol�1.
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cancel each other out. In the case of these two modes the
qualitative pattern is similar, i.e. electrostatic and exchange inter-
actions quench the IR intensity, while the delocalization term
(encompassing induction contributions) has the opposite effect.
On the other hand, the increase in the intensity of the mode n24

upon the formation of the complex is mainly due to the interplay of
large opposite-sign first-order components (positive electrostatic
and negative exchange) and smaller dispersion contribution.

We will now turn to the analysis of data obtained for the
HCN� � �HNC complex. We chose two normal modes for the
analysis, i.e. a non-localized intermolecular N–H stretching
mode formed due to hydrogen bonding (n4 in the complex,
174 cm�1) and the C–H stretching mode localized on HCN
(n12 in the complex, 3447 cm�1). The corresponding data
are presented in Tables 1 and 2. The pattern of interaction
types governing stability is typical for hydrogen-bonded
complexes,57,80,81 i.e. there is a large electrostatic component
(quenched to a large extent by associated first-order exchange)
and a smaller, but still significant stabilizing contribution from
the delocalization term. Taken together, these components lead
to a stabilizing interaction energy at the Hartree–Fock level.
Higher-order corrections further contribute to the stabilization
of the HCN� � �HNC complex. The analysis of interaction-induced
IR intensity changes reveals that the qualitative pattern for n4

and n12 is similar, i.e. DI changes are governed by first-order
electrostatic and exchange components and the delocalization
term while the higher-order terms are much smaller; moreover,
the signs of individual terms contributing to DIHF

int follow the
same trend – only the exchange component diminishes the
intensity. Note that such a pattern was not found in the case
of the investigated modes of the B� � �T complex. Even though we
analyzed two different stretching vibrations in the linear
hydrogen-bonded system (intra- and inter-molecular stretching)
and the magnitudes of DI remain very different, the overall
pattern of the dominant components remains similar.

Finally, let us comment on the differences between DI
shown in Tables 1 and 2. The intensity changes presented in
Table 1 include the effect of monomer relaxation, i.e.:

DIa = Ia(ABAB) � Ia(AA) � Ia(BB)

where ABAB, AA and BB correspond to dimer and both mono-
mers at their relaxed geometries (indicated by subscripts),
respectively. For a vibrational mode a localized, e.g., on mono-
mer A, the intensity change can be expressed as follows:

DIa = Ia(ABAB) � Ia(AA)

Since the proposed decomposition scheme for DI is based on
the definition of interaction energy, the corresponding formula
for DI reads

DIa = Ia(ABAB) � Ia(AAB) � Ia(BAB)

Hence, the differences in DI between the two tables can be
directly related to the effect of geometry deformation upon
complex formation and its influence on the IR intensity
changes. For the studied modes of the B� � �T complex this effect
is negligible for mode n24, and one-order of magnitude smaller

than the major contribution for n56 and n57. These findings are in
agreement with the results obtained for two modes corres-
ponding to the hydrogen-bonded complex where the effect of
monomer relaxation does not exceed 8% of the total DI value.

5. Summary and outlook

In summary, we have presented a new decomposition scheme
for interpreting the IR intensity changes on passing from
isolated subsystems to molecular complexes in terms of inter-
action types. To illustrate its potential we have applied the
newly developed scheme to two important classes of molecular
complexes: hydrogen-bonded (HCN� � �HNC) and p� � �p stacked
(benzene� � �1,3,5-trifluorobenzene) systems. In more detail, we have
analyzed three intense vibrational modes in the benzene� � �1,3,5-
trifluorobenzene complex, namely the in-phase out-of-plane C–H
bending of benzene and the C–C symmetric and asymmetric
stretching modes of 1,3,5-trifluorobenzene. In the case of the
HCN� � �HNC complex we analyzed two modes: the C–H stretching
mode localized on HCN and a low-frequency non-localized mode
appearing due to intermolecular interaction. We have thus demon-
strated that the method can be employed to decompose the IR
intensity changes upon complex formation for modes localized on
monomers as well as non-localized modes appearing due to
intermolecular interactions. The exemplary applications revealed
that the interplay of interaction energy components governing
stability (DEint) might qualitatively differ from that corresponding
to IR intensity changes (DI), e.g., in the case of the dispersion-
bound p� � �p-stacking complex, the dispersion contributions to the
interaction induced IR intensity of the selected modes are notably
smaller than the magnitudes of first-order (electrostatic and
exchange) terms. The new scheme can also be applied to other
types of neutral and charged complexes (halogen-bonded, tetrel-
bonded, inclusive, atom-molecule, etc.).82–85 Provided that the shift
of vibrational frequency upon complex formation is negligible, the
proposed scheme allows the direct decomposition of infrared
intensity changes; otherwise the change of intensity/frequency ratio
can be decomposed providing useful information about the con-
tribution of different interaction types to the net changes in IR
spectroscopic signatures. The decomposition of IR intensity
changes was realised via the variational–perturbational energy
decomposition scheme at the MP2 level, but it can also be
performed in combination with other EDA approaches. The
proposed scheme thus represents a general tool that provides
new physical insights into the manifestation of intermolecular
forces in spectral properties of molecular complexes.
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55 M. Medved, Š. Budzak, A. D. Laurent and D. Jacquemin,
J. Phys. Chem. A, 2015, 119, 3112–3124.
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