Tetracoordinate Co(II) complexes with semi-coordination as stable single-ion magnets for deposition on graphene†


We present a theoretical and experimental study of two tetracoordinate Co(II)-based complexes with semi-coordination interactions, i.e., non-covalent interactions involving the central atom. We argue that such interactions enhance the thermal and structural stability of the compounds, making them appropriate for deposition on substrates, as demonstrated by their successful deposition on graphene. DC magnetometry and high-frequency electron spin resonance (HF-ESR) experiments revealed an axial magnetic anisotropy and weak intermolecular antiferromagnetic coupling in both compounds, supported by theoretical predictions from complete active space self-consistent field calculations complemented by N-electron valence state second-order perturbation theory (CASSCF-NEVPT2), and broken-symmetry density functional theory (BS-DFT). AC magnetometry demonstrated that the compounds are field-induced single-ion magnets (SIMs) at applied static magnetic fields, with slow relaxation of magnetization governed by a combination of quantum tunneling, Orbach, and direct relaxation mechanisms. The structural stability under ambient conditions and after deposition was confirmed by X-ray photoelectron spectroscopy (XPS) and Raman spectroscopy. Theoretical modeling by DFT of different configurations of these systems on graphene revealed n-type doping of graphene originating from electron transfer from the deposited molecules, confirmed by electrical transport measurements and Raman spectroscopy.

1 Introduction

Hybrid materials combining single-molecule magnets (SMMs) and solid-state materials are attractive candidates for next-generation technologies, such as high-density magnetic memory devices,1 qubits,2 and spintronic devices.3–5 The solid-state substrate, having metallic, semi-metallic, or insulating character, provides a platform for the deposition of SMMs in the form of thin films, allowing addressing or manipulation of the molecular magnetic and electric properties.4,6,7 For their successful deposition, the molecular compounds must present an increased chemical, structural, and thermal stability that guarantees the preservation of their magnetic properties during and after the deposition process,4 which often involves their sublimation at high temperatures and under high-vacuum conditions. These features pose considerable challenges to the design of sublimable SMMs, such that the number of demonstrated complexes suitable for deposition and spintronic applications remains small.4

Co(n)-based coordination compounds often exhibit interesting magnetic properties emerging from a large spin–orbit coupling
To date, the most extensively investigated group of Co(II) SIMs consists of tetracoordinate complexes.\textsuperscript{38} Within this class, the most intriguing results have been observed for SIMs that exhibit slow relaxation of magnetization in zero external magnetic fields, commonly known as zero-field SIMs (ZF-SIMs). There are only two groups of tetracoordinate Co(II) ZF-SIMs: those composed of monodentate ligands with S, Se, or Te donor atoms,\textsuperscript{39} and those formed by bidentate ligands that create acute bite angles.\textsuperscript{33–37} Our previous investigations strongly suggest avoiding the use of monodentate ligands in complexes intended for thermal depositions. Recently, we attempted to deposit two different types of tetracoordinate Co(II) complexes on various substrates, but found that the stability of the complex molecules during deposition was problematic under ambient conditions.\textsuperscript{31} Even the use of a protective atmosphere was not sufficient to deposit intact tetracoordinate Co(II) molecules.\textsuperscript{39} To enhance the stability of the Co(II) complexes intended for depositions we opted to use bidentate ligands instead of monodentate ligands. We decided to use bidentate Schiff base ligands which are well known for forming mononuclear Co(II) complexes exhibiting field-induced or zero-field slow relaxation of magnetization. Furthermore, we modified the Schiff base ligands by adding a 2-pyridyl substituent to ensure the high stability of the molecular complexes. This provides an additional nitrogen atom that is sterically hindered from forming a regular coordination bond with the metal atom. However, it can form a non-covalent interaction with the adjacent metal center. As we recently proposed,\textsuperscript{40} non-covalent interactions between the donor atoms possessing free electron pairs such as N or O, and metal atoms can enhance the stability of the molecular complex without affecting the magnetic anisotropy of the metal centers significantly. Therefore, for depositions, we decided to utilize Co(II) compounds with a specific class of Schiff base ligands derived from the condensation of aromatic 2-hydroxy-benzaldehydes and 2-amino-6-picoline. The crystal structure of the Co(II) compound with the Hsalapi ligand (Hsalapi = 2-methyl-6-(‘oxybenzylideneamino)pyridin) was reported previously.\textsuperscript{41} In its crystal structure (Cambridge Structural Database code MIFWUU),\textsuperscript{42} we see that two deprotonated salapi\textsuperscript{-} ligands coordinate the Co(II) atom in a bidentate manner giving rise to the [Co(salapi)\textsubscript{2}] molecule (Fig. 1). Remarkably, the pyridine nitrogen atoms point towards the metal center, but the Co\textsuperscript{−}N distances are relatively long (2.625(14) and 2.708(14) Å). Thus, from the perspective of structural coordination chemistry, these contacts could be classified as semi-coordinative because of their non-covalent nature and major electrostatic contribution.\textsuperscript{43–48}

In this work, we opted to investigate whether the [Co(salapi)\textsubscript{2}] (hereafter 1) and structurally related [Co(me-salapi)\textsubscript{2}] (hereafter 2, Hme-salapi = 2-methyl-6-(‘oxy-4’-methyl-benzylideneamino)pyridin) molecules can be magnetically considered to be tetracoordinate despite having relatively short Co\textsuperscript{–}N non-covalent interactions. Furthermore, we investigated whether the Co\textsuperscript{−}N interactions are stabilizing structures of molecules in 1 and 2 sufficiently enough for their utilization in depositions by wet chemistry and thermal sublimation. In this case, we performed molecular deposition on commercially available single-layer graphene.\textsuperscript{49} Graphene offers interesting properties such as high electron mobility, spin transport, mechanical strength, and thermal conductivity.\textsuperscript{50–53} Furthermore, in our vision, graphene serves as a good substrate for deposition when nanostructured into a quantum dot, which could be used as a bolometer for in situ spectroscopy of deposited compounds.\textsuperscript{54,55} Graphene could also be used for the electrical addressing of SMMs, as it can be shaped and utilized for graphene transistors\textsuperscript{56} that are commercially available nowadays.

Herein, we report on the synthesis, crystal structure, magnetic properties, and characterization of compounds 1 and 2 along with a theoretical study of their semi-coordination aspects, magnetic properties, and intermolecular exchange interactions. Direct current (DC) magnetometry and HF-ESR measurements demonstrated that the compounds present an axial magnetic anisotropy and a weak intermolecular antiferromagnetic exchange interaction, corroborated by broken-symmetry DFT (BS-DFT) calculations; while alternating current (AC) magnetometry showed that both compounds behave as field-induced SIMs. We also carried out a successful deposition of 1 and 2 on graphene and compared the results to a bulk reference. Raman spectroscopy, X-ray photoelectron spectroscopy (XPS), atomic force microscopy (AFM), and electrical transport measurements were used as characterization techniques supporting the theoretical predictions of molecular adsorption performed by DFT.

2 Materials and methods

Detailed information on the sample preparation, elemental analysis, characterization by infrared spectroscopy and X-ray diffraction (XRD), DC and AC magnetometry, electrical transport, and HF-ESR measurements is found in the ESI.†

2.1 Deposited samples

For both deposition processes (drop-cast and thermal sublimation) a chemical vapour deposition (CVD) grown monolayer graphene on a Si/SiO\textsubscript{2} substrate was used (300 nm thickness of
TZVP.63 Furthermore, the non-local density-dependent dispersion sets def2-TZVP and also with their relativistic analogs ZORA-def2-PCCP Paper

2.2 Computational details

The zero-field (ZFS) terms were computed using Gaussian-basis DFT in the ORCA 4.2.1 and 5.0 electronic structure packages,57,58 using the state average-CASSCF,59 complemented by NEVPT2.60,61 The input coordinates for the calculations were obtained from experimentally determined molecular structures refined by Hirshfeld atom refinement62 incorporated in Olex2 (ver. 1.5).47 The basis sets for the ZFS calculations were used as follows: def2-SVP for hydrogen and carbon atoms, triple-ζ def2-TZVP for the remaining atoms.63 The calculation costs were decreased by using the def2/J and def2-TZVP/C auxiliary basis sets64,65 together with the chain-of-spheres (RIJCOSSY)66,67 approximation to the exact exchange as implemented in ORCA. The active space was defined by seven electrons in five d-orbitals of Co(II) (CAS(7,5)), and all possible multiplets, 10 quartets, and 40 doublets, were involved in the calculations. The ligand field parameters were obtained using the ab initio ligand field theory (AILFT) calculations.68

BS-DFT calculations in ORCA 5.0 were carried out to estimate the isotropic exchange interaction. Two DFT hybrid functionals, B3LYP69–71 and PBE0,72 were selected based on their good performance on previously studied coordination compounds.73–78 Moreover, the calculations were performed with Ahlrichs triple-ζ basis sets def2-TZVP and also with their relativistic analogs ZORA-def2-TZVP.63 Furthermore, the non-local density-dependent dispersion correction to DFT was accounted for in two ways, as non-self-consistent (DFT-NL) and as self-consistent (DFT-SCNL) implementation.79,80

The quantum theory of atoms in molecules (QTAIM) calculations were performed using ORCA 4.2.1, employing single-point DFT calculations utilizing the B3LYP functional and bases as described above (def2-TZVP). Then, the wavefunctions were used for the QTAIM calculations using the Multiwf program.82,83 ELF calculations for Co(II) complexes, which visualize electron pairs, were compared to those for diamagnetic Zn(II) analogues, revealing no significant differences.

3 Results and discussion

3.1 Synthesis and structure

Compounds 1 and 2 can be prepared using the previously reported procedure.84 However, we synthesized both compounds...
by in situ reaction of 2-amino-6-methylpyridine, salicylaldehyde (or 5-methylsalicylaldehyde for preparation of 2), CoCl₂·6H₂O and triethylamine in methanolic solution (molar ratio 2:2:1:2, Fig. 1). The mixture was refluxed after the addition of all reagents and then filtered. Red-orange crystals suitable for single-crystal XRD were obtained by slow diffusion of Et₂O into the solution. The purity of both compounds was confirmed by elemental analysis and powder XRD experiments (ESI† Fig. S1). The thermal stability was investigated using thermogravimetric analysis (ESI† Fig. S2 and S3), and it was revealed that compounds 1 and 2 are stable up to 290 and 310 °C, respectively, and with melting temperatures 263–265 and 301 °C, respectively.

Compounds 1 and 2 adopt very similar crystal structures although they are not isostructural. 1 crystallizes in the monoclinic I2/a space group, whereas 2 in the orthorhombic Pbn̅ space group. The basic crystallographic and refinement data are summarized in the ESI† Table S1. Both crystal structures consist solely of the molecular complex (Fig. 2a and ESI† Fig. S4, S5). In both structures, the cobalt atom sits at a two-fold rotational axis, and thus only half of the complex molecule is symmetrically independent. Two bidentate ligands coordinate the central Co(n) atom, each by one phenolate oxygen atom (d_{Co1-O1} = 1.9527(16) Å and 1.9613(7) Å in 1 and 2, respectively) and by an imine nitrogen atom (N1 in Fig. 2a, d_{Co1-N1} = 1.9913(18) Å and 1.9923(9) Å in 1 and 2, respectively). The Co···N distance of the pyridine nitrogen atoms (N2) is longer: 2.6908(19) Å and 2.6951(9) Å in 1 and 2, respectively, therefore, both 1 and 2 can be formally considered to be tetracoordinate. According to the SHAPE algorithm and continuous shape measurements (CSMs), the shape of the coordination polyhedron corresponds to a distorted tetrahedron (CSMs(T₅)): 2.857 and 2.531, respectively), however, distortion from the see-saw geometry is relatively small: (CSMs(C₂v)): 3.800 and 4.723, respectively, ESI† Table S2). The complex molecules form extensive networks of π–π aromatic stacking interactions organized in supramolecular layers parallel to (00l) planes (in 1) or chains along the c-axis (in 2, ESI† Fig. S4 and S5).

To investigate the nature of the Co···N interaction we utilized the topological analysis of electron density by QT-AIM. Firstly, we performed single-point DFT calculations using the coordinates of the complex molecules 1 and 2 obtained from XRD experiments. To ensure reliable positions of the hydrogen atoms we applied the Hirshfeld atom refinement for both structures (for details see the ESI† Section S1). Then, we performed topological analysis of the electron density (\(\nabla^2 \rho(r)\)) using Multiwfn software. As a result, we did not find any bond critical point (BCP) between the Co and N atoms, as seen from the Laplacian of electron density (\(\nabla^2 \rho(r)\), ESI† Fig. S6). This can be attributed to the orientation of the pyridyl moiety, which modulated the topology of \(\nabla^2 \rho(r)\) between the Co and N atoms, preventing the formation of bond path or BCP (ESI† Fig. S6). Next, we analyzed this interaction using the non-covalent interaction (NCI) method. This method utilizes the analysis of \(\rho(r)\) using the reduced density gradient function to distinguish between attractive and repulsive non-covalent interactions by determining the sign of the eigenvalue of the electron density Hessian matrix, defined as \(\lambda_2\). We visualized the interactions within molecules using VMD software. We visualized the interactions within molecules using VMD software. This can be attributed to the orientation of the pyridyl moiety, which modulated the topology of \(\nabla^2 \rho(r)\) between the Co and N atoms, preventing the formation of bond path or BCP (ESI† Fig. S6). Next, we analyzed this interaction using the non-covalent interaction (NCI) method. This method utilizes the analysis of \(\rho(r)\) using the reduced density gradient function to distinguish between attractive and repulsive non-covalent interactions by determining the sign of the eigenvalue of the electron density Hessian matrix, defined as \(\lambda_2\). We visualized the interactions within molecules using VMD software.99 This can be attributed to the orientation of the pyridyl moiety, which modulated the topology of \(\nabla^2 \rho(r)\) between the Co and N atoms, preventing the formation of bond path or BCP (ESI† Fig. S6). Next, we analyzed this interaction using the non-covalent interaction (NCI) method. This method utilizes the analysis of \(\rho(r)\) using the reduced density gradient function to distinguish between attractive and repulsive non-covalent interactions by determining the sign of the eigenvalue of the electron density Hessian matrix, defined as \(\lambda_2\). We visualized the interactions within molecules using VMD software.99 This can be attributed to the orientation of the pyridyl moiety, which modulated the topology of \(\nabla^2 \rho(r)\) between the Co and N atoms, preventing the formation of bond path or BCP (ESI† Fig. S6). Next, we analyzed this interaction using the non-covalent interaction (NCI) method. This method utilizes the analysis of \(\rho(r)\) using the reduced density gradient function to distinguish between attractive and repulsive non-covalent interactions by determining the sign of the eigenvalue of the electron density Hessian matrix, defined as \(\lambda_2\). We visualized the interactions within molecules using VMD software.99 This can be attributed to the orientation of the pyridyl moiety, which modulated the topology of \(\nabla^2 \rho(r)\) between the Co and N atoms, preventing the formation of bond path or BCP (ESI† Fig. S6). Next, we analyzed this interaction using the non-covalent interaction (NCI) method. This method utilizes the analysis of \(\rho(r)\) using the reduced density gradient function to distinguish between attractive and repulsive non-covalent interactions by determining the sign of the eigenvalue of the electron density Hessian matrix, defined as \(\lambda_2\). We visualized the interactions within molecules using VMD software.99 This can be attributed to the orientation of the pyridyl moiety, which modulated the topology of \(\nabla^2 \rho(r)\) between the Co and N atoms, preventing the formation of bond path or BCP (ESI† Fig. S6).
dependence of the magnetic moment (Fig. 3a and ESI† Fig. S27). The crystal structures of 1 and 2 consist of isolated complexes that interact through π–π stacking interactions, which are well-known non-covalent magnetic exchange pathways. 103 To appropriately analyze the magnetic data, we first performed theoretical calculations. We selected dimeric structural fragments (Fig. 3d) and conducted BS-DFT calculations following the procedure of Section 2.2 to estimate the isotropic exchange of the spin Hamiltonian defined as $\hat{H} = -J_1 \hat{S}_1 \cdot \hat{S}_2$, with $\hat{S}_1$ and $\hat{S}_2$ corresponding to the spin operator of each molecule in the dimer. The comparison of the energy difference between the high-spin (HS, corresponding to the spin operator of each molecule in the dimer. The comparison of the energy difference between the high-spin (HS, $S_1\cdots S_4$) and broken-symmetry spin states (BS, $S_i\cdots S_{i+1}$), $J = \langle \Delta E \rangle_{\text{HS}} - \langle \Delta E \rangle_{\text{BS}}$, was utilized to calculate $J$ according to the formulas of Ruiz103 and Yamaguchi:104

$$J^R = \frac{2A}{(S_1 + S_2)(S_1 + S_2 + 1)}, \quad J^Y = \frac{2A}{(S_1^2)_{\text{HS}} - (S_1^2)_{\text{BS}}}.$$  (1)

All approaches predicted a weak antiferromagnetic coupling within the dimer for compounds 1 and 2 using all tested functionals and bases (see the ESI,† Tables S8 and S9); for example, using the functional B3LYP + NL we find $J^R = -0.247 \text{ cm}^{-1}$ and $-0.268 \text{ cm}^{-1}$ for 1 and 2, respectively. A slightly stronger antiferromagnetic exchange was predicted for 2, which is consistent with its shorter C\cdots C and C\cdots N distances between the π–π stacked ligands of the neighboring molecules compared to those in compound 1. The magnetic exchange interaction between neighboring molecules is expected to be weak due to the relatively large Co\cdots Co distances being 5.94479(9) and 5.82467(7) Å in compounds 1 and 2, respectively.

Since the magnetic measurements for both compounds were very similar, we provided a more detailed description of the properties of 1. The effective magnetic moment $\mu_{\text{eff}}/\mu_B$ measured for 1, where $\mu_B$ is the Bohr magneton, adopts a value of 4.3 at room temperature, which is consistent with a large contribution of SOC. Thus, the Landé $g$-factor ($g_{\text{iso}} = 2.20$) is larger than that of the free electron ($g = 2.0023$). The $\mu_{\text{eff}}/\mu_B$ values stayed approximately constant down to 30 K, where we observed a drop starting from 4.1 to 3.7 at 2 K suggesting the presence of intermolecular magnetic exchange interactions or ZFS. Since we did not observe maxima in the susceptibility curve ($\chi(T)$), we may conclude that the intermolecular magnetic interactions among molecules are weak. Nevertheless, we were unable to fit the magnetic data in the absence of exchange coupling, and due to this fact as well as taking into account the results of BS-DFT calculations, we applied a spin Hamiltonian including axial ($D$) and rhombic ($E$) single-ion ZFS

Fig. 3 (a) Temperature dependence of $\mu_{\text{eff}}/\mu_B$ acquired for 1 in the range from 2 K to 300 K with an external magnetic field 0.1 T, and the isothermal magnetization data measured at 2 K shown in the inset. The empty circles represent experimental data, while the red lines represent fitted curves to eqn (2)–(4). (b) Frequency dependence of the HF-ESR spectra of compound 1 at 7.4 K. (c) Temperature dependence of the HF-ESR spectra of compound 1 at 119.97 GHz. The parameters in the simulated spectra (with offset for more clarity) were $D = -20 \text{ cm}^{-1}$, $g_x = 2.20$, $g_y = 2.15$, $g_z = 2.40$, $E/D = 0.122$, and $J = -0.3 \text{ cm}^{-1}$. Green stars correspond to thermally-activated transitions ascribed to the excited $S = 1/2$ doublet, black crosses indicate an ESR signal from an impurity in the sample holder’s mirror, and red dots indicate a spurious signal not considered in the simulation. (d) The outcome of the BS-DFT calculations for 1 with visualization of the spin density isosurface. (e) Visualization of the D-tensor axes overlayed over the molecular structure of 1. (f) AILFT-calculated d-orbital splitting (left) and ligand field terms (right).
terms and exchange coupling for the supramolecular dimer:

\[
\hat{H} = -J(\hat{S}_1 \cdot \hat{S}_2) + D\left(\hat{S}_1^2/2 - S_1^2/3\right) + E\left(\hat{S}_2^2/2 - \hat{S}_2^2/3\right) + \mu_B B g \hat{S}_z.
\]

(2)

together with the Zeeman term defined in the direction of the magnetic field as \(B_0 = B(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \phi)\), where \(\theta\) and \(\phi\) are the polar and azimuthal angles of the field. The molar magnetization in the \(\alpha\)-direction of the magnetic field was numerically calculated from the partition function, \(Z\), built from the energy levels of the spin Hamiltonian as follows:

\[
M_{\alpha} = N_A k_B T \frac{\partial \ln Z}{\partial B_\alpha},
\]

(3)

where \(k_B\) and \(N_A\) are the Boltzmann and Avogadro constants, respectively. Then, the averaged molar magnetization of the powder sample was calculated as the orientational average:

\[
M_{\text{mol}} = \frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi M_{\alpha} \sin \theta d\theta d\phi.
\]

(4)

The experimental magnetic data were fitted using EasySpin, analyzing both temperature- and field-dependent measurements simultaneously. The best fit was obtained with the following sets of parameters: for 1, \(J = -0.19\) cm\(^{-1}\), \(g_{\text{iso}} = 2.272\), \(D = -15.3\) cm\(^{-1}\) and \(E/D = 0.012\); for 2, \(J = -0.27\) cm\(^{-1}\), \(g_{\text{iso}} = 2.213\), \(D = -17.5\) cm\(^{-1}\) and \(E/D = 0.044\) (Fig. S3 and ESI† Fig. S27). This confirmed the presence of a relatively large and axial magnetic anisotropy.

ZFS was studied theoretically using the procedure outlined in Section 2.2, using ORCA 5.0. The calculations indicate that the \(4\)f\(^{10}\) atomic term is split into seven ligand field multiplets as expected due to the low symmetry of the coordination polyhedron in 1 and 2. Additionally, the energy of the first excited state is above 1000 cm\(^{-1}\), making the spin Hamiltonian formalism suitable for analyzing magnetic data. The splitting of the \(d\)-orbitals reflects the distorted tetrahedral geometry with the lowest \(d_{xy}\) orbital. The configuration of the \(d\)-orbitals is for both complexes as follows: \(d_{x^2-y^2}, d_{xy}, d_{z^2}, d_{x^2-y^2}^{1}, d_{z^2}^{1}, d_{xy}^{2}\) (ESI† Fig. S21 and S22). In this configuration, the energy of the first excitation between the \(d\)-orbitals with the same \(|m|\) value \((d_{x^2-y^2} \rightarrow d_{xy}^{1})\), \(|m| = 2\) is smaller than the first excitation with \(J|m| = 1\) \((d_{xy} \rightarrow d_{z^2}^{1})\). This indicates a relatively large and axial magnetic anisotropy. CASSCF-NEVPT2 calculations of the ZFS parameters confirmed this assumption: \(D = -25.3\) cm\(^{-1}\) and \(E/D = 0.084\) for 1; \(D = -28.3\) cm\(^{-1}\) and \(E/D = 0.107\) for 2 (ESI† Tables S10 and S11). The obtained ZFS parameters were markedly different from those obtained by magnetometry. Therefore, we investigated if the used basis sets can help to diminish the difference between the calculated and experimentally derived ZFS parameters. We included relativistic effects by introducing relativistic analogs of Ahlrichs double- and triple-\(\zeta\) basis sets (ZORA-def2-SVP for hydrogen and carbon atoms). The calculated \(D\) values were slightly lower than those resulting from non-relativistic calculations, but their absolute values are still significantly larger than those derived from magnetometry (ESI† Tables S10 and S11).

We investigated the impact of the pyridine nitrogen atoms on the electronic structure and magnetic anisotropy of compounds 1 and 2 by replacing the 6-methyl-pyridine groups with phenyl rings. Using DFT calculations (B3LYP and def2-SVP in ORCA 5.0) we optimized the positions of these new groups while keeping the positions of other atoms fixed, resulting in the \(1'\) and \(2'\) input structures. This method allowed us to maintain the ligand field strength and symmetry from the regular donor atoms (\(\text{NO}_3^-\)) while eliminating any influence of the pyridine nitrogen atoms. The CASSCF-NEVPT2 calculations for 1 and 2 yielded very similar ligand field term structures as in 1 and 2. However, the energy of the lowest quartet was found to be lower in 1 and 2 compared to 1 and 2 (ESI† Fig. S23–S25). The resulting ZFS parameters are different from those obtained for 1 and 2; the \(|D|\) values were found to be larger (\(-40.3\) cm\(^{-1}\) for 1 and \(-38.1\) cm\(^{-1}\) for 2) while the \(E/D\) values were significantly lower \((E/D = 0.055\) in 1, 0.039 in 2).

Thus, the anisotropy of 1 and 2 is larger and less rhombic than calculated for 1 and 2. The larger \(|D|\) values can be explained by the \(d\)-orbital splitting. Despite having the same splitting pattern and similar orbital energies as 1 and 2, the observed changes in 1 and 2 are most pronounced for the \(d_{xy}\) orbital, which experiences the greatest decrease in energy (ESI† Fig. S25). This aligns with the orientation of this orbital in relation to the position of the pyridyl rings. In 1 and 2, the pyridyl nitrogen atoms point towards the lobes of the \(d_{xy}\) orbital (ESI† Fig. S25). However, in 1 and 2, the orientation of the orbital remains unchanged even without the pyridyl nitrogen atoms. It is worth noting that the decrease of the \(d_{xy}\) energy is larger in 2 than in 1 which correlates with the shorter Co–N distance (and thus larger destabilization of \(d_{xy}\)) in 2 (2.6592(9) Å) than in 1 (2.6901(11) Å). As a result, the lower energy of the \(d_{xy}\) orbital leads to a smaller \(d_{x^2-y^2} \rightarrow d_{xy}^{1}\) excitation, resulting in larger \(|D|\) values. In summary, the CASSCF-NEVPT2 calculations revealed that while the interaction between the Co(II) atom and pyridyl nitrogen atoms does not induce significant changes in the overall ligand field, the interaction between the \(d_{xy}\) orbital and lone pairs of the nitrogen atoms produce smaller \(|D|\) values in complexes with the Co–N interactions.

The magnetization blocking barriers in 1 and 2 were calculated using the SINGLE_ANISO module incorporated in ORCA 5.0. The results strongly indicate that quantum tunneling is the dominant relaxation process since the matrix element of the transversal magnetic moment between the ground states with opposite magnetizations is greater than 0.1 (0.23 for 1, 0.18 for 2, ESI† Fig. S26). Therefore, it is expected that 1 and 2 will behave as field-induced SIMs. Notably, changing the basis from non-relativistic to relativistic (def2-TZVP vs. ZORA-def2-TZVP) did not affect the matrix elements of any of the calculated magnetic moments (ESI† Fig. S26).

Further analysis of the magnetic properties of 1 was performed by HF-ESR. Although measurements were taken on compounds 1 and 2 both in powder form and deposited on graphene, only the powder spectra of 1 showed satisfactory results. HF-ESR measurements on the deposited compounds on graphene did not show a clear signal due to the low
deposited amounts, as evidenced in the ESI‡ Fig. S30 for compound 1. Fig. 3b and c show the HF-ESR powder spectra of 1 at different frequencies and temperatures, respectively. (HF-ESR spectra at other frequencies are shown in the ESI‡ Fig. S28.) From the temperature-dependent spectra, we observed strong thermally-activated transitions ascribed to the $S = 1/2$ doublet, indicated by green stars in the spectra, confirming that the ground state has spin 3/2, and thus $D$ is negative. Nevertheless, transitions between the ground-state $S = 3/2$ and the excited state $S = 1/2$ were not observed in the energy range accessible in our experiments. Therefore, we set a bound for the ZFS such that the mentioned transition does not appear in the simulated spectrum, being equal to $|D| \geq 600$ GHz $= 20$ cm$^{-1}$. Simulations with the parameters $g_x = 2.20$, $g_y = 2.15$, $g_z = 2.40$, $D = -20$ cm$^{-1}$, $E/D = 0.122$, and an exchange term $J = -0.3$ cm$^{-1}$ reproduce most of the spectral features successfully and suggest intermolecular antiferromagnetic coupling, in agreement with BS-DFT calculations ($J^z = 0.247$ cm$^{-1}$, B3LYP-NL method), and similar to the one found by DC magnetometry ($J = -0.19$ cm$^{-1}$). The ZFS parameters $g$-factors are in agreement with the ones calculated for 1 in bulk configuration by CASSCF-NEVPT2, as shown in Section 3.4 and Table 3. Although weak, the exchange coupling has a noticeable effect on the HF-ESR spectra, since it is responsible for the emergence of a second peak in the low magnetic field region (the first two peaks in the simulated spectra of Fig. 3b). The separation between these peaks indicates the strength of the exchange coupling, such that at $J = 0$ there is only one peak in the low magnetic field region. Of the spectral features not captured in the simulation, the ones indicated by black crosses correspond to a signal coming from the mirror in the sample holder, while for the ones indicated by red dots, we do not have a conclusive explanation. From the simulations, we can infer that they do not come from plausible values of the spin Hamiltonian parameters for compound 1.

To probe the slow relaxation of magnetization behavior in 1 and 2, the AC susceptibility was measured at low temperatures (see the ESI‡ Section S7 for a detailed experimental description of AC susceptibility measurements and data analysis). At 2 K, a static magnetic field ($B_{DC}$) scan revealed the absence of an out-of-phase signal $\chi''$ at $B_{DC} = 0$ T for both compounds (ESI‡ Tables S13, S21 and Fig. S31, S35), which is a consequence of fast relaxation of magnetization resulting from the quantum tunneling (QT) effect induced by hyperfine interactions with nuclear spins. However, the applied $B_{DC}$ field suppressed the tunneling, allowing us to map the AC susceptibility and find the optimal $B_{DC}$ field for further temperature-dependent dynamic magnetic investigations. The frequency-dependent in-phase $\chi'$ and out-of-phase $\chi''$ components of the AC susceptibility were satisfactorily fitted to the extended one-set Debye model (ESI‡ eqn. (S1), (S2), Tables S13, S21 and Fig. S31, S35), by which the isothermal $\chi_T$ and adiabatic $\chi_S$ susceptibilities along with the relaxation time $\tau$ (Fig. 4a) and its distribution parameter $\sigma$ were determined at given $B_{DC}$ fields.

The global relaxation rate $\tau^{-1}$ is usually described by Orbach, Raman, direct, and QT relaxation processes as follows:

$$\frac{1}{\tau} = \frac{1}{\tau_{Orbach}} + \frac{1}{\tau_{Raman}} + \frac{1}{\tau_{direct}} + \frac{1}{\tau_{QT}}$$

$$= \frac{1}{\gamma} \exp \left( -\frac{U}{k_B T} \right) + \frac{d}{1 + e^{H^0 T} + e^{H^0 T}} + \frac{b_1}{1 + b_2 H^0 T}.$$  

(5)

At very low temperatures (i.e. at 2 K), the Raman, direct or QT terms of eqn (5) usually participate in the relaxation of magnetization; therefore, the $\tau$ vs. $B_{DC}$ dependencies for both compounds were analyzed with the respective combinations of direct & QT or direct & Raman mechanisms. No combination of these mechanisms was appropriate for the $\tau$ vs. $B_{DC}$ analysis of 1 (ESI‡ Fig. S31d and Table S16), while a combination of direct & Raman processes gave satisfactory results in the low field region 0–0.1 T of 2 (ESI‡ Fig. S35d and Table S24).

The longest relaxation times were observed at $B_{DC} = 0.06$ T for 1 and $B_{DC} = 0.09$ T for 2 (Fig. 4a) and these static fields were used for further temperature-dependent dynamic magnetic studies. Additionally, slightly higher static fields ($B_{DC} = 0.09$ T for 1 and $B_{DC} = 0.125$ T for 2) were used to record the same acquisition of dynamic magnetic measurements upon the change of temperature, enabling a comprehensive analysis of the slow relaxation of magnetization in both investigated SIMs.

---

Fig. 4  (a) $\tau$ vs. $B_{DC}$ dependencies for compounds 1 and 2. (b) and (c) $\ln \tau$ vs. $1/T$ plots for compounds 1 and 2, respectively, obtained from AC susceptibility measurements recorded at two different DC magnetic fields. The blue and red solid lines result from simultaneous fits of two $\ln \tau$ vs. $1/T$ dependencies at two different DC magnetic fields for each compound.
(vide infra). Frequency-dependent in-phase ($\chi'$) and out-of-phase ($\chi''$) components of the magnetic susceptibility measured as a function of the frequency of an alternating magnetic field, $B_{AC}$, for a set of temperatures (1.9–4.9 K for 1 and 1.9–4.1 K for 2; ESI† Fig. S32, S33, S36, S37 and Tables S14, S15, S22, S23) suggest a single relaxation channel. The out-of-phase components $\chi''$ for 1 and 2 show the maximum shift from 69 Hz (at 1.9 K and 0.06 T, $\tau \approx 2.3$ ms) and from 106 Hz (at 1.9 K and 0.09 T, $\tau \approx 1.5$ ms), respectively, towards higher frequencies upon a temperature increase (ESI† Tables S14, S15, S22 and S23). This indicates a typical feature of SMMs – the maxima of $\chi''$ are frequency and temperature dependent, and the relaxation time $\tau$ shortens as the temperature increases. The temperature-dependent AC susceptibility measurements were fitted using an extended one-set Debye model (ESI† eqn (S1) and (S2)), which enabled us to obtain the relaxation time $\tau$ at the corresponding temperatures and static magnetic fields. The analysis of temperature dependencies $\ln \tau$ vs. $1/T$ at a given $B_{DC}$ was carried out with respect to various combinations of relaxation processes involved in the following relaxation equation:

$$
\frac{1}{\tau} = \frac{1}{\tau_{Orbach}} + \frac{1}{\tau_{Raman}} + \frac{1}{\tau_{direct}} + \frac{1}{\tau_{QT}}
$$

(6)

where the corresponding terms represent Orbach, Raman, direct, and QT relaxation mechanisms, respectively. The most successful fits with the reliable values of relaxation parameters involve the combination of Orbach, direct, and QT mechanisms for 1 (ESI† Tables S17 and S18) and Orbach, direct, and Raman mechanisms for 2 (ESI† Tables S25 and S26). A more comprehensive analysis was focused on the simultaneous fitting of $\ln \tau$ vs. $1/T$ functions at two static $B_{DC}$ fields. Thus, two $\ln \tau$ vs. $1/T$ dependencies recorded at 0.06 and 0.08 T for 1 and at 0.09 and 0.125 T for 2 were simultaneously analyzed using combinations of various relaxation mechanisms. The most accurate fits involve the combination of Orbach, direct, and QT processes for each compound (Fig. 4b, c and ESI† Tables S19, S27). The Orbach energy barriers ($U_{Orb}$) and relaxation time at infinite temperature ($\tau_0$) are comparable to the previously reported tetracoordinated Co(II) field-induced SIMs with a similar degree of tetrahedral distortion and magnetic anisotropy (see the ESI† Table S28 for a comparison with similar compounds in other studies). Furthermore, the obtained relaxation parameters suggest that the presence of methyl substituents introduced on the tridentate Schiff base ligand accelerates the slow relaxation of magnetization governed via QT and Orbach relaxation, while the direct relaxation seems to be unaffected by such subtle structural variation. Table 1 summarizes the main results from the AC susceptibility analysis.

### 3.3 Deposition and charge transfer

Depositions on CVD graphene on Si/SiO$_2$ by drop-cast and thermal sublimation were performed to test the stability of both compounds. Optical images of deposited compounds 1 and 2 can be seen in Fig. 5a and Fig. S7, S14 (ESI†). The topography of both samples was investigated by AFM (Fig. 5b, c and Fig. S7, S14, ESI†), revealing that drop-cast depositions led to the formation of crystals a few micrometers high, while thermal sublimation resulted in islands with heights up to 150 nm for 1 (Fig. 5c), and 50 nm for 2 (ESI† Fig. S13). Raman spectroscopy and XPS confirmed that the chemical identity of the molecules was preserved upon the deposition by both drop-cast and thermal sublimation, a detailed comparison of XPS and Raman spectroscopy on the deposited samples with a bulk reference is found in the ESI† Sections S3 and S4. Raman spectra revealed a consistent shift of graphene’s 2D peak (∼2690 cm$^{-1}$) towards lower energy values after the deposition of both compounds (Fig. 5d and ESI† Fig. S8, S15), which, considering that graphene was initially p-doped due to the contact with impurities under ambient conditions, suggests n-doping of graphene arising from electron transfer from the compounds. The n-Doping was further confirmed in transport measurements on samples deposited on graphene field-effect transistors (GFETs). To assess the charge transfer characteristics, 1 and 2 were drop-cast onto GFETs, following the procedure in the ESI† Section S8. The conductance through the devices was monitored as the gate voltage was varied from zero to 100 V, as shown in Fig. 5e and Fig. S39 (ESI†). As fabricated, the charge neutrality point (conductivity minimum) of the devices was approximately 95 V. With 2 deposited, the charge neutrality point shifted by $-23$ V, indicating significant electron transfer to the graphene. Charge transfer was less apparent in devices coated with 1 (ESI† Fig. S39). The charge transfer effect may be much weaker with 1, or a lower coverage of the devices may have muted the effect.

### 3.4 Theoretical calculations of molecular deposition and their magnetic properties

To simulate the molecular adsorption on graphene, we followed the procedure described in Section 2.2. For each molecular complex, we considered four different molecule orientations relative to the graphene substrate, based on the

<table>
<thead>
<tr>
<th>Compound, Model</th>
<th>$U$ (K)</th>
<th>$\tau_0$ (ns)</th>
<th>$\tau_{QT}$ (ms)</th>
<th>$m$</th>
<th>$\alpha$ ($T^m$ K s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, Orbach$^a$ at 0.06 T</td>
<td>40</td>
<td>12</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1, Orbach$^a$ at 0.08 T</td>
<td>40</td>
<td>11</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1, Orbach &amp; direct &amp; QT$^b$</td>
<td>48.2</td>
<td>2.0</td>
<td>2</td>
<td>$4 \times 10^4$</td>
<td>4 (fixed)</td>
</tr>
<tr>
<td>2, Orbach$^a$ at 0.09 T</td>
<td>38</td>
<td>4</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2, Orbach &amp; direct &amp; QT$^d$</td>
<td>36</td>
<td>8</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$ For data in the range 3.3–4.7 K. $^b$ At 0.06 T and 0.08 T. $^c$ For data in the range 3.3–4.1 K. $^d$ At 0.09 T and 0.125 T.
possible enhancement of hydrogen–carbon and carbon–carbon interactions between the molecule and substrate, as shown in Fig. 6a–d and f–i. Then, the molecules in each configuration were placed on top of the substrate, such that the ground state energy of the whole system was calculated, but without performing ionic relaxation. By varying the relative distance between the molecule and substrate, we generated the energy profiles in Fig. 6e and j for each configuration. The presence of energy minima in the profiles confirms that there is an attractive interaction between the molecule and substrate, which allows estimating the equilibrium distance of each system. We performed a third-degree polynomial fit to each curve to estimate the equilibrium distances,$d_{eq}$, and the results are found in Table 2. The distance between molecule and substrate was defined as the distance between the closest H atom to the graphene plane. We found that the equilibrium distances are in the range 2.50–2.72 Å for 1, and 2.24–2.65 Å for 2.

To determine the binding energies and equilibrium geometries of the molecules on graphene, we positioned the molecule in each configuration at the equilibrium distance and performed ionic relaxation of all ions (molecule and substrate) by plane-wave DFT. After obtaining the relaxed structure, we took the resulting molecule and substrate separately and computed a DFT self-consistent cycle for each of them to obtain the total energy of the individual systems. In this procedure, the binding energies were computed as

$$E_{bin} = \frac{E_{mol+subs} - E_{mol} - E_{subs}}{C_0}$$

where $E_{mol+subs}$, $E_{mol}$, and $E_{subs}$ are the total energies of the molecule + substrate, isolated molecule, and isolated substrate, respectively. Table 2 shows the binding energies and changes in the relative distances between the Co center and its nearest neighbors. We found that both compounds have comparable equilibrium distances and binding energies, with Conf. 4
having the highest binding energy (in absolute value) in both complexes. Nevertheless, we cannot conclude at this point that this is the preferred molecular orientation on graphene since the binding energies of the other configurations are comparable in value. The relatively low binding energy ($|E_{\text{bin}}| \leq 1.2$ eV per molecule) of the studied configurations suggests that the binding mechanism is through van der Waals forces and could explain the tendency of the molecules to form clusters on graphene due to the low interaction with the substrate, as observed by optical microscopy and AFM images (Fig. 5a, b and ESI† Fig. S7, S14). With the aim of comparing the deposited molecules with the bulk structure (the initial experimental configuration found by XRD) and the isolated molecule relaxed by plane-wave DFT without substrate, in Table 2 we include the distances from the Co center to the immediate coordination atoms ($d_{\text{Co1-N1}}, d_{\text{Co1-O1}}$), and the pyridyl nitrogen ($d_{\text{Co1-N2}}$). The highest deviation in the relative distances was found between the initial XRD structure and the isolated, DFT-relaxed molecule; the distances from the Co center to the coordination ions N1 and O1 were slightly reduced in both compounds, while the distance to the pyridyl nitrogen N2 increased by 0.169 Å and 0.081 Å for 1 and 2, respectively. These changes are expected since the effects of neighboring molecules in the crystal structure are present in the bulk compound, and subjecting the molecule to external forces that are absent in the isolated configuration. After adsorption, DFT calculations show only small deviations from the isolated configuration, consistent with the weak van der Waals interaction between molecule and substrate.

Table 2 | Equilibrium distances ($d_{\text{eq}}$) of the molecules on graphene in each configuration as determined from the energy profiles of Fig. 6e and j, binding energies ($E_{\text{bin}}$), distances between the Co center and its neighbors ($d_{\text{Co1-X}}$), HOMO–LUMO gap ($\Delta E_{\text{HOMO–LUMO}}$), electron transfer from molecule to substrate ($\Delta q$, in units of number of electrons), and total magnetization of each configuration of molecule on the surface ($\mu$), as calculated by plane-wave DFT

<table>
<thead>
<tr>
<th>System</th>
<th>$d_{\text{eq}}$ (Å)</th>
<th>$E_{\text{bin}}$ (eV)</th>
<th>$d_{\text{Co1-N1}}$ (Å)</th>
<th>$d_{\text{Co1-N2}}$ (Å)</th>
<th>$d_{\text{Co1-O1}}$ (Å)</th>
<th>$\Delta E_{\text{HOMO–LUMO}}$ (eV)</th>
<th>$\Delta q$ (e$^-$/C0)</th>
<th>$\mu$ (\mu_B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 XRD (exp.)</td>
<td>—</td>
<td>—</td>
<td>1.991</td>
<td>2.691</td>
<td>1.953</td>
<td>0.64</td>
<td>—</td>
<td>3.000</td>
</tr>
<tr>
<td>1 Isolated, DFT relax.</td>
<td>—</td>
<td>—</td>
<td>1.954</td>
<td>2.860</td>
<td>1.918</td>
<td>0.85</td>
<td>—</td>
<td>3.000</td>
</tr>
<tr>
<td>1 Conf. 1</td>
<td>2.61</td>
<td>−0.83</td>
<td>1.955</td>
<td>2.856</td>
<td>1.917</td>
<td>0.76</td>
<td>0.065</td>
<td>3.078</td>
</tr>
<tr>
<td>1 Conf. 2</td>
<td>2.59</td>
<td>−0.70</td>
<td>1.957</td>
<td>2.858</td>
<td>1.917</td>
<td>0.73</td>
<td>0.003</td>
<td>3.006</td>
</tr>
<tr>
<td>1 Conf. 3</td>
<td>2.50</td>
<td>−0.73</td>
<td>1.955</td>
<td>2.816</td>
<td>1.917</td>
<td>0.76</td>
<td>0.056</td>
<td>3.075</td>
</tr>
<tr>
<td>1 Conf. 4</td>
<td>2.72</td>
<td>−1.08</td>
<td>1.935</td>
<td>2.811</td>
<td>1.919</td>
<td>0.74</td>
<td>0.016</td>
<td>3.020</td>
</tr>
<tr>
<td>2 XRD (exp.)</td>
<td>—</td>
<td>—</td>
<td>1.992</td>
<td>2.695</td>
<td>1.961</td>
<td>0.65</td>
<td>—</td>
<td>3.000</td>
</tr>
<tr>
<td>2 Isolated, DFT relax.</td>
<td>—</td>
<td>—</td>
<td>1.954</td>
<td>2.776</td>
<td>1.918</td>
<td>0.84</td>
<td>—</td>
<td>3.000</td>
</tr>
<tr>
<td>2 Conf. 1</td>
<td>2.56</td>
<td>−0.90</td>
<td>1.955</td>
<td>2.768</td>
<td>1.921</td>
<td>0.75</td>
<td>0.084</td>
<td>3.099</td>
</tr>
<tr>
<td>2 Conf. 2</td>
<td>2.65</td>
<td>−0.92</td>
<td>1.955</td>
<td>2.782</td>
<td>1.917</td>
<td>0.74</td>
<td>0.014</td>
<td>3.020</td>
</tr>
<tr>
<td>2 Conf. 3</td>
<td>2.54</td>
<td>−0.80</td>
<td>1.954</td>
<td>2.772</td>
<td>1.917</td>
<td>0.76</td>
<td>0.078</td>
<td>3.095</td>
</tr>
<tr>
<td>2 Conf. 4</td>
<td>2.24</td>
<td>−1.15</td>
<td>1.957</td>
<td>2.768</td>
<td>1.921</td>
<td>0.73</td>
<td>0.033</td>
<td>3.045</td>
</tr>
</tbody>
</table>

Fig. 7 | (a) Comparison between the DOS of 1 in the bulk (XRD) structure, the PDOS of graphene in Conf. 1, and the PDOS of compound 1 on graphene in Conf. 1. The dashed vertical line indicates the Fermi energy. (b) and (c) Planar average of the charge density difference of compound 1 in Conf. 1 and 2, respectively. Superimposed on them are isosurface plots of the charge density difference, $\Delta \rho$. The isosurface level is $1.01 \times 10^{-3}$ e$^-$/Å$^3$ yellow and cyan colors represent the accumulation and depletion of electrons, respectively. Dashed lines indicate the location of graphene, Co atom, and coordination N and O atoms.
We now study the changes in the highest occupied and lowest unoccupied molecular orbitals (HOMO and LUMO, respectively) after deposition. In the bulk structure and isolated, DFT-relaxed molecules, the HOMO–LUMO gap ($\Delta E_{\text{HOMO-LUMO}}$) was obtained from the total density of states (DOS), while in the molecule+substrate system, it was obtained from the partial density of states (PDOS), selecting only the molecule's electronic orbitals. Fig. 7a shows a comparison between the DOS of 1 in the bulk structure and the PDOS of graphene and molecule in Conf. 1 after deposition (ESI† Fig. S43 and S44 show the PDOS of all systems). The results of the HOMO–LUMO gap, shown in Table 2, indicate a noticeable change in the quantity in all considered systems. In particular, graphene affects the HOMO–LUMO gap of the deposited molecules, decreasing it by around 0.1 eV, considering that the initial system for plane-wave DFT calculations of molecular adsorption was the isolated, DFT-relaxed molecules, which have a HOMO–LUMO gap of 0.85 eV and 0.84 eV for 1 and 2, respectively. In Fig. 7a, we observe a depopulation of the molecules HOMO after deposition, leading to a population of graphene conduction bands and consequently, to n-doping of graphene. This is consistent in all studied configurations of both molecular complexes, as shown in the ESI† Fig. S43 and S44. Transport measurements (Fig. 5e and Fig. S39, ESI†) and Raman spectroscopy (Fig. 5d and ESI† Fig. S8, S15) confirmed electron transfer from the molecule to graphene, leading to n-doping of graphene.

To obtain a better understanding of the electron transfer behavior between the molecule and substrate, we performed Bader charge analysis as implemented by Henkelman et al.\textsuperscript{110,111} The results, shown in Table 2 for each configuration, indicate a consistent electron transfer from molecule to substrate, in agreement with the results from DOS analysis. Although such electron transfer is below 0.1 e\textsuperscript{-}, it is observed that it has a direct effect in increasing the total magnetization of the system, compared to a value of 3.00 $\mu_B$ for isolated molecules, corresponding to three unpaired electrons of Co(ii). The increase in magnetization is consistent with electron transfer from the molecule’s HOMO to graphene, which has spin-down polarization as observed in Fig. 7a, and consequently, increasing the spin polarization of the molecules charge density (difference between spin up and spin down charge densities).

To analyze further the charge transfer behavior, we computed the charge density difference, defined as

$$\Delta \rho = \rho_{\text{mol+subs}} - \rho_{\text{mol}} - \rho_{\text{subs}},$$

where $\rho_{\text{mol+subs}}$, $\rho_{\text{mol}}$ and $\rho_{\text{subs}}$ are the charge densities of the molecule + substrate, isolated molecule, and isolated substrate, respectively. Fig. 7b and c show the isosurface plots and planar average of the charge density difference ($\Delta \rho$, with $\Delta \rho$ averaged over the $xy$ plane) of compound 1 in Conf. 1 and 2 (plots of all configurations are found in the ESI† Fig. S41 and S42). For both compounds, Conf. 1 and 3 show a clear charge accumulation near graphene, while in Conf. 2 and 4 regions of charge accumulation appear in the molecule. These charge accumulation regions in the molecule are near the locations of the N and N ions, which in Conf. 2 and 4 are closer to graphene than in

<table>
<thead>
<tr>
<th>System</th>
<th>$D$ (cm$^{-1}$)</th>
<th>$E/D$</th>
<th>$g_x$</th>
<th>$g_y$</th>
<th>$g_z$</th>
<th>$g_{\text{iso}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 XRD (exp.)$^a$</td>
<td>-25.3</td>
<td>0.084</td>
<td>2.185</td>
<td>2.126</td>
<td>2.462</td>
<td>2.258</td>
</tr>
<tr>
<td>1 Isoleted$^b$</td>
<td>-18.5</td>
<td>0.009</td>
<td>2.139</td>
<td>2.141</td>
<td>2.368</td>
<td>2.216</td>
</tr>
<tr>
<td>1 Conf. 1$^a$</td>
<td>-18.5</td>
<td>0.011</td>
<td>2.139</td>
<td>2.142</td>
<td>2.368</td>
<td>2.216</td>
</tr>
<tr>
<td>1 Conf. 2$^b$</td>
<td>-18.6</td>
<td>0.014</td>
<td>2.139</td>
<td>2.143</td>
<td>2.370</td>
<td>2.217</td>
</tr>
<tr>
<td>1 Conf. 3$^b$</td>
<td>-18.4</td>
<td>0.010</td>
<td>2.139</td>
<td>2.141</td>
<td>2.367</td>
<td>2.216</td>
</tr>
<tr>
<td>1 Conf. 4$^a$</td>
<td>-18.4</td>
<td>0.016</td>
<td>2.139</td>
<td>2.144</td>
<td>2.368</td>
<td>2.217</td>
</tr>
<tr>
<td>1 HF-ESR</td>
<td>&lt; -20</td>
<td>0.122</td>
<td>2.20</td>
<td>2.15</td>
<td>2.40</td>
<td>2.25</td>
</tr>
<tr>
<td>1 DC magnet.</td>
<td>-15.3</td>
<td>0.012</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2 XRD (exp.)$^b$</td>
<td>-28.3</td>
<td>0.107</td>
<td>2.201</td>
<td>2.119</td>
<td>2.501</td>
<td>2.274</td>
</tr>
<tr>
<td>2 Isoleted$^b$</td>
<td>-18.2</td>
<td>0.040</td>
<td>2.129</td>
<td>2.152</td>
<td>2.364</td>
<td>2.215</td>
</tr>
<tr>
<td>2 Conf. 1$^a$</td>
<td>-18.9</td>
<td>0.030</td>
<td>2.131</td>
<td>2.151</td>
<td>2.373</td>
<td>2.218</td>
</tr>
<tr>
<td>2 Conf. 2$^b$</td>
<td>-18.5</td>
<td>0.033</td>
<td>2.131</td>
<td>2.151</td>
<td>2.368</td>
<td>2.217</td>
</tr>
<tr>
<td>2 Conf. 3$^b$</td>
<td>-18.4</td>
<td>0.038</td>
<td>2.129</td>
<td>2.152</td>
<td>2.367</td>
<td>2.216</td>
</tr>
<tr>
<td>2 Conf. 4$^a$</td>
<td>-19.2</td>
<td>0.034</td>
<td>2.131</td>
<td>2.152</td>
<td>2.378</td>
<td>2.220</td>
</tr>
<tr>
<td>2 DC magnet.</td>
<td>-17.5</td>
<td>0.044</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$ CASSCF-NEVPT2 def2-TZVP method in ORCA 5.0. $^b$ CASSCF-NEVPT2 def2-TZVP method in ORCA 4.2.1.

Conf. 1 and 3, and act as electron sinks due to their high electronegativity. For this reason, Conf. 2 and 4 have a lower charge transfer, as evidenced in Table 2. Transport measurements revealed higher electron transfer from the deposited compound 2 than from compound 1 to graphene, which might indicate that orientations with low electron transfer are preferred in compound 1. Notably, higher or lower charge transfer is not correlated with higher or lower binding energy between a molecule and substrate.

We focus now on the ZFS terms and $g$-factors of the deposited structures, as calculated by CASSCF-NEVPT2 in ORCA 4.2.1. The results are summarized in Table 2. In all systems, we obtained a negative $D$, in agreement with DC magnetometry and HF-ESR measurements. Additionally, the calculations suggest an anisotropy of the $g$-factors before and after adsorption. Overall, a discrepancy between the calculated parameters for the bulk structures and the deposited configurations is found, which is more evident in the ZFS terms $D$ and $E$. This result is a direct consequence of the geometrical changes in the molecule in the gas phase after DFT relaxation. Furthermore, the parameters of the isolated and adsorbed molecules are practically the same in both compounds due to the negligible geometrical change after deposition.

4 Conclusions and outlook

We have presented a theoretical and experimental study on the structure, stability, magnetic properties, and deposition properties on graphene of compounds 1 and 2. DFT calculations and analysis of the topology of the electron density by QT-AIM confirmed that the Co center and the pyridyne nitrogens N2 interact through attractive non-covalent interactions, thus exhibiting a semi-coordination character. We claim that such interaction is the source of the stability of the complexes under ambient conditions and after deposition on graphene, as confirmed by XPS and Raman spectroscopy. DC magnetometry showed that the compounds...
present an axial magnetic anisotropy, with an axial ZFS term of $D = -15.3 \text{ cm}^{-1}$ and $-17.5 \text{ cm}^{-1}$ for 1 and 2, respectively, while HF-ESR set the bound $|D| > 20 \text{ cm}^{-1}$ on compound 1. Both experimental methods confirm a weak intermolecular antiferromagnetic exchange interaction, in agreement with BS-DFT predictions. Dynamic magnetic investigations confirmed that the compounds are field-induced SIMs with maximum relaxations times of 2.3 ms (at 0.06 $T$, 1.9 K) and 1.5 ms (at 0.09 $T$, 1.9 K) for 1 and 2, respectively. Theoretical modeling of the compounds on graphene by DFT shows an attractive interaction between them with a relatively small binding energy, with the highest one (in absolute value) corresponding to $-1.15 \text{ eV per molecule}$ for compound 2 in Conf. 4. DOS and charge transfer analysis revealed an electron transfer from the molecule’s HOMO to graphene, confirmed by transport measurements on GFETs and Raman spectroscopy, which increases the molecules’ magnetic moment due to an increase in their spin density. This suggests the possibility of tuning the molecule’s magnetic moment by electrostatic gating of the graphene substrate, which could be done by depositing them directly onto graphene quantum dot bolometers, taking advantage of their high sensitivity that enables an in situ spectroscopic investigation.
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