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Solid-to-solid polymorphic transitions are a common phenomenon in organic crystals. The different
interactions that play a role in these transitions are however far from understood. In this computational
study, we aim to quantify the interactions that play a role in these transitions using the o — B phase
transition of pL-methionine as a model system. pL-Methionine has a layered structure and its phase
transition occurs via shifting of the bilayers parallel to the b and c lattice vectors and the rotation of the side
chains, which mostly affects the layers along the c lattice vector. We obtained two “order parameters” to
describe the changes along b and c, respectively and that can be used to quantify the phase transition in
terms of its thermodynamic parameters. The potential energy landscape is an interplay between van der
Waals energy and configurational energy, where a. is stabilized by configurational energy and destabilized
by van der Waals energy as compared to B. The entropic contribution to the free energy difference
between o and B is found to be in good agreement with experiments and completely dominated by
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1 Introduction

Materials are often produced in their crystalline form for
many different industries including the production of
pharmaceuticals, dyes, pigments, food, and explosives."™
Many molecular materials show polymorphism, which is the
ability of a substance to exist in more than one crystalline
structure. This is typically undesired since polymorphic forms
of the same compound can differ in physical,
thermodynamic, spectroscopic, kinetic, surface, mechanical,
and chemical properties.” Moreover, for the stability of the
production process, compounds with only one easily
accessible polymorphic form are favored.

Different polymorphic forms can appear through
recrystallization and through a solid-to-solid transition
between two forms. The latter can be triggered by changes in
physical conditions and is the topic of the current paper.
Here, we study the racemic amino acid methionine.
pL-Methionine (pi-MET) has two polymorphic forms of which
the crystal structures are resolved: o and B,° which have an
enantiotropic relation. In an enantiotropic system, the free
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energy curves of the two polymorphic forms cross at a
temperature below the melting temperature and transitions
between the two polymorphs occur reversibly.” The structural
difference between the two forms involves both a packing
difference as well as a difference in the torsional angle of the
aliphatic tail as indicated in Fig. 1. In general, the phase
transitions are classified as first order if the first derivatives
of the free energy (volume, enthalpy, and entropy) are
discontinuous and second-order if the discontinuity starts
from second derivatives.® Within this classification, the
second-order phase transitions occur at infinite length scales.
Because of this Mnyukh strongly refused the existence of
second-order phase transitions. He stated that all solid-state
phase transitions are first-order and proceed via a
nucleation-and-growth mechanism in a molecule-by-molecule
fashion.” However, Mnyukh's theory fails to explain more
complex phenomena in molecular crystals such as a
cooperative mechanism that creates a first nucleus, and the
transition occurs in a more ‘zip’-like fashion.*®

The cooperative transitions characterize salient materials
or the so-called “jumping crystals”. In such systems,
molecular motions are induced by stimuli such as a
temperature gradient, magnetic field, and mechanical
force."*™® Jumping crystals convert the external perturbations
to mechanical force, accompanied by instantaneous changes
in the unit cell parameters."* These crystals have potential
applications in fabricating actuators, sensors, motors,
biomimetic materials, and memory devices."*"° Although the
mechanism behind the thermosalient and mechanosalient
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Fig. 1 The phase transition between o and B polymorphs. The shifts are displayed in (a, b) and (a, ¢) projections, and the torsional rotations are
most visible in the (a, ¢) projection. L-MET is indicated in blue (absolute configuration S) and p-MET is in pink.

phenomenon is not fully understood, its application is
gradually increasing.

The study of solid-state phase transition in racemates of
aliphatic amino acids is interesting in this context. These
amphiphilic molecules all show very similar crystal
packings,>>® where the polar heads form strong two-
dimensional (2D) bilayers, which weakly interact with each
other through van der Waals interactions between the
aliphatic chains. They exhibit enantiotropic phase transitions
by relative shifts of the bilayers, sometimes accompanied by
conformational changes in the side chains. In a previous
experimental study, we showed that phase transitions in
racemic aliphatic amino acid crystals that involve only shifts
likely proceed through a cooperative mechanism. Instead, the
transitions that involve a large conformational change have a
more-traditional nucleation-and-growth mechanism.*” pr-2-
Amino-4-(methylthio)butanoic acid (pL-methionine, pL-MET)
is of an intermediate type: the transition involves shifts in
two directions and the conformational change is at the last
torsion, which is only a minor conformational change. On
the mechanism of the phase transition in pi-MET, a study
by Shi et al.®® shows that different pathways are possible
depending on the density of the defect sites. The samples
with no or low density of defects follow a one-step
cooperative pathway. In this case, the bilayers displace within
the van der Waals interconnections while the hydrogen
bonds stay intact. The other mechanism occurs in crystals
with a high density of defect sites. Initially, a large fraction of
the crystal transforms via the first cooperative mechanism.
The remaining part continues via a nucleation-and-growth

This journal is © The Royal Society of Chemistry 2023

mechanism through breakage and reformation of the
hydrogen bonds at defect sites. The focus of the present
paper is on the first mechanism or the phase transition in a
crystal without defects.

Computational studies complement empirical
understanding of the properties of polymorphs and the
polymorphic phase transitions in planar crystals. In the
literature, there are interesting examples of both types such
as designing a virtual tensile test to predict the mechanical
properties of 4-bromophenyl 4-bromobenzoate polymorphs*’
and studying the impact of heat-induced polymorphic
transformation on the sensitivity, energy, and safety
characteristics of FOX-7 as an energetic material.*® In this
research, we aim to understand the mechanism of the phase
transition in pi-MET using computer simulations. So far, the
phase transitions studied in amino acids proceed via either
conformational or packing transformations,*** whereas,
both types are involved in the pi-MET phase transition.
Computer simulations can reveal unique details about the
phase transition mechanisms. However, it is often impossible
to directly simulate the phase transition using molecular
dynamics (MD) simulations, due to the gap between
experimental and simulation timescales. Many enhanced
sampling methods have been developed to resolve the
sampling and time scale problems. In this study, we benefit
from the following methods. Steered molecular dynamics
(SMD),**** path-metadynamics (path-MTD),>*® and umbrella
sampling.®”?® All these methods facilitate the dynamics of
the system and bias it to visit new states. Furthermore, the
path-MTD and umbrella sampling methods enable us to

our
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calculate the free energy of the system with respect to its
reaction coordinates and therefore to obtain the free energy
landscape.

2 Collective variables that describe
the structures of a and B-bL-
methionine

The first attempt to describe polymorphism in pL-MET was
performed by Mathieson in 1952.° In subsequent studies, the
o-pL-MET, B-pL-MET polymorphs, and their phase transition
were studied at various temperatures. According to some
literature references, also a y-pL-MET polymorph exists.***
However, observations made by Smets et al. did not suggest
this.** In particular, they obtained the y form with the C2
symmetry and compared it with the low-temperature § form
with the C2/c symmetry, which did not indicate any
difference in the conformational and molecular arrangement.
The present paper will focus on the § to o phase transition.
This transition is found to occur upon heating. The onset
temperature for this process is at 324 to 325 K and the
transition is complete at 373 K. However, the o to B
transition is not fully reversible, as only 75% of the sample
transforms to B during cooling (from 293 K to 138 K).

Table 1 gives the crystallographic unit cell information of
both forms. On the right-hand side, o is shown in the P2,/a
setting and B in the I2/a setting to allow for easy comparison
between the two forms. The most prominent change is seen
in the monoclinic angle, which increases by 4.1% for the a
— B transition.

Simulation methods that enhance the dynamics by
applying a bias potential require that the phase transition is
described by so-called collective variables (CVs). These CVs
indicate the similarity of a given structure, defined by its (x,
¥, z)-coordinates and the size and shape of the simulation
box, to the two reference structures, in this case, the o and
polymorphic forms. Ideally, the CVs reflect the reaction
coordinates for the phase transition.

Fig. 1 shows two different projections for both forms. The
molecules in the center are colored to indicate their chirality
pattern. The packing transformations occur through shifts in
the plane of the bilayers. These shifts occur parallel to the b
and c¢ lattice vectors, between the bilayers with the
hydrophobic interactions. The molecules inside a bilayer are

Table 1 The lattice parameters of o-pb.-MET and B-pb.-MET in two
different settings for each polymorphic form**

Polymorph o-Form B-Form a-Form B-Form
Temperature (K) 340 320 340 320
Space group P2,/c C2/c P2,/a I2/a
a(A) 16.811 31.774 9.886 9.8939
b (A) 4.7281 4.6969 4.7281 4.6969
c(A) 9.886 9.8939 16.811 33.0764
B (°) 101.951 91.224 101.951 106.177
ZlZ' 4/1 8/1 4/1 8/1
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arranged with alternating patterns of p and » enantiomers.
During the oo — B transition, the chirality pattern between the
bilayers changes in both the (a, b) and the (a, ¢) planes. As is
indicated by the color coding in Fig. 1, molecules with
different handiness face each other in the (a, b) plane for the
o form. This changes to b facing p and v facing v for the B
form. The reverse occurs in the (a, ¢) plane ((p-p and 1-r)
changes to (p-1)). The conformational transformations occur
via the rotation of the C-C-S-C torsions. This dihedral
change is most visible in the (g, ¢) projection.

Our simulation cells have two replications in a direction,
which gives two bilayers. Including more bilayers will always
lead to more CVs and is further, not straightforward since
shifts in one bilayer will affect its neighboring two-bilayer
positioning. With the current setup, this is only one bilayer
(and its periodic image). As well, the restriction in the
multiplicity of the transition paths is mainly influenced by
the number of bilayers and the continuous shifting of
bilayers through alternative o and B states. We have already
reduced the number of these alternative pathways by
including two bilayers in the simulation cell and simulating
the phase transition between the polymorphic states reached
via the minimum shifting along “b” and “c” vectors. In total,
we have six CVs describing this system. Two, dj and d3,
account for the shifts in the two bilayers along b, similarly,
two, d; and dZ, describe the shifts along c, and finally, two, &,
and g, that give the fraction of molecules in either the a or
dihedral configuration. Since a full six-dimensional space is
too large to explore, we have further combined these six CVs
into two CVs: one for the (a, b) projection, d;, which
describes the shift of the bilayers along b, and one for the (q,
¢) projection, s that includes both shifts along ¢ and a
dihedral angle change. For both CVs, the equilibrium value
for a is near 0 and near 1 for . We refer to the ESIt section
S1 for a detailed explanation of the construction of the initial
six CVs and the further reduction into d; and s.

3 Computational methods
3.1 Force field

The crystallographic information file (CIF) of pL-methionine
is obtained for a-pL-MET, in the P2,/c setting. The B state is
always obtained from the simulated phase transition. Thus
the lattice parameters of both polymorphs are directly
comparable. For the experimental structures, the same
comparison is made using P2,/a and I2/a settings in Table 1.
The simulation box contains 2 x 8 x 4 replicas of the o-pr-
MET unit cell. Periodic boundary conditions are applied in
all directions. The MD simulations are performed with the
LAMMPS*® package and the collective variable calculations
and the additional bias is performed by the PLUMED?**¢*°
interfaced with LAMMPS. The simulation results are
visualized by the VMD program.”>’ The Antechamber
package is used to generate the Amberff15ipq force field
parameters and charges for pi-MET.**®' The long-range
interactions are calculated using Ewald summation with a

This journal is © The Royal Society of Chemistry 2023
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relative accuracy of 107°.°> The Lennard-Jones interactions
are calculated with a cutoff value of 10 A. The time
integration is performed using the Nose-Hoover method in
the isothermal-isobaric (NPT) ensemble.®® Thermostat and
barostat parameters are set to 40 and 400 fs, respectively. The
o and P structures are thermalized in two steps. First, we
carry out a 50 ps simulation with an increasing temperature
from 100 K to a target temperature of 250 K or 300 K to
release any initial potential energy of the system starting
from the experimental structure. Then in a second step, the
system is further equilibrated at the target temperature for
100 ps. The simulation cell is allowed to fully relax and no
symmetry constraints are imposed on the system.

Fig. 2 plots the vibrational density of states at 250 K for
the o and B forms in the thick blue and orange lines,
respectively. These are obtained from the mass-weighted
velocity-autocorrelation functions. The thin lines of the same
colors give the Raman spectra of both forms and are
reproduced from ref. 64. The agreement between the
calculated vibrational density of states and the experimental
spectrum in terms of peak position indicates the accuracy of
the force field. The calculations do not include activities of
the vibrational states to obtain a proper Raman spectrum
and the vibrational density of states both including Raman
and infrared active modes. Overall, there is a good agreement
between the calculated spectra and the experimental spectra
which gives confidence in the force field that is used.
Especially, since this force field is not optimized to reproduce
spectra. There are three areas with a marked difference
between the calculated spectra and the Raman spectra. At
low frequencies, the calculated spectra have several features
between 200 and 400 cm ™' whereas these are at much lower
intensities in the Raman. Infrared spectra, shown in dotted
lines, do however show intensities at these frequencies.
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Fig. 2 Mass-weighted vibrational density of states for the o and
form calculated at 250 K. This is compared to Raman spectra of thin
lines and infrared spectra for the low frequencies in dotted lines. The
experimental spectra are reproduced from https://doi.org/10.1002/
bbpc.19860900520.
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Please notice that although the infrared spectra have been
recorded in absorption, we have plotted them here as a
positive feature for easy comparison. Other differences
appear around 1600-1800* and above 3200 cm™. These
features are all attributed to vibrations in either the amino-
or the acid group. Especially the features above 3200 cm™
can be attributed to an incomplete description of the
hydrogen bond. Indeed, the Amberff15ipq force field is
known to have problems with the zwitterionic character.
However, we do not think this is a problem, since the
hydrogen-bonded layer remains unaffected during the
transition and is rather far away “from the action”. Indeed,
some of the experimentally observed differences between the
o and P spectra are reproduced by calculations: (i) the
weakening of the feature around 280 cm™ and the increase
of a feature around 200 cm™, which are both assigned to
torsion involving S and a neighboring C atom, (ii) the shift
from 710 to 720 cm™ of the S-C stretch mode, and (iii) the
changes in the large bands around 1000-1100 cm " due to
different CH, groups, which change environments upon
dihedral changes.

3.2 Steered molecular dynamics

Once the system is properly equilibrated, an external force is
applied to the system via d, and s to enforce the phase
transition. In SMD, a moving restraint is added to each CV
(dp and s) that forces the system to gradually change its value
from in the o state (often 0) to its value in the B state (often
1).>* Here, we mainly used these SMD simulations to
confirm that the CVs correctly describe the phase transition
and to determine their interdependence. Both the force
constant x of the bias and the transition time were varied.
The interdependence is tested by changing the order by
which the CVs are forced to change. In several instances, a
second CV is observed to change upon steering another CV
and vice versa. In this way, d, was found to change rather
independently from d, and the CVs describing the torsional
changes, whereas the latter two are clearly inter dependable,
we come back to the dependence of the CVs at a later point.
This can be explained since changes in d, can be mostly
observed in the (a, b) projection, whereas the d. and the
torsional changes are most visible in (g, c). Because of this
interdependence, shifts d.; and d., and torsional fractions ¢,
and tg are combined into one path CV.

3.3 2D umbrella sampling simulations

A 2D free energy surface of the transition is obtained by
umbrella sampling.*”*® The idea behind umbrella sampling
is to run a series of MD simulations in which a known
harmonic bias is added, which forces the system to sample
around a particular point along the transition path. Different
points are chosen, referred to as different windows and
finally, the histograms of the individual runs are combined
to compute the free energy curve of the transition using the
weighted histogram analysis method. Here both dj, and s are

CrystEngComm, 2023, 25, 3618-3627 | 3621
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varied independently, yielding a 2D free energy surface.
Harmonic potentials with x = 1000 kcal mol™* for d;, and 6000
kcal mol™ for s are used. We observed that the simulation
cell gets easily disrupted when it is quickly forced to go to
the required value of d, and s. At the beginning of each
window, the system is first equilibrated at this location with
restraints on the inner torsions and on z, the deviation from
the path CV. After an initial equilibration of 100 ps, these
constraints are released and only the window constraints on
d, and s remain and the sampling starts. The inner torsions
and z typically remain close to the restrained value and the
crystal structure appears to remain intact during the
transition. If these restraints are not enforced during the
window equilibration part, the strong initial bias force from
the harmonic restraints distorts the structure and the final
free energy profile shows strong hysteresis with much higher
barriers. The simulations start with the equilibrated o
structure as described above. The windows are sampled
starting from dj; = 0 and s = —0.05 and incrementing s by 0.1
until s = 1.05 is reached. Next, s is further sampled in a
reverse direction (s = 1.0 to s = 0.0 with increment —0.1). This
procedure is repeated for dj, = 0.1 until d, = 1.0 is reached.

3.4 Generation of the path collective variable

The final umbrella sampling runs are performed on a
converged path CV, PCV, which contains d;, d-, t,, and ¢;.
The progress along the path is measured by s. The values of
d;, d2, ty, and tg at s = 0 are 0.0, 0.0, 0.5, and 0.1 respectively.
At s = 1, they are 0.5, 0.5, 0.1, and 0.5, respectively. The path
is initially estimated as a linear change in all four CVs with s.
This is however allowed to change as the simulations
progress. For this, we run the umbrella sampling routine as
described above twice: once where the PCV is allowed to
change and the second time with a fixed path. In the first
iteration, the final estimate of the path in the previous
simulation is used as input for the subsequent simulation.
The sampled points in this iteration are only used to
converge the PCV and not for estimating the free energy. Only
the sampled points in the second iteration are used for the
weighted histogram method to obtain a 2D free energy
surface and other 2D surfaces.

3.5 Weighted histogram analysis method

The free energy is calculated using the weighted histogram
analysis method (WHAM).”> In our setting, we use 2D-
WHAM, which employs self-consistent equations

Nw

Z nl’(éh 62)

=1 (1)
(nj,e[ﬂ_wj(f1vfz)]/k57'>

p(fb 52) = Ny
2

j=

SN

and

Fi= kT ple, &) expl-0i(60.0) /keT]. (2)

=1
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to obtain the unbiased probability ({p(&i, &3))) per bin, and
the free energy constants (F;), which correct the free energy
difference between successive windows. The n{p(¢i, &) is
the number of times each bin is sampled and n; is the
number of times each window is sampled. The w/(¢;, &) is
the bias energy that the sampled conformation feels in its
own bin and window. The {p(&, &)) obtained after self-
consistency is converted to free energy using

E = ~ksTlog((p(&1, &))). (3)

By having F; we can now calculate the time series of any
properties (7y ;) of the system via

Nyin Npoint s,i .
T; jexp[(Ubiasi(J) = Fi) /ksT]0X,
-1 j=
<T(X{, Xé)) = NwinJNpoimsJ (4)
> % exp[(Ubiasi(j) ~ Fr) /ksT]0Xi
b |

The 0X;; is 1 for the points corresponding to the bins X, X3
and 0 otherwise.®®

4 Results and discussion
4.1 Energy and free energy contributions to the transition

Fig. 3 shows the free energy surface and several energy
surfaces as a function of collective variables s and d; at 250
K. The free energy is directly obtained from the 2D-WHAM
method, whereas the total potential energy and the potential
energy contributions are obtained by applying eqn (4). The
energies shown in Fig. 3 are per unit cell. The white areas
appearing on the edges are not sampled because of their
high free energy and are skipped since they are out of the
transition path. The free energy surface clearly shows two
minima: one at (s, d,) = (0.2, 0) and one around (s, d;) = (1,
1). The first corresponds to the a phase and the latter to the
B phase. The minimum of the o phase is not at s = 0, which
would correspond to a fully ordered system with all
molecules in the dominant a torsional angle, but rather at a
slightly elevated s. Visual inspection of the structure at this
point shows that a small fraction of the C-C-S-C torsions is
in the B conformation and s = 0.2 hence corresponding to a
disordered structure. The minimum of the § phase is at s =1,
which corresponds to a fully ordered structure. Indeed
experimental X-ray studies show that the a form has a slight
disorder of 5% at 340 K whereas B does not.®”®® In Fig. 5 for
the structures at s = 0.2, a disorder of 4% on average is found
in one bilayer whereas the other bilayer has 50% of both
orientations. For both layers, a dynamic disorder is found
where individual molecules change conformations in time. In
one layer the experimental disorder is very well reproduced,
whereas in the other it is not. This might be due to the
limited system size of two bilayers where transitions in one
bilayer might constrain transitions in the other bilayer. Both
minima are very similar in terms of free energy. At this
temperature, the B form should be more stable, but a

This journal is © The Royal Society of Chemistry 2023
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Fig. 3 Free energy (FE) surface and potential energy surfaces as a function of the CVs s and d, at T = 250 K. Several contributions to the total
potential energy (Epg) are shown: van der Waals energy (Evqw), dihedral energy (Egi), and Coulomb energy (Ecou). Energies are in kcal mol™,
divided by the number of unit cells in the simulation cell (Z = 4). The minimum energy routes are specified on the FE surface. The white areas
appearing on the edges are not sampled because of their high free energy and they disappear at higher temperatures in Fig. 4b and c.

difference in free energy cannot be observed within the
energy resolution of the method.

The free energy surface further shows that the system
cannot move completely independently in both directions:
shifts in the layers along b result in the destabilization of the
system unless also changes occur in the perpendicular
direction. The opposite is also true. In general two transition
paths can be envisioned, as we have indicated in Fig. 3FE to
guide the eye, each with a barrier of roughly 4 kcal mol™,
which avoids the higher barrier region around (0.7, 0.5). For
each path, the part along d;, is more even with lower barriers
compared to the changes along s. The graphs show the
system can change d, and s independently for a limited
range, following either of two pathways. This is to avoid the
high free energy regions around (0, 1) and (1, 0). The
completely independent movement would have resulted in

S S

0.0 0.2 0.4 0|6 08 1.0 OO 0.2 0.4 0.6 08 1.0 0.0 0.2 0.4 0.6 0.8 1.0

intermediate states at these locations. Variable s has a highly
reduced dimensionality since it depends on both the torsions
and shifts along ¢. The main concern about the reduction of
CVs is an erroneous estimate of free energy if the applied
CVs do not correctly describe the order parameters for the
phase transition. If this is the case, it will appear as a
hysteresis effect as a function of the CV. For this reason, we
have sampled the 2D free energy surface both by increasing
and decreasing s. Inspection of d;, d-, ¢,, and ¢ as a function
of s shows a rather smooth transition for all CVs, that is
equal in both directions and at all values of d;. We are hence
confident that the description of our system by only the
variables dj, and s is justified.

Our transition without defects corresponds with the first
mechanism in ref. 28. They experimentally found a barrier of
366.7 k] mol™ for unmilled samples. This can be converted

A

2

AE(kcaI/moI)

S

Fig. 4 Free energy surfaces as a function of the collective variables s and d, at a) T = 250 K, b) T = 300 K, and c) T = 350 K. A similar setup as in

Fig. 3 is used.

This journal is © The Royal Society of Chemistry 2023
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Fig. 5 Configurational entropy versus s at 250 K. The two dotted lines
indicate the s values corresponding to the o and 3 forms.

to an Ep/R = 44100 K. We find a barrier of E,/R = 1500 K per
unit cell at 350 K. This would mean that crystal parts of 30
unit cells can transform cooperatively. This is roughly half of
our simulation cell size.

To gain more insight into the relatively large free energy
barrier as compared to the transition free energy difference,
the potential energy is calculated as a function of the
collective variables s and d, as well as different components
of the potential energy. All contributions are shifted such
that the lowest energy is 0 and the color gradients cover the
same range in all panels for easy comparison. The potential
energy graphs are not as smooth as the free energy, which is
mainly due to the Coulomb interaction. The graphs show
that the o polymorph is stabilized via the dihedral
interactions, and to a lesser extent via the Coulomb
interactions. The $ form however is stabilized by the van der
Waals interactions. The role of the Coulomb interaction is
rather small. The 3 dihedral configuration is less stable than
the a configuration, but this is compensated by less steric
hindrance. The van der Waals surface also shows that the
dihedral configuration determines to an important extent
which shifting orientation along b is stable. Since s contains
both shifts along ¢ and the dihedral configuration it is less
straightforward to conclude whether this is also the case for
shifts along c. Table 2 gives the absolute non-bonded and
dihedral energies. It shows that the Coulomb energy is

Table 2 The absolute non-bonded interactions for the o (s, dp, = 0.2, 0)
and B (s, dp = 1, 1). The energies are divided by the number of the unit
cells in the simulation cell (Z = 4)

Energies (kcal mol ™)

Polymorph Evaw Edin Ecoul
a -34.0 -36.7 -65
B -36.6 -35.4 -64.5
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dominant in an absolute sense to stabilize the two forms,
although it does not contribute strongly to the energy
difference as indicated in Fig. 3. The van der Waals energy
has a contribution to the energy difference that is twice as
large as the dihedral contribution.

4.2 Temperature dependence

Fig. 4 shows similar 2D free energy surfaces for three
different temperatures: 250, 300, and 350 K. The surface for
250 K is the same as the one plotted in Fig. 3. Let us consider
the free energy at 300 K, which is close to the experimental
transition temperature of 315 K.*” Again no distinction can
be made between the two forms in terms of free energy.
Smets et al>’ determined the experimental enthalpy and
entropy difference between the two forms at the transition
temperature. This corresponds to AHys = 0.26 + 0.02 kcal
mol™ and AS.s = 0.79 + 0.08 cal mol™* K. This leads to
Gibbs free energy differences of 0.062, 0.023, and —-0.016 kcal
mol ! at 250, 300, and 350 K, respectively, if we assume that
the enthalpy and entropy differences do not change with
temperature. The Helmholtz free energy differences are
-0.019, —0.058, and -0.098 kcal mol™, respectively. Fig. 4
plots the Helmholtz free energy and we can indeed see that
the method does not allow us to resolve these differences.
The driving force for the transition is hence rather small
compared to the barrier for the transition. Indeed
experimentally a hysteresis of 18 K was observed, which is
rather large.

Although the relative stability between the two forms does
not significantly change with temperature, other changes can
be observed. The o stable minimum shifts towards higher
values of s with temperature. As mentioned earlier, this
corresponds to structures with a higher fraction of disorder.
The following section discusses the role of configurational
entropy in more detail. Another difference that can be
observed is that the stable area in CV space becomes larger
with temperature. Although the free energy barrier height
does not really change, its width becomes more narrow. At
300 and 350 K, the large barrier around (0.7, 0.5) has
disappeared or is reduced. This allows for more transition
channels at a higher temperature.

4.3 Entropy

In enantiotropic systems, like the current br-methionine
system, entropy plays a critical role, since it is typically the
TAS contribution to the free energy that is responsible for
the change in the relative stability between the enantiotropic
forms. Comparing the free energy and potential energy
panels in Fig. 3 indicates the importance of this
contribution. It appears to be rather small as the two panels
are similar in scale along the transition path. This seems to
contradict the previous statement that entropy is critically
important in driving the transition of an enantiotropic
system. However, as mentioned above, the driving force for
the transition for this particular system is very small

This journal is © The Royal Society of Chemistry 2023
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resulting in a large hysteresis of the transition. Typically, a
large driving force makes the barrier strongly temperature
dependent, such that the barrier toward the stable form will
vanish at some point. This is both upon heating and upon
cooling. The small driving force for the current system
results in a very constant barrier with temperature, and a
strong overheating or undercooling is required to lower the
barrier.

We will consider the entropic contribution in more detail.
The total entropy of a system consists of a configurational
component (Seons) and a vibrational component (Si,). The
configurational entropy arises due to the different
configurations in a disordered system. As mentioned earlier,
the o form is slightly disordered whereas the § form is a fully
ordered form and the latter has hence no S¢onr contribution.
This contribution can be expressed as

Sconf = _kB lnP (5)

where p is the probability to be in the majority configuration
(either o or B states) and hence ranges from 0.5 for a fully
disordered system to 1 for a fully ordered system. This
probability can be directly linked to ¢, or ¢ through

p = max(ty, tg)- (6)

To obtain S.onr as a function of s, the p is calculated for all
visited configurations, and the corresponding Scons is
averaged for the windows as a function of s. The results are
plotted in Fig. 5 where the dotted lines indicate the s
values corresponding to both forms. Fig. 5 shows that
the -TASc.ons contribution to the free energy at 250 K is
-0.10 keal mol™, in favor of the o polymorphic form due to
its higher disorder. The transition goes via a disordered
structure, which is favorable in terms of configurational
entropy and leads to a lowering of the free energy barrier
by 0.12 kcal mol™ for the a form at 250 K. This lowering
of the barrier becomes more important at higher
temperatures, as seen in Fig. 4. The configurational entropy
component is most likely also responsible for the shift in s
value of the o stable configuration with the temperature,
visible in Fig. 4.

The vibrational component to the entropy can be
calculated from the mass-weighted vibrational density of
states as presented in Fig. 2 following the method of
Galimberti and Sauer.®” To obtain the entropy difference
between the two forms, we integrate the spectrum over the
full range. This leads to an entropic contribution of —7(Syip(at)
- Sup(B)) = -1.1 x 107" keal mol™ at 250 K, which is
negligible. Excluding the bands above 1650 cm™ which have
a large contribution due to the hydrogen-bonded layer, only
makes the effect smaller. We can hence conclude that the
entropic contribution is mainly due to the configurational
entropy of —0.10 kcal mol™" at 250 K. This is remarkably close
to the experimentally obtained entropic contribution of -0.20
keal mol ™.

This journal is © The Royal Society of Chemistry 2023
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5 Discussion and conclusion

The presented molecular dynamics simulation revealed in
detail the different contributions responsible for the a — f
phase transition in bpi-MET. The enhanced sampling
methods, allowed us to obtain a free energy profile that is
directly linked to the atomic movement during the phase
transition. The temperature-dependent stability is an
interplay between steric hindrance, dihedral stabilization,
and entropic effects. The transition itself is not only triggered
by different thermodynamic stability between the two forms
that create a driving force for the transition but is also
kinetically triggered by a narrowing of the free energy barrier
with temperature because of the configurational disorder
during the transition. The critical barrier height is however
not lowered, because the rate-limiting step is most likely the
shift of the layers along the b and c¢ crystallographic axes.
Initial inspection of the structure and the transition
indicated that the movement along b and along c¢ is mainly
independent. This is however only to a limited extent; the FE
indicates that small shifts in either direction-of roughly half
the required distance for the full transition-can be done by
inducing movement in the perpendicular direction. Full
shifts, however, require changes in the perpendicular
direction as well, due to steric hindrance. With these
different contributions in mind, we can try to understand the
differences and similarities between other phase transitions
in similar materials. Obvious examples are racemic aliphatic
amino acids, like pi-norleucine (pi-NLE)** and pr-heptanoic
acid.”®

The o — B transition in pi-norleucine (pi-NLE) involves
two  shifts in  perpendicular  directions, without
configurational changes. Norleucine is very similar to
methionine, where the S is replaced by a CH, group and
the packing of pi-norleucine is very similar to the packing
of pr-methionine. The configuration of pi-NLE is similar to
that in the [ form of biL-MET. Molecular dynamics
simulations of B pi-NLE have shown that shifts along b
occur spontaneously.®>”" This corresponds to shifts along b
in p.-MET. Together with the shifts along b, small shifts in
the perpendicular direction are also observed. The
calculations of the energy barriers for transition suggested
that fluctuation plays a role in lowering the barrier. This
was however without a full free energy analysis as is done
in the present paper. The MD results for pi.-NLE however
suggest an additional intermediate free energy well around
(0.8, 0.2) which is not present in bpL-MET. Overall, the
energies involved in the transition for piL-NLE are much
smaller than for bprL-MET, this is likely because the
transition does not include a conformational change (AEgin
= 0) and because of missing sulfur interaction. For pr-MET,
this intermediate well is not present at (0.8, 0.2). Looking
at Fig. 3, it appears that the dihedral change during the
pL-MET transition destabilizes an intermediate around (0.8,
0.2) and favors the transition to «, purely based on the
dihedral energy.

CrystEngComm, 2023, 25, 3618-3627 | 3625


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ce00227f

Open Access Article. Published on 15 May 2023. Downloaded on 8/4/2025 1:32:15 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

pL-Heptanoic acid has an additional CH, group and has
five different polymorphic forms.”® In terms of structures,
intermediate structures that are not stable for pi.-MET are
now obtained as well. Comparing the different pr-HEP and
pL-MET structures, form I of pi-HEP appears to be a highly
disordered o form, form II a slightly disordered B form, form
III appears similar to 8, and form IV has o packing in both
planes but B conformation. Form V is very disordered and
hence not so easily comparable to bi-MET. We have
schematically placed these forms in the CV space that we
have set up for pL.-MET as can be seen in Fig. S2.f The four
DL-HEP forms remain in the low free energy regions for
pL-MET. Although no simulation data is available for this
system, we can speculate that the overall less steric hindrance
because of the replacement of S for CH,-CH, results in
weaker van der Waals interactions. On the other hand, the
additional chain length allows for more configurational
entropy.
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