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The history of genome editing: advances from the
interface of chemistry & biology

Daisuke Matsumotoab and Wataru Nomura *abc

Genome editing had a long history before the appearance of CRISPR. Although a decade has passed

since the initial use of CRISPR with mammalian cells, the first attempts at gene editing occurred in

the 1980’s. Subsequently, many researchers tried to develop methods to edit specific genes. Here, we

review the history of genome editing and improvements in genome editing tools. In the last two

decades, genome editing tools have been applied in basic sciences, the bio-industry, and therapeutics.

We provide examples in which genome editing tools have been applied to various tasks. Recently, new

CRISPR-Cas techniques, such as base and prime editing and anti-CRISPR proteins, have attracted

considerable interest. Accordingly, these topics are also reviewed.

1. Introduction

All living organisms possess genetic information, which pro-
vides instructions for their development, function, and repro-
duction. This genetic information, subdivided into functional
units called genes, is composed of deoxyribonucleic acid (DNA),
a polymeric molecule composed of four types of nucleotides.
Genes are sequences of nucleotides that encode ribonucleic
acids (RNA) and proteins. However, external stimuli such as UV
irradiation and oxidative stress, as well as internal stimuli, such
as replication errors, can alter nucleotide sequences. These
changes, called mutations, disrupt the functions of cells and
induce diseases such as cancer. This means that it may be
possible to treat these diseases by restoring mutations to their
original DNA sequences. In addition, this ability to rewrite
genetic information at will is very useful in understanding
the functions of genes in all living organisms.

Genome editing is one of the most important inventions in
biomedical sciences in the last two or three decades. CRISPR-
Cas9 and the Cas family of proteins have been its primary
drivers. Not only site-directed mutagenesis in eukaryotic cells,
but also the DNA-binding properties of Cas9 or nuclease-null
Cas9 (dCas9) have been applied to epigenetic modifications,
gene regulation, fluorescent imaging of genome dynamics, etc.
There are many other technologies related to gene mutagenesis
or gene regulation, such as triple helix-forming oligonucleotides

(TFOs), antisense-oligonucleotides, recombinases (Cre1,2 or
phiC313), and mega-nucleases such as I-SceI.4 Current concepts
of genome editing/engineering technologies are mainly based on
zinc-finger enzymes,5–8 which recognize specific DNA sequences,
gene-9–12 or protein-modification enzymes,13 or effector domains
for transcription regulation.14,15

A historic view of current genome editing from the discovery
of zinc-finger domains and their applications is the starting
point for our discussion (Fig. 1). To regulate protein functions,
chemical compounds or photochemicals often provide efficient
output. Chemistry-driven methods of genome editing, such as
precise regulation of the catalytic activity of enzymes or efficient
delivery of component proteins or plasmid DNA into cells, have
expanded the scope and application of this technology.

This review emphasizes current chemistry-driven methods
for genome editing or engineering and epigenetic regulation.
In addition, future directions of the development and applications
of genome editing will be discussed.

2. A view of genome editing
technologies from history

As mentioned above, rewriting DNA sequences allows us to
understand how those genes work, paving the way for gene
therapy. Restriction enzymes derived from bacteria were the first
enzymes used to manipulate DNA. Most restriction enzymes
recognize short palindromic DNA sequences to cleave a target
DNA. In mammalian cells, it is difficult to modify DNA because
restriction enzymes recognize short sequences, cleaving many
sites. For example, a restriction enzyme that recognizes a 6-base-
pair DNA sequence can cleave approximately 7.5 � 106 sites in
3� 109 base pairs of human genomic DNA. On the other hand, a

a Graduate School of Biomedical and Health Sciences, Hiroshima University,

1-2-3 Kasumi Minami-ku, Hiroshima, 734-8553, Japan.

E-mail: wnomura@hiroshima-u.ac.jp
b School of Pharmaceutical Sciences, Hiroshima University, 1-2-3 Kasumi Minami-

ku, Hiroshima, 734-8553, Japan
c Research Institute for Nanodevices, Hiroshima University, 1-4-2 Kagamiyama,

Higashi-Hiroshima 739-8527, Japan

Received 7th February 2023,
Accepted 23rd May 2023

DOI: 10.1039/d3cc00559c

rsc.li/chemcomm

ChemComm

HIGHLIGHT

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

4 
M

ay
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

0/
25

/2
02

5 
7:

27
:2

2 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0001-8348-7544
http://crossmark.crossref.org/dialog/?doi=10.1039/d3cc00559c&domain=pdf&date_stamp=2023-05-30
https://rsc.li/chemcomm
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cc00559c
https://pubs.rsc.org/en/journals/journal/CC
https://pubs.rsc.org/en/journals/journal/CC?issueid=CC059050


This journal is © The Royal Society of Chemistry 2023 Chem. Commun., 2023, 59, 7676–7684 |  7677

meganuclease that recognizes 18 non-palindromic base pairs,
such as Sce-I, derived from mitochondria in Saccharomyces
cerevisiae, can computationally cleave only one site in human
genomic DNA. However, the recognition sequence of Sce-I is
fixed. This makes it difficult to edit arbitrary DNA sequences
using such natural enzymes and highlights the importance of
developing DNA-cleaving techniques for long, non-palindromic
sequences. In this section, the development of technology
for creating DNA double-strand breaks is discussed. The main
milestones of DNA double-strand break technology, currently
called genome editing, are zinc finger nucleases (ZFNs), transcrip-
tion activator-like effector nuclease (TALEN), and CRISPR-Cas9.
However, efforts to develop reagents including protein or nucleic
acid-based enzymes and small organic compounds for DNA
double-strand breaks have continued.

Zinc-finger proteins (ZFs) were one of the pioneering
platforms for genome engineering/editing (Fig. 1A). The first
zinc-finger protein, TFIIIA, was discovered by Klug et al. in
Xenopus laevis.16,17 In the early 1990’s, accelerated development
of X-ray crystallographic techniques helped to reveal protein
structures.18–21 Complex structures of DNA-binding proteins
and their target DNAs were the main targets of these projects.22

These structures provided detailed insights into the DNA recogni-
tion mode of zinc-finger proteins. At about that same time, phage
display was developed to engineer potent monoclonal
antibodies.23–25 Using methods of molecular evolution, customiza-
tion of zinc-finger domains for target sequence recognition became
possible.26–30 Customized zinc-finger domains were utilized for
various applications, such as artificial transcription regulators or
DNA-modification enzymes. In particular, ZFN, fusions with FokI
catalytic domains, can be used to introduce indels into mammalian
cell genomes. Their use constituted a major early milestone in the
development of genome editing technologies.5,7,31

Zinc-finger domains recognize triplet nucleotides or codons.
Minimum binding affinity required for DNA recognition results

from a pair of ZF domains, whereas artificially designed single
ZF domains with cationic polypeptide chains or tail structures
based on the GATA-1 zinc finger can bind to target sequences.32

The rule of three base pairs per ZF module has made the
construction of programmable ZF domains difficult because
ZF–DNA-base interactions are not truly modular, but there is
another important interaction with the complimentary strand
having Asp in the �2 position in the alpha helix of ZF modules.

TALE domains were regarded as a promising option for
genome editing tools (Fig. 1B).33,34 DNA recognition by TALE
domains is simple because single RVD domains recognize
single base pairs. This more accessible technology expanded
genome editing research.

After the report of CRISPR-Cas9,35,36 the genome editing
community underwent a large expansion (Fig. 1C). Designable
and programmable sgRNAs for any target sequences in the
genome reduced time and cost for gene knockout or knock-
down, and sequence conversion. CRISPR-Cas9 and other Cas
family proteins have been developed for efficient genome
editing or gene modification. They require only template
sgRNAs to target sequences; thus, the time from experimental
design until results was greatly shortened. As multiple sgRNA
templates can be encoded in a single plasmid, multiplex
genome editing in a single cell is easily performed.37,38

DNA double-stranded break technology can be traced back to
the pre-ZFN period. DNA cleaving reagents were important tools for
functional analysis of antibiotics or anticancer reagents39–41 and
they led to the development of artificial restriction enzymes.42,43

Analysis of DNA binding and cleaving reagents were important
topics in the 1980’s in bioorganic and bioinorganic chemistry. Once
structural and DNA-selective properties of zinc-finger domains were
known, sequence selectivity to reduce cytotoxicity became manage-
able. Zinc-finger domains are very small and are expected to be
non-immunogenic when used in cells, because of the abundance of
zinc finger family proteins in eukaryotes. In addition, zinc finger

Fig. 1 Overview of current genome editing tools, ZFN (A), TALEN (B), CRISPR-Cas9 system (C), and a comparison table of these tools (D).
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domains can autonomously penetrate mammalian cells.44

Although the Cas9/sgRNA complex can be delivered in ribonu-
cleoprotein form by electroporation of cells or embryos, direct
delivery of ZF proteins will offer large advantages, even in this
CRISPR era.

3. Programmable genome editing or
gene regulation by chemical
compounds

Genome editing tools can be used to edit desired DNA sequences
in genomic DNA. However, these tools are still not perfect and
sometimes cut unintended DNA sequences that are similar to the
target DNA sequence. Such unintended cleavages induce muta-
tions at unexpected sites and are known as off-target effects.
In many cases, off-target effects are caused by high levels of active
nucleases in the nucleus. This section describes the state-of-the-
art in chemical control of genome editing and gene regulation.
Although this technology is protein-based, activity can be specifi-
cally controlled by binding of naturally occurring or designed
small molecules. Control of enzymatic activity related to genome
editing is important so as to avoid off-target effects. Double-strand
breaks in DNA effected with nucleases engage a repair pathway
called non-homologous end joining (NHEJ), which leads to indel
mutagenesis at target sites. Enzymatic activity can be regulated

chemically at some stages, such as enzyme translocation to the
nucleus, protein folding, or more generally, protein production
stages.45–48 For protein function regulation, the time lag between
chemical stimulation and activation of protein function should be
small. Therefore, regulation of translation and protein folding
should be favored over regulation of protein expression. Regula-
tion of translocation was reported by Barbas et al. using activation
of a hormone receptor called estrogen receptor T2 (ERT2), leading
to the translocation of fusion proteins into the nucleus (Fig. 2A).49

This system was also applied to Cas9.50,51 ERT2 is kept outside the
nucleus by heat shock protein 90 (HSP90. After the addition of
4-hydroxytamoxifen (4-OHT), HSP90 binding disappears and
the ERT2 fusion nuclease rapidly relocates into the nucleus.
Inhibition of nuclease activity by altering folding could include
insertion of external sequences, such as intein, which are excised
by the addition of 4-OHT52 or division of protein sequences into
split fragments, that can be fused using chemically inducible
dimerization.53–56 Chemical limitation of protein activity can
avoid the constitutive activity of nucleases, lowering the prob-
ability of off-target cleavage. Another approach is stabilization of
nucleases using fused degradation domains.57–60 In this case, the
degradation domain is stabilized by the addition of chemicals,
such as Shield, for DD domains (Clontech), which utilize fast
degradation of mutated FKBP protein. Limiting the duration of
stabilized nucleases can control the catalytic activity of enzymes,
reducing off-target effects (Fig. 2A).

Fig. 2 Inducible genome editing technologies, chemically inducible systems (A) and photochemically inducible systems (B).
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4. Programmable genome editing or
gene regulation by photochemistry

This section describes the application of artificial regulation of
protein function by photochemistry to genome editing and gene
regulation. While the previous section discussed chemical control,
photochemical control has the advantage that the scope of action
can be limited to the cell or used partially in vivo. Association of
photo-responsive proteins as a switch to turn on/off activity of
nucleases with UV irradiation or visible light, can control the
association and dissociation of protein domains, respectively
(Fig. 2B). As these reactions are reversible, they can be utilized
for optical control of gene expression by ZF-, TALE-, and dCas9-
based artificial transcription factors.61–63 For a genomic anchor, a
customizable DNA-binding domain (DBD) fused to a light-
sensitive cryptochrome 2 (CRY2) protein from Arabidopsis thaliana
(DBD-CRY2) is utilized. The interacting partner of CRY2, CIB1, is
fused to a desired effector domain (CIB1-effector). In the absence
of light, DBD-CRY2 binds the promoter region of the target gene,
while the CIB1-effector remains free in the nuclear compartment.
Illumination with UV light triggers a conformational change of
CRY2, which subsequently recruits a CIB1-effector.61,62,64,65 Other
light inducible domains such as pMag-nMag63,66 and trCIB1-
CRY2PHR64 have also been reported. Light activation of protein
function avoids cytotoxicity, and areas for activation in tissues or
cells can be precisely regulated.

Another photo-responsive genome editing method is the use
of caged-amino acids incorporated into the nuclease domain.
In the case of ZFN, modification of the hydroxyl group of tyrosine
in the catalytic core of the nuclease domain with an ortho-
nitrobenzyl group was reported.67 Incorporation of a caged amino
acid was also demonstrated for Cas9.68 The protecting group
inhibits catalysis by the enzyme, but photolysis of the protecting
group with UV irradiation activates the nuclease, resulting in DNA
double-strand breaks at the target sequences. A light-activated
system can also be constructed by incorporating photocleavable
oligonucleotides that complement the target regions of the sgRNA
in the absence of Cas9 modifications69–71 (Fig. 2B).

5. Efficient protein delivery by
chemically-modified or designed
vehicles for genome editing

Delivery of expression plasmids or nuclease proteins into nuclei
is a key step for efficient genome editing and reduction of off-
target effects. The probability of off-target effects can be
reduced by controlling the degradation rates and amounts of
functional nucleases in cells. As mentioned above, direct
protein-delivery is one of the most promising approaches to
optimize the amount of plasmid or protein in cells (Fig. 3). For
ZF-based enzymes, autonomous cell penetration is observed
because of the cationic charges of amino acid side chains of ZF
(Fig. 3A).44 Cationic charges of protein surfaces are important
for cell penetration and stabilization, as demonstrated by the
construction of super-charged EGFP.72 Cre recombinase or

TALEN, on the other hand, can fuse with negatively super-
charged EGFP to reduce its net charge and to form a complex
with cationic lipids for delivery. In the case of Cas9, complex
sgRNAs have enough negative charges to form complexes with
cationic polymers.73 There are several reports of Cas9 protein as
a platform for delivery. The first approach used to deliver Cas9
protein directly into cells was electroporation (Fig. 3B).74

Recombinant Cas9 is complexed with in vitro transcribed
sgRNA. Direct delivery of Cas9–sgRNA ribonucleoprotein
(RNP) edits target genes with nearly the same efficiency as
plasmid delivery and with fewer off-target effects. Gold nano-
particles would also be a viable delivery option (Fig. 3C).75,76

Gold nanoparticles appear to be a safe drug delivery method
in vivo because they are biocompatible and non-toxic. However,
the release of proteins from particles after delivery into cells
could be a major hurdle to optimizing the technology. Rotello
et al. demonstrated that optimized surface modification is the
key for protein delivery, utilizing the Cas9–sgRNA complex.75 A
negatively charged tag called E-tag was attached to Cas9,
enabling it to bind with Arginine modified gold nanoparticles
via electrostatic interaction. Efficient delivery of Cas9 into
culture cells has been achieved by delivery design. In addition,
there are some reports of Cas9 protein delivery using nano-
technologies, such as cell squeezing with microfluidics,77,78

acoustoporation,79 and nano-needles80,81 (Fig. 3D). A common
feature of these methods is instantaneous physical disruption
of the cell membrane. Such direct delivery, which is not
mediated by endocytosis, can efficiently deliver biomolecules
into the cytoplasm because there is no need for them to
escape from endosomes. Although these methods still need
improvements, such as better delivery efficiency and reduced
cytotoxicity, these problems will be solved in the near future
because of the rapid development of nanomaterials in
recent years.

Fig. 3 Description of direct delivery of genome editing tools into cells by
charge-mediated delivery (A), electroporation (B), nanoparticles (C), and
nanomaterials (D).
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6. Epigenome editing by modification
of DNA or proteins using ‘‘EpiEffectors’’

Epigenetic modification of DNA or proteins is important to
control gene functions. Variable modifications of histone core
proteins can synergistically affect the outcome of gene regula-
tion. Histone modification proteins such as acetyltransferases,
deacetylases, methyltransferases, and demethylases are used by
fusing them with dCas9 protein. An acetyltransferase, p300,
fused with dCas9 can induce site-specific acetylation of H3K27
at the hypersensitive site 2 (HS2) enhancer region in the IL1RN,
MYOD, and OCT4 promoters, resulting in drastic enhancement of
gene expression in human cells.82 Moreover, LSD1 histone
methyltransferase fused with a TALE domain83 or dCas984

represses target gene expression, and it has been shown that
dCas9-LSD1 works more efficiently than dCas9-fused Krüppel-
associated box (KRAB), which is a common transcription repres-
sor. On the other hand, repressive histone modifications are not
sufficient for gene repression because such repression is not
correlated with the deposition of either H3K27me3 or
H3K27me3.85 Further analysis and development are required for
precise control of targeted gene expression. It has been estimated
that about 70% of CpG sequences are methylated in mammalian
cells. DNA methylation promotes histone deacetylation, and
heterochromatin formation represses gene expression.86,87 As
DNA methylation patterns are maintained after cell division,
DNA methylation is important to maintain gene expression
patterns in cells, and artificial changes of methylation patterns
could induce heritable changes of expression patterns. Recently,
the pathway of cytosine demethylation has been determined, and
the functions of TET family proteins, which catalyze demethyla-
tion reactions, have been addressed.88,89 The Jaenisch group
showed that dCas9-Tet1 (for DNA demethylation) and dCas9-
Dnmt3a (for DNA methylation) control the methylation level of
a specific promoter and the expression level of the target gene
(Fig. 4).90 Another way to apply DNA methylase to target

methylation is to use split DNA methylase. Two split fragments
of methylase are fused with a ZF domain and methylase frag-
ments are reassembled after target sequence binding by ZF
domains,9,10 resulting in tight control of DNA methylation. This
approach can control the CpG methylation pattern with single-
nucleotide resolution, which is more precise than direct fusion of
full-length methylase with DNA-binding domains, such as ZF,
TALE, and dCas9 (Fig. 4).

7. Next-generation genome editing
tools, the base editor and the prime
editor

This section describes breakthroughs in genome editing tech-
nology that explore the possibility of alternative sequences for
target genes other than DNA double-strand breaks. Most
human genetic variants associated with disease result from
single point mutations.91,92 The safety of clinical applications
could be improved if it were possible to edit point mutations
without DNA cleavage. The Liu group first reported a base
editor that mediates the direct conversion of cytidine to uridine
(Fig. 5A).93 Nishida et al. also reported a different cytidine
deaminase called PmCDA1 from sea lamprey fused with nickase
Cas9 (nCas9) called ‘‘Target-AID’’ (Fig. 5A).94 They showed that
the combination of DNA nicking activity and deamination by
Target-AID was efficient in yeast and the use of uracil DNA
glycosylase inhibitor improved the efficiency. Liu et al. added
an adenine base editor that can convert A-T base pairs into G-C
base pairs to their repertoire (Fig. 5B).95,96 TadA* was obtained
by molecular evolution of an adenosine deaminase called TadA
in E. coli, which is usually fused with nCas9 along with wild type
TadA. Now, base editors can mediate all four possible transition
mutations. Several groups improved these base editors and their
applications for medical uses, as in base substitution in human
cells97–101 and bio-industrial uses, such as base substitution in

Fig. 4 Examples of epi-effectors.
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bacteria102–114 and plants.115–123 Activity controlling methods
described above, such as chemical or photo-activation and
exogenous small molecules, increase the editing specificity and
advance the use of base editors in various fields. Base editors
cannot currently introduce transversion point mutations. The
Liu group reported a new method to edit genes, called prime
editor, by combining Cas9 nickase with reverse transcriptase
and using prime editing guide RNA (pegRNA), which links
single-guide RNA (sgRNA) with a primer template for reverse
transcription at the 3’ end of sgRNA (Fig. 5C).124 With this
method, the RNA primer template region of pegRNA hybridizes
with a nicked non-targeted DNA and the target DNA serves as a
primer for the reverse transcriptase, inserting a mutation by
reverse transcription of the pegRNA template site, which con-
tains a targeted mutation for editing. After the introduction of a
mutation in one strand of the target DNA, a corresponding
mutation is inserted in the other strand by the DNA repair
pathway. Liu et al. showed that the prime editor can introduce
transversion point mutations in mammalian cells. This unique
property of prime editing makes it a promising tool for genome
modification in various species.125–127 As the prime editor com-
plements single point mutations of the base editor, next-
generation gene editors could be powerful tools in clinical
applications to treat genetic diseases caused by single point
mutations.

8. Use of anti-CRISPR for regulation of
Cas activity

Recently, the existence of anti-CRISPR molecules was
discovered.128,129 This section focuses on the functions of anti-
CRISPR proteins, mainly inhibition of CRISPR-Cas activity and
its use to improve the accuracy of genome editing. For inhibition
of SpCas9, the anti-CRISPR from Listeria monocytogenes pro-
phages is very effective.130 The crystal structure of AcrIIA4–
SpCas9–sgRNA shows that AcrIIA4 binds to the SpCas9–sgRNA
complex through the protospacer adjacent motif (PAM) inter-
action site and the RuvC domain.131–134 AcrIIA4 strongly binds to
SpCas9 as an sgRNA complex (KD B 0.6 nM), whereas interaction

with apo-SpCas9 is very weak (KD B 4.8 mM).134 The utility of
AcrIIA4 inhibitory activity against SpCas9 has been shown in the
field of synthetic biology (Fig. 6). The Lei group has demon-
strated that combinations of anti-CRISPR, including AcrII4 and
transcription mediators, such as dCas9-VPR and dCas9-KRAB,
can control gene expression precisely in yeast and mammalian
cells.135 In addition, Davidson et al. found that transcription of
anti-CRISPR proteins is regulated by an anti-CRISPR-associated
gene (aca) that encodes an anti-CRISPR operon-binding
protein.136 By using an anti-CRISPR control system that utilizes
spontaneous transcription in conjunction with a gene expression
regulator, it is possible to develop more complex logic gates.
Another way to use anti-CRISPR is to control Cas9 cleavage
activity for precise editing. The Niopek group reported that
fusion proteins of SpCas9 with AcrIIA4 variants D14A/G38A,
ins5, and N39A reduce the off-target mutation rate while main-
taining target gene editing efficiency.137 The equilibrium
between the bound and unbound states of the AcrIIA4 variant
to Cas9 regulates Cas9 activity autonomously. Anti-CRISPR-
based regulation of Cas9 activity is applicable not only to this
equilibrium-based method, but also to chemical expression
control (Fig. 6A), tissue-specific expression by miRNAs138

(Fig. 6B), and optogenetic control139 (Fig. 6C and D). Moreover,
we recently reported that cell cycle-dependent expression of
AcrIIA4 fused with human Cdt1 can make genome editing with
SpCas9 more precise (Fig. 6E).140 This Cdt1-based anti-CRISPR
expression regulation is also applicable to AcrIIA5, and when
combined with Cas9-Geminin, it shows a synergetic effect on
precise genome editing.141 Studies utilizing anti-CRISPR for
precision genome editing by combining it with light- or chemi-
cally inducible methods or nucleic acid-mediated control sys-
tems such as aptamer and miRNA will enhance the possibility of

Fig. 5 Description of the base editors, C-G to T-A conversion (A) and A-T
to G-C conversion (B), and the prime editor (C).

Fig. 6 Applications of anti-CRIPR proteins, chemical expression control
(A), tissue specific expression (B), light inducible system (C), ligand indu-
cible system (D), and cell cycle dependent inducible system (E).
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anti-CRISPR applications with CRISPR-Cas systems. New anti-
CRISPRs against many types of Cas protein have been reported
continuously since the appearance of the first anti-CRISPR.142–145

For example, Type II anti-CRISPRs, such as the AcrII-A
subtype146–151 and the AcrII-C subtype152–154 inhibit Cas9, and
Type V anti-CRISPRs, such as the AcrV-A subtype, inhibit
Cas12a.144,155,156 The use of anti-CRISPRs and Cas protein will
continue to spread not only for the purposes of DNA cleavage, but
also RNA cleavage, in concert with base editors, prime editor, and
Epi-effectors.

9. Conclusions

The CRISPR-Cas9 system has made genome editing more active
and competitive. Not only CRISPR-Cas9, but also other Cas
orthologs are being applied to gene editing of eukaryotic cells.
Moreover, the development of various CRISPR-Cas-based tools,
such as gene regulator, epi-effector, base editor, and prime
editor, will continue to develop variations of CRISPR-Cas
platforms for applications in other research fields. To solve
the remaining problems or to enhance the functions of genome
editing tools, such as improving target editing efficiency, redu-
cing off-target effects, and improving the efficiency of tissue-
specific delivery methods, one of the most important ways
could be collaborations between physicians and chemists.
Now that we have technologies to edit genomes of many
organisms, including humans, we need to carefully consider
how to use this technology properly, from ethical and political
viewpoints. Moreover, it is important that scientists continue to
improve genome editing technology in keeping with govern-
mental and ethical restrictions.
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