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Peptomer substrates for quantitative
pattern-recognition sensing of proteases†

Mariah J. Austin, a Hattie C. Schunk, ab Natalie Ling a and
Adrianne M. Rosales *a

The utility of active proteases as biomarkers is often limited by

overlapping substrate specificity. Here, this feature is leveraged to

develop a quantitative pattern-recognition sensing system driven

by the degradation patterns of peptide–peptoid hybrid substrates

to classify proteases and estimate their concentration by multi-

variate data analysis.

Pattern-recognition sensing, an approach that relies on the
cross-reactivity of multiple probes to sense diverse analytes,
has gained popularity for sensing biomarkers over the past two
decades as researchers shifted from designing for specificity to
engineering differential capacity.1 Sensing targets have included
small species like volatile organic compounds,2 metal ions,3–6

and individual amino acids7–9 all the way up to proteins10,11 and
cells themselves,12–15 as well as combinations of multiple
components.16,17 Enzymes are often regarded as analytes that
fit into the ‘‘lock-and-key’’ category of specific sensing. Many
proteases, however, do not exhibit such defined specificity and
have significant overlap in their specificity profiles.18 Thus,
pattern-recognition sensing is well suited to advance the toolbox
of proteomic detection, especially by utilizing their natural
behavior (i.e., protein/peptide degradation).

Of the few examples, existing protease sensors developed
with this approach have employed functionalized polymers19

and single-stranded DNA.20 In both investigations, sensing was
achieved by fluorescent response to binding interactions
between the proteases and probes, as is the case for the
signaling component in many examples. While this route has
proven to be robust and adaptable for sensing many different
proteins, leveraging the unique capability of proteases through

degradation affords opportunity to maximize chemometric
capability (i.e., a large dynamic range of signal that scales with
protease concentration) and readily integrate with biomaterials
that already rely on degradative components. In addition, the
goal of accurately identifying biomarkers has been achieved, even
in mixtures,21,22 but doing so quantitatively is less common.23

Furthermore, modifying a pattern-recognition sensing approach
to be sensitive to degradation enables all of the diverse tools
already established to detect proteolysis (e.g., fluorescence/biolu-
minescence energy transfer, colorimetric detection, spectroscopic
techniques)24,25 to be incorporated into similar arrays.

We have previously demonstrated the utility of peptomers
(peptide–peptoid hybrids) for differentiating between matrix
metalloproteinases;26 however, classification was only achieved
at a single concentration condition. Here, our objectives were to
(1) expand the breadth of proteases from different sources and
families, (2) accurately classify protease identity over a range of
concentrations, and (3) predict concentrations of proteases
based on their degradative behavior. We employed four probes
to do so, a peptide, and three peptomers with a single peptoid
substitution each (Fig. 1a and Fig. S1, ESI†).

Peptoids are peptidomimetics with sidechains attached to
the amide backbone nitrogen, rather than the a-carbon, a
modification which influences proteolytic recognition. To elicit
markedly different cleavage rates for array-based sensing, we
employed peptomers with peptoid sidechains analogous to the
amino acids they were replacing in three positions within a
proteolytically degradable peptide sequence (PANLVA, referred
to as the Peptide). The target analytes were six proteases (Fig. 1b
and Table S1, ESI†), all of which were able to cleave the Peptide,
but representing unique catalytic mechanisms and distinct
families. Each protease was screened under the same condi-
tions using a Tris-HCl-based buffer at pH 7.8. Each of the
proteases are active in this buffer (despite not being optimized
for each individual protease), thereby producing measurable
signal for multivariate data analysis. The four peptomers were
individually exposed to proteases at eight different concentra-
tions, serially diluted from 80 mg mL�1 to 0.125 mg mL�1 and
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conducted in triplicate, and their rates of cleavage were tracked
fluorescently (Fig. 2a and Fig. S2–S6, ESI†). The substrates
included a fluorophore–quencher pair which afforded fluores-
cence tracking of proteolysis as the fluorophore was liberated
from the quencher upon the hydrolysis of a peptide bond. Each
cleavage trace was then fit to an exponential plateau function to
determine an exponential constant representing the rate of
proteolysis. The log10 values of those rates were compiled
(Fig. 2b and Table S2, ESI†) and subjected to multivariate data
analysis.

The dataset was first evaluated with principal component
analysis (PCA). PCA is an unsupervised technique, meaning
class labels are not considered, that uses eigenvalue decom-
position to project data in low-dimensional space by quantify-
ing the covariance between samples. PCA was effective, as over
99% of the dataset’s variance was captured in three PCs. When
projected into two dimensions, the samples were mapped in a
logical manner, highly representative of the parameters for
each feature (Fig. 3a). Specifically, PC1 projected samples in
order of concentration and PC2 captured the different protease
identities. All proteases were mapped in ascending order of

concentration along the PC1 axis, and those with higher activity
(i.e., thermolysin and papain, graphically represented as darker
regions on the heatmap in Fig. 2b) span further to the right on
that axis. However, as concentration increases, the datapoints
frequently slant downward, moving on the PC2 axis. This
disrupts the separation of different proteases along PC2 and
hinders the formation of well-separated clusters. Indeed, even
when projected in three dimensions (Fig. 3b) the proteases
have overlapping regions. The loadings, which depict the con-
tribution of each feature (in this case the Peptide and pepto-
mers) to separation, confirm that they are eliciting differential
behavior between the proteases, but again the high activity
enzymes are spanning wide ranges, preventing tight clustering
and good separation of the proteases. Therefore, we next turned
to linear discriminant analysis (LDA) in attempt to induce
better separation among the proteases.

LDA is similar to PCA in that it serves as a dimensionality
reduction technique but is instead a supervised learning
approach. While PCA seeks to capture the maximum variance
in the minimum number of components, LDA works to mini-
mize variance within a class (i.e., cluster samples of the same
identity together) and maximize separation between different
classes. LDA generates scores that are weighted combinations
of the input features (i.e., cleavage rates by the different

Fig. 1 (a) Peptide sequence (PAALVA) and peptoid residues employed.
Peptomers are named by the position (active site residues A–F, from N to
C-terminus) of substitution and the amino acid they are replacing.
(b) Array-based sensing approach employed with six proteases screened
at eight concentrations. Substrates included a fluorophore–quencher pair
on each terminus, enabling quantitative cleavage tracking by disruption of
fluorescence resonance energy transfer (FRET) as proteolysis occurred.

Fig. 2 (a) Representative fluorescent cleavage tracking of the four probes exposed to eight concentrations of collagenase. Experiments were conducted
in triplicate; error bars represent the standard deviation of each measurement. Degradation data for the other proteases are Fig. S2–S6 (ESI†). (b) Array of
degradation rates (scaled by log10)determined for each protease-substrate combination. Features are listed in order of descending concentration for
each protease.

Fig. 3 (a) Two-dimensional PCA plot depicting concentration variance
captured in PC1 (represented by opacity of the data points) and protease
identity mapped along PC2. (b) Three-dimensional biplot showing con-
tribution of each probe to separation.
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substrates) which can be visualized in lower dimensional space.
Given that the samples analyzed here are not replicates, but
rather distinct concentrations, we hypothesized that LDA would
be more effective in separating the samples by protease.
Indeed, when all eight datapoints for each sample were sub-
jected to LDA, they were effectively clustered by protease
identity (input as the class label), with only papain and
chymotrypsin sharing a similar area (Fig. 4a). However, like
PCA, the high activity proteases did not cluster as effectively as
those that maintained a smaller range of rates over the various
concentrations.

To test the classification ability of the LDA model, stratified
holdout cross-validation was conducted. For each iteration, 5/8
samples from each protease were used for training and 3/8
samples were withheld for testing. Importantly, the three test-
ing samples are chosen at random and differ for each of the
proteases. Furthermore, the samples selected can change each
time the cross-validation sequence is run; therefore, a repre-
sentative example is presented here. An LDA model was con-
structed using 30 (five per protease) training samples and the
coefficients computed were then applied to the testing dataset
and used to predict the identity of the sample proteases. Here,
one thermolysin sample was incorrectly classified as collage-
nase, giving a classification accuracy of 94% (Fig. 4b). The
sample misclassified was the lowest concentration of thermo-
lysin. Collagenase and thermolysin behave similarly in that
they show high activity for the Peptide, A NPro, and F NAla

substrates, but decreased degradation rate of C NAsn. It makes
sense that this low concentration thermolysin datapoint was
misclassified as it more closely resembles the cleavage signa-
ture for many of the collagenase samples, versus the higher
activity thermolysin.

The dataset remained partitioned as multiple regression was
employed to predict the concentration of the test samples.
Multiple regression assigns weights to the value of all four
features for each sample, essentially making a standard curve
with four independent variables. When executed, collagenase,
proteinase K, elastase, and chymotrypsin all resulted in accu-
rate concentration estimations (Fig. 4c). For thermolysin, one
of the samples was incorrectly classified as collagenase, and
was therefore fit according to the regression of collagenase’s
training samples, resulting in an erroneously high concen-
tration. Beyond the misclassification, concentration estima-
tions for thermolysin and papain were less accurate.
Thermolysin cleaves three of the four substrates so quickly that
fitting the exponential function accurately was difficult as it
heavily relied on the first few time points before saturation was
reached, explaining why the regression for this sample was not
as robust. This impediment could likely be improved by incor-
porating a peptomer probe with multiple peptoid substitutions
to impede the rate of cleavage and therefore better refine the
relationship between rate and concentration. For papain, all
three sample concentrations were underestimated, which likely
had more to do with the selection of samples here, which were
all low concentrations. This means regression fitting did not
have the low concentration datapoints and therefore the slope
is dominated by larger concentrations.

As described, the data here is representative of the results
achieved with holdout cross-validation. To evaluate the overall
performance, the model was run ten times with different holdout
selections each time (Table 1, Table S3 and Fig. S7, ESI†). The
average classification accuracy was 96% with a standard devia-
tion of 6%. The proteases most frequently misclassified were

Fig. 4 (a) All eight protease concentration samples projections in two-
dimensions using LDA. Shaded areas represent the 95% confidence inter-
val. (b) Representative confusion matrix with 94% classification accuracy
when employing stratified holdout cross-validation. (c) Representative
multiple regression results depicting concentrations estimated for the
testing samples classified in b.

Table 1 Summary metrics for ten iterations of holdout cross-validation.
Classification accuracy (CA) is the percentage of correctly classified
samples. Concentrations estimated in bounds (In Bounds) is the percen-
tage of samples which had concentrations predicted within a two-fold
change of the actual concentration. Percent error is the absolute value in
the difference between the predicted and actual concentration, divided by
the actual concentration. The errors were averaged only for correctly
classified proteases

Iteration CA (%) In bounds (%) Percent error (%)

1 94 89 27
2 100 89 25
3 100 83 33
4 100 72 87
5 94 89 27
6 94 78 27
7 100 89 236
8 83 78 22
9 100 72 75
10 89 83 64
Average 96 82 62
St. Dev. 6 7 65
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thermolysin (as collagenase) and papain (as chymotrypsin).
Again, these are the two highest activity enzymes that do not
cluster as effectively by both PCA and LDA. Importantly, LDA uses
the distance from the centroid of each training cluster for
classification.27,28 Thus, outer datapoints for thermolysin and
papain get incorrectly classified, as they are closer to the centroid
of collagenase and chymotrypsin, respectively, which are tightly
clustered. Moving forward, a different form of discriminant
analysis, like quadratic discriminant analysis, may better handle
the fringe datapoints.

Results from ten iterations of the model also confirmed that
concentrations on the high and low ends were more likely to be
erroneous, as the regression curve fitting did not include the whole
range of concentrations. If this approach were to be used to
identify proteases in an unknown sample, it would be crucial that
the training dataset includes the full range of concentrations
possible. While our goal here was to cover a large concentration
range, using concentrations that are linearly spaced would also
likely result in more accurate fitting. When correctly classified, the
average error in concentration was 62%. However, given the three
orders of magnitude spanned by the concentrations tested, this
metric is not entirely representative of the model’s success. 82%
(148/180) of all predicted concentrations were within the bounds
of the concentrations above and below the actual concentration
(i.e., between half and double the actual concentration). Of the 32
samples that did not meet this qualification, eight were misclassi-
fied proteases, confirming that improvements to classification
would also improve concentration estimates.

Here we provide a proof-of-concept for classifying proteases
over a large range of concentrations. While PCA exhibited a logical
pattern mapped by concentration and protease identity in two
dimensions, LDA was more effective at clustering datapoints from
different proteases. The holdout cross-validation scheme provided
meaningful insight to the performance of the LDA algorithm, as it
tests on datapoints that are distinctly different from the concen-
trations the model is trained with. Thus, an average of 96%
classification accuracy and 82% of concentrations estimated in
bounds substantiates the achieved objectives. Potential improve-
ments include (1) adding a peptomer probe that is more resistant
to thermolysin and papain, (2) linearly spacing concentrations for
training, and (3) experimenting with different discriminant analy-
sis techniques that may improve clustering. Moving forward, the
utmost goal would be to sense proteases in complex mixtures with
even more sensitive probes. Ultimately, the accuracy of a model
depends on the strength of the training dataset, meaning high-
throughput screening would be especially useful to generate
datasets with rich enough information to differentiate individual
species in a mixture. Altogether, pattern-recognition sensing has
proven to be an exceptionally useful tool in biosensing and this
demonstration propels it along the trajectory toward hypothesis-
free universal sensors.29
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