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Protein conformational ensembles in function:
roles and mechanisms

Ruth Nussinov, *abc Yonglan Liu,c Wengang Zhangc and Hyunbum Jang ac

The sequence-structure-function paradigm has dominated twentieth century molecular biology. The

paradigm tacitly stipulated that for each sequence there exists a single, well-organized protein structure.

Yet, to sustain cell life, function requires (i) that there be more than a single structure, (ii) that there be

switching between the structures, and (iii) that the structures be incompletely organized. These

fundamental tenets called for an updated sequence-conformational ensemble-function paradigm. The

powerful energy landscape idea, which is the foundation of modernized molecular biology, imported

the conformational ensemble framework from physics and chemistry. This framework embraces the

recognition that proteins are dynamic and are always interconverting between conformational states

with varying energies. The more stable the conformation the more populated it is. The changes in the

populations of the states are required for cell life. As an example, in vivo, under physiological conditions,

wild type kinases commonly populate their more stable ‘‘closed’’, inactive, conformations. However,

there are minor populations of the ‘‘open’’, ligand-free states. Upon their stabilization, e.g., by high

affinity interactions or mutations, their ensembles shift to occupy the active states. Here we discuss the

role of conformational propensities in function. We provide multiple examples of diverse systems,

including protein kinases, lipid kinases, and Ras GTPases, discuss diverse conformational mechanisms,

and provide a broad outlook on protein ensembles in the cell. We propose that the number of

molecules in the active state (inactive for repressors), determine protein function, and that the dynamic,

relative conformational propensities, rather than the rigid structures, are the hallmark of cell life.

Introduction

The energy landscape concept1–4 inspired experimental and
computational approaches to characterize biomolecular
ensembles that are now bearing functional insight.5–8 The
landscape concept underscored the importance of proper phy-
sicochemical description of biological molecules—not as single
structures but as ensembles with dynamic distributions that
change with changes in the environment.9–24 While the classi-
cal sequence-single structure-function dogma has been enor-
mously useful and influential in driving the relevance of
structure in biology over multiple decades, it did not portray
the non-linear propagation of information which is responsible
for life.5 Different from the free energy landscape outlook,
the single structure paradigm that prevailed for scores of
years failed in embracing multiple states, thus in capturing

biological actions, since its underlying premise has been
unable to describe biological macromolecular dynamics. This
is important since X-ray structures capture only snapshots,
which are unable to explain exactly how function is executed.
Adhering to a single shape leads to (i) attempting to explain
molecular mechanisms by arguing that binding of incompati-
ble shapes forces ‘‘pushing’’ molecules to change their shapes,
rather than recognizing that binding involves selection of
compatible shapes among the many available with subsequent
minor conformational changes for optimization, which relieve
incurring energetic conflicts.25,26 It also fails in (ii) identifying
the preferred activation pathway in e.g., kinases, which requires
not only a catalogue of the conformational states but their
occupancies.27–33 And importantly, consequently it is unable
to (iii) capture allosteric mechanisms.34–42 In enzymatic
reactions,23,41,43–45 conformational dynamic amplifies the het-
erogeneity of the transition state.46 This suggests that the
classical view of catalysis as a single tight optimized
transition-state structure lowering the activation energy may
also need to be updated to a transition state surface. In this
population landscape view, rather than a single well-defined
transition-state structure, enzymes can bind efficiently with a
transition-state ensemble.
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Physical and chemical principles underlie the fundamental
functional processes harnessed by living systems in their diverse
environments. In proteins and RNA, these include not only the
conformational ensembles, but the kinetic barriers separating
them, which function may need to overcome.47–50 Under normal
physiological conditions, proteins largely populate their inactive
conformations with the ensembles harboring only a minor popu-
lation of the active state. Binding of effectors, or the membrane,
can stabilize the active states, increasing the probabilities of
barrier crossing. Oncogenic mutations similarly increase the
relative stability of the active versus inactive conformations,
mimicking this physicochemical principle.38,51–54 Thus, binding,
whether noncovalent by effectors or covalent as in the case of
mutations, posttranslational modifications, and protein family
members with similar, albeit not identical sequences, modify the
free energy landscape, driving the ensemble over the barriers,
tipping the stability scales, and accomplishing a bistable switch.

Unquestionably, structural biology is essential for under-
standing biological processes. Equally so is the premise that
conformational ensembles underlie all protein functions.23,55–58

The challenging aim facing the community is to elucidate the
functions, especially how they are executed at the basic conforma-
tional level, and the mechanistic underpinnings of their signaling
pathways. A conformational view is essential for in-depth com-
prehension of how proteins work and how they are regulated in
the cell. Often single structures are harnessed to depict proteins
and their interactions to explain observations, and the databases
collect them. Undoubtedly, the mammoth task of assembling
cellular, biochemical, protein–protein interaction, clinical, and
high-resolution structural data results in an extremely useful
overall picture; however, it still falls short. On their own these
databases still cannot decipher the relationship between distinct
isoforms and their preferred signaling pathways; nor are they able
to explain mutational, or isoform, consequences, or the root
causes of oncogenic signaling trends which correlate with specific
cancers. They are critical; but insufficient. By harnessing dynamic
populations, a conformational view of the data can bridge struc-
tural and cellular data and make these connections. Their foun-
dation is the notion that biomolecules are not static sculptures,
and their relative populations determine their functional states.
Within this framework, our pioneering dynamic free energy land-
scape and redistribution of the population concepts, which were
validated by numerous experiments, serve as guiding principles
for deciphering function and dysfunction.59–62

The protein sequence-conformational ensemble-function para-
digm was inspired by the realization that even living things must
conform to the laws of physics, including the laws of motion and
structural chemistry. At the same time, conformational principles
are insufficient to explain protein actions in vivo. The cell is
complex.63,64 Molecular concentrations are influenced by cell types
and states, thus chromatin accessibility. Ensembles are also influ-
enced by feedback loops. Through the actions of negative feedback
loops, which often wield phosphatases, such as phosphatase and
tensin homolog (PTEN) or dual specificity phosphatase 6 (DUSP6),
tumor suppressors which can stymie active conformations and
curb signaling.65–69 The ensembles are also impacted by the

inherent liquefied droplets in the dynamic spatial structure of
the cell, which extends from small complexes and assemblies to
micrometer scales and coordinates cellular behavior.70–74

Below, we first discuss allostery,40,75–83 a hallmark of the
functional role of conformational ensembles, followed by
examples drawn from kinases and small GTPases. The refer-
ences above provide more. These examples fit into the classical
description of conformational ensembles, i.e., those generated by
(almost) the same sequence, including single point mutations. We
then expand our discussion to ensembles generated by isoforms
and homologs belonging to the same family. In our outlook,
isoforms and homologs with similar sequences occupy the same
states, albeit with different propensities, thus favoring different
ligands. Examples include cyclin-dependent kinase (CDK) family
homologs CDK1, CDK2 and CDK4,84 and Ras. K-Ras4A favors Raf-
1, K-Ras4B favors B-Raf.85 Along these lines, Rap1A, a GTPase
highly homologous to K-Ras4B (Fig. 1), activates B-Raf, but not
Raf-1 due to the lower affinity of the Raf-1 Ras binding domain
(RBD) to the Rap1A catalytic domain, and the consequent failure
of Raf-1 activation, which is not the case for B-Raf.86

Allostery is a hallmark of function. If no
protein conformations, no allostery,
and no function

The free energy landscape is forceful since it can capture the
mapping of all possible conformations that the molecule can
populate. The lower the energy the higher the population.
Mapping on a Cartesian coordinate system is both simple
and powerful. With only small differences in energies among
the states, the ensemble of (sub)states tend to lie within the
native, lowest energy basin (Fig. 2A). A minor change in the
stabilities of these near-energy states can easily flip an inactive
state to an active one. The more stabilized is the active state
versus the inactive state the more potent will be the bistable
switch of the energy scales toward it and the stronger the
resulting emitted signal. The rate of the switch is a function
of the relative occupancies of the states on the energy mapping.
The switch from the inactive to the active (and vice versa) is
driven by allostery.59,87,88 Allostery can be triggered by nonco-
valent or covalent binding events,88–112 leading to conforma-
tional and dynamic changes,36,41,94,95,113–120 by inciting local
energetic frustration, or conflicts.25,121–123 Conformational
changes relieving the frustration propagate in the structure,
shifting the ensemble from the inactive toward the stable, mini-
mally frustrated active state (Fig. 2B). Thus, rather than the
classical two active/inactive states captured by crystallography,
there are multiple conformations in the ensemble with multiple
possible propagation pathways. The favored route proceeds
through the one involving lower kinetic barriers.89,124–128 Allos-
teric propagation pathways pre-exist in the ensemble, with pre-
ferred pathways required for functional population shift. In two
(or multi) domains proteins joined by long, disordered linkers,
the probability of propagation via the linker is relatively low. The
disordered state harbors multiple conformations.129–135 It is
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characterized by its remarkable conformational flexibility and
structural plasticity136 and its prevalence in the proteome,137–140

testifying to its usefulness. In the absence of specific stable
interactions, there are likely no preferred propagation pathways.
Raf’s activation can serve as an example. Even though Ras binding
initiates allosteric propagation in Raf’s RBD, with a long, dis-
ordered linker, the signal is unlikely to be responsible for activa-
tion of Raf’s kinase domain. Instead, it is more likely that the high
affinity interactions shift the Raf ensemble from the inactive to
the active state, liberating its autoinhibition.141

Allostery is how proteins are regulated. Autoinhibition and
activation are allosteric events. Allosteric events can be
impacted by concentration (since higher concentration implies
higher chances for intermolecular contacts), can take place via

coordination by ions, by interactions with signaling lipids, small
molecule ligands, proteins, nucleic acids, and water molecules.
Because allosteric propagation involves alterations of interactions
at the atomic/residue level, a short-range allosteric signal is
expected to be stronger. Through the occupancy of the relevant
states, statistical mechanics relates the free-energy landscapes to
the atomic level properties of molecules, and the macroscopic
behavior of a population of molecules,2,9,21,142,143 where the
occupancy of the states is a function of their relative energies.
For enzymes, the catalytic reaction rate relates to the population of
each state on a multidimensional energy landscape and the
probability of reacting from that state.23 Below we provide a range
of examples of the roles and mechanisms played by protein
conformational ensembles in function.

Fig. 1 Sequence alignment and side-by-side comparison of the catalytic domain structures of Rap1A and K-Ras4B showing similarity (top panels). In the
sequence, hydrophobic, polar/glycine, positively charged, and negatively charged residues are colored black, green, blue, and red, respectively. The yellow box
at position 31 in the sequence indicates a key residue involved in the Raf RBD interaction. The crystal structure of the Rap1A catalytic domain interacting with
the Raf-1 RBD shows an unfavorable interaction due to electrostatic repulsion between Lys31 of Rap1A and Lys84 of the Raf-1 RBD (middle left panel). Ras-
specific mutation E30D/K31E of Rap1A restores interaction with Raf-1 RBD (bottom left panel). RBD sequences of B-Raf and Raf-1 and highlighting key residues
in the yellow boxes that are involved in the GTPase interaction (middle right panel). Small GTPases interact with Raf through their catalytic domains, forming a
strong backbone b-sheet interface with the Raf RBD. In addition to the backbone interaction, a strong salt bridge interaction contributes to the stability of the
complex, as shown by the model structures of K-Ras4B interacting with the Raf-1 and B-Raf RBDs (bottom right panels). The example shows that Glu31 of K-
Ras4B can form salt bridges with Lys84 and Lys87 of the Raf-1 RBD and Lys182 and Lys183 of the B-Raf RBD.
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The conformational ensemble of c-Abl
autoinhibition and activation is
controlled by a myristoyl lipid moiety, a
posttranslational modification

Abl, the key kinase in leukemia, is an allosterically regulated

non-receptor tyrosine kinase.144–153 There are two alternatively

spliced Abl isoforms,147 1a and 1b (Fig. 3A). The N-terminus of

the 19-residue longer 1b, but not of 1a, harbors a covalently
connected myristoyl. Apart from this distinction, the isoforms
have the same structural elements, the SH3, SH2, and kinase
domains. In the autoinhibited conformation, the SH2 and SH3
domains latch onto the back of the kinase domain (Fig. 3B),
with the N-terminal disordered region further contributing to
Abl autoinhibition147,154 via its proline-rich (CapPxxP) and C-
terminal caps (CapC).146 Sites to which posttranslational mod-
ification moieties are attached are typically disordered. The

Fig. 2 Multidimensional free energy landscape and conformational dynamics of protein. (A) Protein folding free energy landscape on a Cartesian coordinate
system using a funnel-like shape with local valleys and peaks representing the vast ensembles of protein conformations. The depth or height of a point within
the funnel corresponds to the free energy of a conformation, with deeper valleys indicating lower energy states and higher likelihood of occupancy. The native
state is characterized by the lowest-energy valley at the bottom of the funnel, where the protein’s functional conformations are concentrated. Within this native
state, the landscape is populated with multiple substates, such as inactive states typically having the lowest energy, active states with slightly elevated energy,
and intermediate states that can act as transition configurations. Subtle changes in the energy landscape at the bottom of the funnel, around the native state,
can have profound effects on a protein’s function and ability to interact with other molecules. The color gradient, ranging from deep blue at the bottom
(indicative of lower energy) to red at the top (indicative of higher energy), visually encodes the probability of state occupancy and reflects the stability of
conformations. (B) Dynamic energy landscape and how external factors such as genetic mutations, post-translational modifications like phosphorylation, and
interactions with ligands or other proteins can alter the landscape. These alterations induce shifts in the population distribution of protein conformations,
effectively transitioning proteins from a predominantly inactive state to an active state or vice versa. The figure emphasizes the dynamic nature of proteins and
how their function is intrinsically tied to their conformational flexibility and adaptability within the cellular environment.
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myristoyl moiety acts as the switch between the autoinhibited and
activated Abl. Binding of the myristoyl to the C-lobe pocket
stabilizes Abl’s autoinhibited conformation; its release triggers a
conformational change which promotes the release of the SH2–
SH3 domains. The released SH2 domain undergoes reorientation
and translocation, inducing a transition toward a catalysis-favored
conformation. The aC-helix shifts from the OUT to the IN con-
formation stabilizing the interacting P-loop/aC,146 the IN aC-helix,
the R-spine, and the compact ATP-binding space.

Abl provides an example of how, through optimized positioning
and atomistic contacts, a posttranslational modification toggles a
conformational ensemble of a kinase driving its functional transition.

The conformations of the stronger K-
Ras4B G12V oncogenic mutation visit
the active state more frequently than
those of the weaker G12D mutation

The conformational ensemble of a protein is heterogeneous,
and the distributions of the same conformations by different

mutants differ. That is, the mutations bias the ensemble
differently, depending on how stabilizing (or destabilizing)
the mutation is. Features of conformations that are stabilized
by strong activating mutations resemble those of the active
state. A strong mutation more forcefully biases the conforma-
tional ensemble toward the catalytic state, which is connected
to the clinical phenotypes, by creating more favorable interac-
tions. K-Ras is a good example.

Active K-Ras GTPase activates its effectors which then acti-
vate major signaling cascades in the cell, including MAPK and
PI3K/AKT/PDK1/mTOR (Fig. 4). Both pathways are key actors in
aggressively stimulating cell proliferation, survival, and inva-
sion in cancer. The mutations point to variable tumorigenic
outcome, including response to chemotherapy.155–159 K-Ras4B
strong activating mutations act by blocking GTP hydrolysis.
The strongest involve substitutions of G12, G13, and Q61.
Weaker mutations disable nucleotide exchange, GDP by
GTP.160,161 Among the G12 mutations, G12D is the most
common, especially in pancreatic cancer, where it is present
in approximately 35% of people diagnosed with the disease,
and G12V is the most aggressive and chemotherapy resistant.

Fig. 3 (A) The c-Abl protein exists in two isoforms: 1a and 1b. Both isoforms share three common domains: SH3, SH2, and kinase domains. A myristoyl group
connects the N-terminus of the 1b isoform, which is not present in 1a. The N-terminal region of the 1b isoform is 19 residues longer compared to the 1a isoform.
Both isoforms possess a CapC region, while only the 1b isoform contains a CapPxxP motif. (B) In the autoinhibited state of c-Abl 1b, the SH3 and SH2 domains dock
onto the back of the kinase domain, and the myristoyl group inserts into a pocket within the C-lobe of the kinase domain. The CapC region interacts with the SH2
domain, lashing the SH2–SH3 module to the kinase domain. The myristoyl group acts as a switch for Abl’s autoinhibition and activation. Upon release of the
myristoyl group, the SH2–SH3 module dissociates from the kinase domain. The SH2 domain undergoes reorientation and translocation, relocating to interact with
the top region of the N-lobe of the kinase domain, fully activating Abl. When autoinhibition is released, the canonical polyproline type II (PPII)-binding site of the
SH3 domain of the c-Abl 1b isoform becomes exposed, potentially enabling optimal interaction with the CapPxxP motif. Abbreviation: KD, kinase domain.
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NMR, crystallography, and computations were used to explore
why G12V mutations are more aggressive than G12D.162

The conformational behavior of K-Ras4B oncogenic mutants
G12D and G12V differs34 (Fig. 4). While both favor an active-like
state resembling GTP-bound K-Ras, the extent varies, due to the

distinct atomic interactions formed by valine and the Switch II
region in the GDP-bound K-Ras4B as compared to aspartic acid.
These have not been captured in the crystal structures, where
crystal contacts favor alternate stabilized Switch I region, but were
observed by NMR and molecular dynamics simulations. We

Fig. 4 K-Ras4B signaling pathway. K-Ras4B is activated by SOS, a nucleotide exchange factor (GEF), via the GDP-to-GTP exchange and deactivated by
NF1, a GTPase-activating protein (GAP) via the GTP-to-GDP hydrolysis (top left panel). Oncogenic driver mutations at the position 12, such as G12D,
G12C, and G12V, impair the GAP-mediated hydrolysis and maintain Ras in a constitutively active GTP-bound state (top right panel). In the MAPK pathway,
active GTP-bound K-Ras4B proteins recruit Raf to the plasma membrane and lead to Raf activation through dimerization of kinase domains. Active Raf
dimers lead to the activation of a series of the MAPK kinases, resulting in cell proliferation. In the PI3K/AKT pathway, K-Ras4B recruits PI3K to the plasma
membrane, leading to the production of the signaling lipid PIP3, which recruits AKT to the membrane, followed by activation by PDK1 and mTORC2.
Active AKT is involved in the activation of mTORC1, leading to cell growth. Active-like, GDP-bound K-Ras4B with oncogenic G12V mutation can activate
MAPK and PI3K/AKT pathways. The GDP-bound K-Ras4B (middle panel) and GTP-bound K-Ras4B (bottom panel) structures. In surface representation,
two distinct conformations correspond to the inactive and active-like structures for K-Ras4BG12V-GDP, and the inactive-like and active structures for K-
Ras4BWT-GTP. Both K-Ras4BG12V-GDP and K-Ras4BWT-GTP exhibit the open and closed Switch I and Switch II conformations. The open and closed
switch regions represent K-Ras4B in the inactive and active states, respectively. Abbreviation: RTK, receptor tyrosine kinase; Grb2, growth factor
receptor-bound protein 2; SOS, Son of sevenless; NF1, neurofibromin 1, MAPK, mitogen-activated protein kinase; MEK, mitogen-activated protein kinase
kinase; ERK, extracellular signal-regulated kinase; PI3K, phosphoinositide 3-kinase; AKT, protein kinase B; mTOR, mammalian target of rapamycin.
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expect that this mechanism applies broadly, clarifying the differ-
ential strengths of mutations: stronger activating mutations favor
more strongly the active state.163,164 To put it in terms of dynamic
fluctuating ensembles, conformations favored by strong muta-
tions visit the active state more frequently than weaker mutations
do. In the case of K-Ras4B, which is not an enzyme, the con-
formation of the active state is the one that preferentially binds its
effectors, such as Raf and PI3K.165,166 Visiting the active state
more frequently is important for function since this results in the
protein spending more time in the active, here oncogenic, state.

PI3K: conformational transitions for
phosphorylation at the membrane

PI3Ka (PI3K below) lipid kinase phosphorylates signaling lipid
PIP2 to PIP3 (Fig. 5A). The ensuing signaling cascade proceeds
through the major PI3K/AKT/mTOR pathway.167 AKT and mTOR
are protein kinases that phosphorylate innumerable substrates,
thereby regulating cell growth, proliferation, differentiation,
migration, mobility, and apoptosis.168,169 Their activating muta-
tions drive cancer and neurodevelopmental disorders.170–172

Fig. 5 (A) In the PI3K/AKT/mTOR pathway, the lipid kinase, PI3K is activated by IR and IRS. PI3K phosphorylates PIP2 to PIP3, and PTEN dephosphorylates
PIP3 back to PIP2. PDK1 and mTORC2 phosphorylate and activate PIP3-bound AKT, leading to mTORC1 activation. Active mTORC1 phosphorylates 4E-
BP1 and S6K1. Phosphorylated 4E-BP1 releases eIF4B, which initiates mRNA translation at the ribosome. Phosphorylated S6K1 phosphorylates rpS6, also
resulting in the initiation of mRNA translation. (B) An in silico model structure shows PI3Ka in an inactive state derived from the crystal structure (PDB:
4OVV). (C) The kinase domain structure of PI3Ka in the inactive (left panel) and active (middle panel) states and the superimposition of both (right panel).
The active kinase domain structure was obtained from our previous studies.167 In the inactive state, the substrate, the inositol head of PIP2, is located B6–
7 Å from the g-phosphate of the ATP. In the active state, the substrate is located B1–3 Å from the g-phosphate of the ATP. Abbreviation: IR, insulin
receptor; IRS, insulin receptor substrate; PI3K, phosphoinositide 3-kinase; PIP2, phosphatidylinositol 4,5-bisphosphate; PIP3, phosphatidylinositol 3,4,5-
trisphosphate; PDK1, phosphoinositide-dependent protein kinase 1; AKT, protein kinase B; mTORC1/2, mammalian target of rapamycin complex 1/2; 4E-
BP1, eukaryotic translation initiation factor 4E (eIF4E)-binding protein 1: S6K1, ribosomal S6 kinase 1; rpS6, ribosomal protein S6.
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PI3K’s action is opposed by PTEN tumor suppressor which
dephosphorylates PIP3 to PIP2. PI3K is a functional heterodimer
consisting of the catalytic p110a and the regulatory p85a (Fig. 5B),
which under physiological conditions is involved in inhibition of
the p110a catalytic activity.173 The landmark crystal structure with
the soaked PIP2 captured its binding site.174 Since it is away from
ATP, and the nSH2 domain attached to the p110a subunit, it
portrayed PI3K in its inactive state. In vivo, activation involves
binding of the p85 nSH2 domain to phosphorylated C-terminal of
activated receptor tyrosine kinases (RTKs), such as the insulin
receptor, and active K-Ras. Calmodulin can also activate
PI3K.175–177 The nSH2–RTK interaction disrupts the interactions
of the nSH2 with the helical domain of the catalytic subunit, and
of the iSH2 domain of p85 with the C2 domain of p110. These
conformational changes result in relocation of the ABD of the
catalytic subunit, and in interaction of the kinase domain with the
membrane, which is promoted by Ras.53 Ras binding increases
the PI3K residence time at the membrane, fostering PIP2 binding
at the active site. Thus, RTKs allosterically activate PI3Ka; how-
ever, merging their action with Ras accomplishes full
activation.141 At the same time, exactly how these actions, which
are far away from the catalytic site, relate to PI3K activation has
been unclear. It was also unclear how nSH2 interaction with the
RTKs and the conformational changes that it stimulates lead to
these actions and activation.

Transfer of a phosphoryl group from a donor to a receptor
requires a distance of 1–3 Å174 (Fig. 5C). The crystal structure of
the inactive PI3K points to B6–7 Å between the g-phosphate of
the ATP and the PIP2. This conundrum has been resolved by
data showing that the interaction of the phosphorylated, acti-
vated RTK allosterically triggers conformational transitions,
culminating in reduced distance and in a reoriented, exposed
kinase domain on the membrane.167 nSH2 release removes
conformational constraints and leads to formation of new
stabilizing interactions. The C-lobe of the kinase domain,
where the PIP2 binds to a positively charged residue patch,
moves away from the C2 domain, the C2/helical/C-lobe angle
increases, and the distance between the C2 domain and the C-
lobe of the kinase domain increases as well. Thus, through
multiple conformational transitions emerging from allosteric
energetic conflicts incurred by the binding of the nSH2 domain
with the C-terminal of the insulin receptor, these conforma-
tional changes result in the kinase domain surface becoming
fully accessible for interaction with the membrane.

Affinity and shift of the ensemble are a
key mechanism for conformational
transition in Raf’s activation by Ras at
the membrane

In the cell, the ensemble of Raf monomers can populate several
states. These include (i) Ras-free open conformations, (ii)
autoinhibited closed Raf conformations, which are inactive,
and (iii) active Ras-bound conformations.141 In the absence of

active Ras, the most highly populated conformation is the
closed autoinhibited state (Fig. 6). It is the most stable.178 In
this conformation, the surface of the kinase domain which
serves for dimerization is occluded. There is only a minor
population of the unstable open, Ras-free state. In the presence
of active, GTP-bound Ras at the membrane, the RBD of Raf
interacts with Ras with high affinity (measured in solution to be
in the nanomolar range),179–181 as does Raf’s cysteine-rich
domain (CRD) with the membrane.182–184 CRD binding is
stabilized by its positively charged membrane insertion
loop.182,185 The Ras—RBD-CRD organization at the membrane
tamps down the Ras—RBD fluctuations, increasing Raf’s coop-
erative stabilization at the membrane. In the absence of active
Ras molecules, Raf mostly populates a closed autoinhibited
state, where the access to the kinase domain is hindered by
other Raf domains/segments.

The high affinity Ras—RBDs and CRD—membrane interac-
tions stabilize the open, Ras-bound state, leading to a popula-
tion shift toward this conformation largely from the less stable,
open Ras-free ensemble, which is likely separated from the Ras-
bound state by low kinetic barriers. The shift impacts the
relative populations, thus equilibrium between the Ras-free
open state and the closed state, which is restored mostly by a
shift of the autoinhibited state (Fig. 6). The resulting high
population of the open, stabilized Ras-bound state, with the
exposed surface of the kinase domain, enables its dimerization.
Depending on the location in different Raf isoforms, with 14-3-
3 involvement, phosphorylation may weaken or promote the
autoinhibition.186–194

Thus, data and theory suggest that allostery, via a Ras-
promoted conformational change, does not play a role in
neither PI3Ka nor Raf activation.195 Significantly, in agreement
with this, no activating mutations that can replace Ras are
located in the RBDs, of neither Raf nor PI3K.

In the literature it is often noted that active Ras anchored at
the plasma membrane ‘‘recruits’’ Raf. Such ‘‘recruitment’’
terminology is used quite frequently. We clarify that recruit-
ment invariably implies a high affinity interaction that stabilize
the conformation, thus a shift of the population toward the
recruited state.

Splicing, and different gene isoforms,
may share ensembles, although with
different propensities

The Ras superfamily is diverse, with multiple members. Among
them, three major genes encode Ras, HRAS, NRAS, and KRAS.196

Their sequences are highly similar, but not identical. Their
mutational frequencies differ, with KRAS most frequently
mutated, and HRAS and NRAS expression appearing insufficient
to promote oncogenesis when mutated.197 Their protein
products, K-Ras, H-Ras and N-Ras, differ primarily in their C-
terminals, and in the attached combination of lipid posttran-
slational modifications. There are also minor differences in
their catalytic domains. Their structures are highly similar as
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well. Their differences lead to their differential membrane
anchorage preferences, and altered interactions with varied
stabilities with the same effectors.198–201 Analysis of their dimer
preferences demonstrates distinct behavior as well.202 These
point to differential distributions (propensities) of their con-
formational ensembles, which correlate with their altered pre-
ferred functions in different cell types. The Ras ensembles
portray all states,22,198,203 including the GTP and GDP bound
conformations, effector bound states, membrane anchored
active and inactive conformations, farnesylated, palmitoylated,
phosphorylated, and ubiquitylated states, conformations har-
boring mutations, and transition states. Some conformations
carry functions, others may not. All are allosterically modu-
lated. Although all Ras isoforms have overlapping functions

and upon inhibition of one isoform can carry its tasks, they are
optimized for specific cell types, suggesting distinct binding
preferences by their respective conformations, with different
isoforms exhibiting different signaling and biological func-
tions. They may recruit different partners implicating different
affinities or availabilities in the specific cell types that they
populate or localize in. The interactions may also be GDP/GTP
protein state dependent, although as we discussed above, GDP-
bound conformations of strong driver mutations may trend
toward the GTP-bound state. Within this framework, K-Ras
splice isoforms K-Ras4A and K-Ras4B are of particular interest
as they populate two states with lipid posttranslational mod-
ifications in their C-terminal hypervariable tails that mimic K-
Ras4B, with only a farnesyl, and N-Ras, with a palmitoyl and

Fig. 6 All Raf kinases share three conserved regions (CRs); CR1 involves the tandem Ras-binding domain (RBD) and cysteine-rich domain (CRD), CR2
contains the Ser/Thr rich region at the flexible linker, and CR3 is the kinase domain (KD). In the cytosol, Raf can exist in two autoinhibited states in the
presence and absence of 14-3-3. When 14-3-3 concentration is low, Raf populates the closed, autoinhibited state without 14-3-3. In this state, the CRD
and RBD dock onto the kinase domain. This closed state is most stable when active Ras is absent. Upon release of the RBD and CRD, Raf undergoes an
open conformation, exposing the dimerization surface of the kinase domain. However, in the absence of active Ras, this open conformation is not
sustained. The binding of Raf to membrane-bound active Ras stabilizes the open conformation and facilitates Raf’s localization to the membrane,
ultimately promoting dimerization through side-to-side interaction between two kinase domains. With a high 14-3-3 population, Raf interacts with the
14-3-3 dimer, resulting in autoinhibited Raf with 14-3-3. Phosphorylation of Ser residues in the linker (Ser365 for B-Raf and Ser259 for Raf-1) and C-
terminal tail (Ser729 for B-Raf and Ser621 for Raf-1) enhances the interaction between Raf and 14-3-3 proteins. In this state, phosphorylated Ser residues
serve as anchor points for the association of the kinase domain with the 14-3-3 dimer. This interaction protects the dimerization surface. For Ras-free
open Raf with 14-3-3, the released RBD can engage with GTP-bound Ras, promoting Raf dimerization. Phosphorylation of the Ser residue in the linker is
required only for autoinhibition, whereas phosphorylation of the Ser residue in the C-terminal tail has a dual function in both kinase domain dimerization
and autoinhibition.
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farnesyl.198,203 The C-terminal of K-Ras4A is positively charged, in
between the more highly positively charged K-Ras4B and the
lesser charged N-Ras. This suggest that in its K-Ras4B-like con-
formation, K-Ras4A can be linked with K-Ras4B cancers, such as
pancreatic ductal adenocarcinoma, colorectal, and lung cancers.
In its N-Ras-like state it may be associated with melanoma, an N-
Ras cancer. Recently, stable isotope labeling with amino acids in
cell culture and affinity-purification mass spectrometry observed
differences between K-Ras4A and K-Ras4B, which may explain
some of the functional differences,85 with v-ATPase a2 and eIF2Bd
interacting with only K-Ras4B. Especially of interest, K-Ras4AG12D

binds Raf-1 stronger than K-Ras4B, reminiscent of the Rap1
inclination discussed above. We expect differential conforma-
tional trends of K-Ras4AG12D and K-Ras4BG12D.

In another example, CDKs in the cell cycle are also similar
and expected to share ensembles albeit with different propen-
sities and distributions204–206 (Fig. 7A). Especially, even though
there are multiple CDKs, a single CDK is responsible for both
G1/S and G2/M transitions.207 Cyclin-E—CDK2 is the primary
complex responsible for leading the cells through the G1/S
transition stage (Fig. 7B), although recently, this ‘‘fixed point’’

estimate, which assumes that further cell cycle commitment
ceases as soon as the mitogen signaling stimulus is removed,
has been challenged.208 However, when unavailable, CDK1 can
undertake this role. Similarly, if its level is too low, CDK1 can be
substituted by cyclin-B—CDK2 complexes in the G2/M checkpoint
transition allowing cell cycle progression. Finally, sufficiently high
hurdles in physiological time scales can constitute translational
barriers with kinetically trapped states in synonymous single-
nucleotide polymorphism. The translational pausing observed
in the MDR1 (multidrug resistance 1) gene can lead to alternative
folded structures which are functionally distinct.209–211 Eventually,
the time scale of the altered conformation depends on the barrier
height and relative stability. Recent examples concern type III
chloramphenicol acetyltransferase, D-alanine-D-alanine ligase B
and dihydrofolate reductase.212

Conclusions

Dynamic, interconverting, protein conformational ensembles
sustain life. Rigid protein crystal structure snapshots do not.

Fig. 7 Conformational diversity and regulation of CDKs in the cell cycle. (A) A schematic representation of the cell cycle, highlighting the involvement of
various cyclin—CDK complexes at different phases (G1, S, G2, M). (B) Active conformations of the cyclin—CDK complexes participating in each stage of
the cell cycle, with a focus on the structural similarities and subtle differences among them. These structural differences are crucial as they dictate the
specific roles and regulatory functions of the complexes. Annotations include PDB codes for the crystal structures of the CDK complexes shown. In the
absence of a crystal structure for the cyclin-A—CDK1 complex, an in silico model was constructed based on the active conformation of CDK1 and cyclin-
A derived from the CDK2 complex. The figure also suggests the adaptability of CDKs; for example, when cyclin-E—CDK2 is unavailable for the G1/S
transition, CDK1 can take over this role. Similarly, cyclin-B—CDK2 can substitute for CDK1 during the G2/M transition under certain conditions. The figure
underscores the importance of structural variations and dynamic interactions in the fine-tuning of cell cycle regulation through cyclin—CDK complexes.
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Despite the overwhelming support for the need for conforma-
tional ensembles to understand function, still not all in the
community accede to its veracity. The view that the change of a
protein structure is induced by steric clashes, and electrostatic
repulsion, which physically dislodge an impeding protein compo-
nent is incompatible with a physics-based outlook. The concept
underscored here is of a relationship between molecular structure
and potential energy, where structures of conformers are related
to their energy, and therefore to their relative stabilities.213 This
view explains that protein ensembles consist of all possible
conformations with their populations depending on their relative
energies. The partner protein selects the conformer whose shape
and chemistry fit it best. Binding can still result in certain
energetic frustration of local interactions.121 Minimal local frus-
tration indicates stable folded molecule; higher local frustration
can point to functionally relevant regions where binding can
promote allosteric signal that relieves it. Relieving the energetic
frustration optimizes the interaction. Evolution exploited the
ensemble by using the conformational ensemble for function.
In our examples above, evolution has toyed with myristoyl to flip
Abl conformations; in the case of K-Ras oncogenic mutations, the
most aggressive K-RasG12V shifts the ensemble to the active state
even when GDP-bound; in PI3K, an activated receptor binding
shifts the ensemble to the active state, relieving the autoinhibi-
tion. And splicing isoforms preferentially bind partners to opti-
mize function as in the case of K-Ras4A which favors Raf-1
whereas K-Ras4B prefers B-Raf, interestingly mimicking Rap1A,
which favors B-Raf, over Raf-1. The C-terminal of Rap1A is strongly
positively charged, resembling K-Ras4B. Rap1B’s is neutral,
resembling H-Ras and N-Ras.86

Here, we underscore conformational propensities. These deter-
mine protein function and cell activity. The relative number of active
conformations, or molecules, decides the protein functional state:
active or inactive. Together with expression level, they also determine
signaling strength. Signaling strength decides cell activity. Exactly
how to experimentally measure signal strength to establish cell
activity is still enigmatic. Yet, this is vital as conformational propen-
sities and the ensuing signaling strength can establish cell prolifera-
tion and forecast the emergence of drug resistance.
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