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Metabolites are substances produced during metabolism, playing roles in biological processes such as

biochemical reactions, signaling and gene expression. Metabolomics is a study of all metabolites and

metabolic patterns in the body in response to genetic and environmental stresses. With advanced

analytical techniques, metabolomic analysis generates large-scale and complex datasets that must be

interpreted for meaningful biological information. Machine learning is an emerging area and applied to

reveal the data structure, achieve the predictability of trends, and discover the metabolic patterns of

metabolomic data in environmental science. Here, we review the applicability of machine learning to

screen active metabolites with metabolomics in environmental science, while presenting the use of

machine learning for metabolomics data processing, toxic effects of environmental pollutants, and

health outcomes of environmental exposure. We also discuss the potential of combining integrative

metabolomics with novel machine learning algorithms for the challenges of complex relationships

between active metabolites and environmental exposures.
Environmental signicance

Metabolites are the substances produced during metabolism that occur naturally within cells and biological systems. Metabolomics has been used to analyze
hundreds to thousands of metabolites, and enabled in-depth insight into metabolic changes of living organisms in response to environmental stresses, such as
environmental pollution, diseases, and extreme climate. With emerging technologies leading to the continuous generation of highly accurate and dynamic
environmental metabolomic data, there is a great need for more powerful machine learning algorithms to drive the widespread use of metabolomics for
screening active metabolites associated with the toxic effects of environmental pollutants and health outcomes of environmental exposure. This paper will
expand and contribute to that sphere of interest in machine learning-driven metabolomics research in environmental science.
Introduction

Metabolomics is the systematic study of the levels, function,
and transformation of metabolites in a biological system. These
endogenous metabolites are nal products due to gene and
protein activity and are directly related to biochemical activities,
reecting the changes in the physiology and pathology of living
organisms, as well as the action of genetic and environmental
stress.1 Metabolomics is increasingly used in environmental
science, not only to understand the biological mechanisms of
environmental stress on organisms but also to understand the
interactions between active metabolites and functional mole-
cules induced by environmental stress. Environmental stress
may arise from abiotic stressors such as chemical pollutants,2

diet,3 and also biotic stressors such as pathogens4 and aging.5

With the rapid development of a range of analytical instru-
mentals, such as liquid chromatography-mass spectrometry
ced Interdisciplinary Studies, Southern
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the Royal Society of Chemistry
(LC-MS), gas chromatography-mass spectrometry (GC-MS),
capillary electrophoresis-mass spectrometry (CE-MS), and
nuclear magnetic resonance spectroscopy (NMR), metab-
olomics techniques enable the separation, detection, and
quantitation of a wide range of metabolites and their associated
biochemical metabolic pathways.6 Due to the diverse properties
of metabolites, a combination of analytical techniques is
required to detect all metabolites in biological samples, facili-
tating increased metabolite coverage. Advanced analytical
techniques generate large volumes of highly sensitive and high-
resolution metabolomics data, combined with new data anal-
ysis strategy approaches, allowing the identication of complex
metabolites and the annotation of physiological and patholog-
ical phenomena arising from environmental stress7,8 (Fig. 1).

Machine learning is a data analytics technique that guides
computers to learn data patterns, gain insight into the data
structure, achieve the predictability of trends, and discover the
scientic patterns in the metabolomic data. The use of classical
multivariate statistical and machine learning methods, such as
principal component analysis (PCA),9 partial least squares
(PLS),10 support vector machines (SVMs),11 random forests
(RFs),12 and least absolute shrinkage and selection operator
Environ. Sci.: Adv., 2022, 1, 605–611 | 605
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Fig. 1 Machine learning and metabolomics application for environmental science.
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(LASSO),13 has increased dramatically over the past decade,
contributing to the identication of metabolites associated with
environmental toxicology and human health. Several soware
tools help the implementation of machine learning algorithms,
for example, TensorFlow Keras, mlr3, Scikit-Learn, or Pytorch.
The purpose of this article is to summarize machine learning in
metabolomic data processing and its application in environ-
mental science and discuss the current challenges and oppor-
tunities for machine learning in the interdisciplinary elds of
metabolomics and environmental science.

Metabolomics data processing for environmental research

The processing of raw data obtained from mass spectrometry-
based metabolomics includes peak detection, mass spectra
deconvolution, metabolite identication, data quality control,
and active metabolite screening. A number of free and
commercial soware have been widely used for metabolomics
data processing such as MZmine2,14 XCMS,15 and MS-DIAL.16

However, many challenges, such as false-positive feature
extraction, unknown metabolite identication, and metabolic
network annotation are still unresolved. Recently, it has been
found that deep neural network-based algorithms for peak
extraction, segmentation, and identication of metabolic data
show higher accuracy than traditional peak extraction algo-
rithms. A study by Melnikov et al. developed the “peakonly”
algorithm for feature detection based on the use of a deep
neural network for LC-MS chromatographic data.17 A series of
machine learning based algorithms were furtherly proposed to
evaluate and classify peaks based on peak quality metrics,17–20

such as deep neural network,21 adaBoost,22 SVMs, and RFs.23

Metabolite identication remains one of the main chal-
lenges in metabolomics. In general, metabolites detected from
mass spectrometry-based metabolomics are identied by
comparing parameters of similarity degree between unknown
compounds and reference compound data, such as retention
time, exact mass, mass fragmentation patterns, collision cross-
section value, and so on. However, this traditional approach is
limited by the spectra quality and coverage of known
compounds in the reference database. An effective strategy is to
predict the spectra of known compounds, based on in silico
606 | Environ. Sci.: Adv., 2022, 1, 605–611
methods of machine learning. Such soware tools include
CFM-ID,24 CSI:FingerID,25 and FingerID.26 It is noted that Chao
et al. used CFM-ID to generate predicted spectra for compounds
of the Distributed Structure Searchable Toxicity (DSSTox) data-
base in the U.S. Environmental Protection Agency (EPA), with
a total of approximately 765 000 substances.27

The application of quality control in the eld of metab-
olomics is essential to ensure the collection of high-quality data.
Signal dri and batch effects are important factors affecting the
data quality in large-scale metabolomics. A quality control-
based machine learning algorithm: random forest signal
correction (QC-RFSC) was developed in our previous work for
the evaluation of data quality and removal of unwanted varia-
tions for large-scale metabolomic data.12,28 Alternatively,
machine learning approaches such as SVMs and deep adver-
sarial learning29 have been gradually introduced into the quality
control procedures in the eld of metabolomics.

While we have discussed the application of machine
learning for challenges in data processing of metabolomics
research, environmental metabolomics faces more specic
problems in environmental science. Environmental contami-
nants are very complex and diverse, and their exposure is
accompanied by the generation of transformed products and
metabolites. For example, a recent study found that the expo-
sure of mono (2-ethylhexyl) phthalate (MEHP) that is a trans-
formed metabolite of a transformed product of Di (2-ethylhexyl)
phthalate (DEHP) might lead to mutagenicity.30,31 The use of
machine learning-based tools makes it possible to discover
known or unknown transformed metabolites derived from
environmental contaminants, such as BioTransformer.32 Kinds
of model organisms are used in environmental metabolomics
studies, such as earthworms33 and water ea.34 Machine
learning has the potential to aid in the development of species-
specic metabolic pathways and metabolic responses under
environmental stress.35,36

Toxic effects of environmental pollutants

A large number of scientic papers have looked at the toxic
effects of environmental pollutants, particularly metals,37

pesticides,38 and persistent organic pollutants (POPs).39
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Previous studies on the toxicological effects of environmental
pollutants have focused on physiological and biochemical
indicators. Computer-assisted modeling methods such as
quantitative structure–activity relationships (QSARs) are a key
method to predict the chemical toxicity using structural and
physicochemical environmental pollutants.40 Metabolomic
approaches provide a new way to nd active metabolites as
biological indicators of the toxicity of environmental pollutants.
Principal component analysis (PCA) and partial least squares
discriminant analysis (PLS-DA) in the form of multiple regres-
sion have been widely used for dimensionality reduction to
a visual data structure and metabolic phenotype classication.
PLS-DA is a supervised method, which allows identifying
metabolites that contribute to classication as signicantly
changed metabolites. PLS-DA and orthogonal PLS-DA were the
most widely usedmethods to screen the potential biomarkers of
toxic effects of environmental pollutants, such as BDE-47,41

BDE-3,42 BDE-209,43 bisphenol-A,44 bisphenol S,45,46 and clim-
bazole.47 In addition, Guo et al. applied PLS-DA in mass spec-
trometry imaging-based metabolomics for the discovery of
kidney tissue-specic nephrotoxic biomarkers of cadmium
exposure.48 Apart from the traditional multivariate statistical
analysis methods, the backpropagation neural networks were
recently reported for the rst time and applied to metabolomic
data for the investigation of metabolites and the disturbed
metabolic pathways of nanotoxicity of engineered nano-
particles, allowing fast evaluation of environmental health risks
induced by known and unknown engineered nanoparticles.49

While we have discussed the application of machine
learning for challenges in data processing of metabolomics
research, environmental metabolomics faces more specic
Fig. 2 General schema of machine learning for environmental metabol

© 2022 The Author(s). Published by the Royal Society of Chemistry
problems in environmental science. Environmental contami-
nants are very complex and diverse, and their exposure is
accompanied by the generation of transformed products and
metabolites. For example, a recent study found that the expo-
sure of mono (2-ethylhexyl) phthalate (MEHP), a transformed
metabolite of a transformed product of Di (2-ethylhexyl)
phthalate (DEHP), might lead to mutagenicity.50,51 The use of
machine learning-based tools makes it possible to identify
known or unknown transformed metabolites derived from
environmental contaminants, such as BioTransformer.52
Health outcome of environmental exposure

The human health risk is inuenced by a combination of
genetic and environmental exposure, such as diet,53 aging,54 and
pollutants.55 Metabolomics provides insight into how environ-
mental factors reshape the metabolic phenotype of living
organisms and help to identify active metabolites associated
with environmental exposures. Environmental pollutants may
be one of the notable environmental factors that can signi-
cantly modify health outcomes. Machine learning-based
approaches were applied to reveal the association between
environmental contaminant exposure and metabolites. The
linear model is one of the most popular methods to calculate
the linear relationship between the levels of environmental
pollutant exposure and metabolites. For example, Wang et al.
performed a linear regression analysis to investigate the asso-
ciation of metals with the 18 endogenous metabolites among
Chinese children and the elderly population.56 Yan et al. re-
ported perturbations of the serum metabolome in response to
pesticides and associations between groups of metabolites and
multiple pesticides. However, linear models are not suitable to
omics in environmental science.

Environ. Sci.: Adv., 2022, 1, 605–611 | 607

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2va00107a


Environmental Science: Advances Perspective

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
A

ug
us

t 2
02

2.
 D

ow
nl

oa
de

d 
on

 1
0/

17
/2

02
5 

7:
54

:2
5 

PM
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
handle nonlinear data. Nonlinearity is a common phenomenon
when assessing association among health outcomes, environ-
mental exposure, and metabolites.

Because of non-linear relationships between environmental
pollutants and metabolites, nonlinear models are gradually
being selected to study the interaction of environmental
pollutants andmetabolites. A trend of interest is that non-linear
machine learning algorithms are being used for health outcome
prediction. In addition, populations may be exposed to chem-
ical mixtures, and the health effects of chemical mixtures can be
revealed by using machine learning techniques, e.g. RFs,
LASSO, logistic regression,57 and Bayesian kernel machine
regression (BKMR).58 Luan et al. performed the quantitative
analyses of multiple endocrine-disrupting chemicals and
metabolites for a longitudinal cohort with 2317 pregnant
women, and a random forest model with recursive feature
elimination was successfully used to predict the gestational age
with high accuracy, and interpret the mixture effect of
endocrine-disrupting chemicals on pregnancy.59 BKMR based
on the kernel machine framework was recently developed to
estimate the health effects of multi-pollutant mixtures. Matta
et al. studied the association between endometriosis and
persistent organic pollutants, and BKMR was used to examine
the joint effects of complex multi-pollutant mixtures and
interactions between chemicals andmetabolites.60 Compared to
a whole population, personal exposure is more dynamic and
spatiotemporal. Jiang et al. studied personal airborne biological
and chemical exposure, and furtherly revealed associations
among organisms, metabolites, and chemicals by using various
models, such as sparse canonical correlation analysis, LASSO,
and others.61

Conclusions and prospects

With growing interference from environmental stress, such as
biotic and abiotic pollution, diseases, and extreme climate, the
need to understand the effects of our environment would
remain paramount. Metabolomics is an important tool for
environmental research, capable of interpreting the biological
effects of environmental stress through the measurement of
a number of active metabolites. Machine learning has been
used in the areas of metabolomics and environmental science
due to recent advances in computing power. Notable machine
learning achievements in environmental metabolomics, for
example, have aided active metabolite screening, evaluation of
toxic effects of environmental pollutants, and prediction of
health outcomes of environmental exposures in the human
population (Fig. 2). Outstanding challenges remain in the
application and acceptance of machine learning for dynamic,
heterogeneous, and multi-dimensional data from metab-
olomics and environmental exposure.

Machine learning has been intensively used in metab-
olomics techniques, including data interpretation, identica-
tion of metabolic patterns and decision making, as well as
metabolite identication. However, the application and accep-
tance of novel machine learning-based metabolomics for envi-
ronmental science remain low. Most environmental
608 | Environ. Sci.: Adv., 2022, 1, 605–611
metabolomic studies oen use the traditional data analysis
methods, such as PCA, PLS-DA, and OPLS-DA, ignoring their
characteristics. Both of PCA and PLS-DA are typical linear
methods to construct linear relationships between environ-
mental stress and metabolic effects. However, non-linear rela-
tionships of environmental pollutants and toxic effects can
oen be observed. Some environmental contaminants' toxic
effects may occur at low doses.62 Non-linear machine learning is
likely to be the realistic approach to meeting requirements for
the evaluation of toxic effects and the selection of key features.

As we know, the human body is exposed to multiple envi-
ronmental stressors simultaneously, such as environmental
pollutants, bacteria, and viruses. The joint effects of multiple
exposures can be assessed by using metabolomics with the
perturbation of metabolites or metabolic pathways in the
human body.63 Moreover, there are tremendous amounts of
dynamic, heterogeneous, and multi-dimensional data accu-
mulated from exposome and metabolome studies. Articial
neural networks are an active subeld of machine learning.
Compared to classical machine learning algorithms, articial
neural networks have better performance on big data sets
because of the large number of hyperparameters that can be
tuned.64 However, few studies were reported about the appli-
cation of articial neural networks in environmental metab-
olomic studies. It is critical to address these issues and provide
novel computational methods to handle complex relationships
between metabolite and multi-pollutant exposure. It is also
conceivable that soon new technologies will lead to the
continuous generation of highly accurate and dynamic data.
There is a great need for more powerful machine learning
algorithms to drive the widespread use of metabolomics in
environmental science.
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