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Quantum computing may revolutionize chemistry, yet
near-term quantum computers are confined by limited
number of qubits and noisy quantum gates. By integrating
energy sorting variational quantum eigensolver (ESVQE)
and density matrix embedding theory (DMET), the
applicability of near-term quantum computers is greatly
expanded. Numerical benchmarks on a variety of chemical
systems show that the DMET-ESVQE is able to reduce the
number of qubits required by an order of magnitude while
maintaining accuracy comparable to CCSD or Full Cl.
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Quantum computing has recently exhibited great potential in predicting chemical properties for various
applications in drug discovery, material design, and catalyst optimization. Progress has been made in
simulating small molecules, such as LiH and hydrogen chains of up to 12 qubits, by using quantum
algorithms such as variational quantum eigensolver (VQE). Yet, originating from the limitations of the size
and the fidelity of near-term quantum hardware, the accurate simulation of large realistic molecules
remains a challenge. Here, integrating an adaptive energy sorting strategy and a classical computational
method—the density matrix embedding theory, which respectively reduces the circuit depth and the
problem size, we present a means to circumvent the limitations and demonstrate the potential of near-
term quantum computers toward solving real chemical problems. We numerically test the method for
the hydrogenation reaction of CgHg and the equilibrium geometry of the C;g5 molecule, using basis sets
up to cc-pVDZ (at most 144 qubits). The simulation results show accuracies comparable to those of
advanced quantum chemistry methods such as coupled-cluster or even full configuration interaction,
while the number of qubits required is reduced by an order of magnitude (from 144 qubits to 16 qubits
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1 Introduction

Various methods based on wave function theory, from the
primary mean-field Hartree-Fock to high accuracy coupled-
cluster and full configuration interaction methods, have been
developed to simulate many-electron molecular systems.™*
However, owing to the exponential wall,® the exact treatment of
those systems with more than a few dozens of orbitals remains
intractable for classical computers, hindering further investi-
gations on large realistic chemical systems. Quantum
computing is believed to be a promising approach to overcome
the exponential wall in quantum chemistry simulation,*® which
may potentially boost relevant fields such as material design
and drug discovery. Despite the great potential, fault-tolerant
simulation of realistic molecules is still far beyond the current
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industrial chemical problems on near-term quantum devices.

reach.”™ In the present noisy intermediate-scale quantum
(NISQ) era,' variational quantum eigensolver (VQE), as one of
the most popular quantum-classical algorithms,*****” has been
exploited to experimentally study molecules from H, (2
qubits),** BeH, (6 qubits),'* H,O (8 qubits),* to H;, (12 qubits)*®
and isomers of benzyne C¢H, (4 qubits).?**® Meanwhile, the
largest scale numerical molecular VQE simulation is C,H, (28
qubits).”” The simulation of even large molecular systems might
be realized in the future with the recently developed fermionic
quantum emulator,* which utilizes the particle number and
spin symmetry along with custom evolution routines for
Hamiltonians to reduce the memory requirement.

However, realistic chemical systems with an appropriate
basis set generally involve hundreds or thousands of qubits,
and whether VQE with NISQ hardware is capable of solving any
practically meaningful chemistry problems remains open. The
main challenge owes to limitations on the size (the number of
qubits) and the fidelity (the simulation accuracy) of NISQ
hardware.'>'”'%?' Specifically, it is yet hard to scale up the
hardware size, while maintaining or even increasing the gate
fidelity. Experimentally, when VQE is directly implemented on
more than hundreds of qubits, the number of gates needed
might become too large so that errors would accumulate dras-
tically and error mitigation would require too many measure-
ments to reach the desired chemical accuracy.
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Adaptive and hybrid classical-quantum computational
methods provide more economical ways to potentially bypass
the conundrum. On the one hand, adaptive VQE algorithms***
can greatly reduce the circuit depth and hence alleviate the
limitation on the gate fidelity. On the other hand, noticing the
fact that most quantum many-body systems have mixed strong
and weak correlation, we only need to solve the strongly corre-
lated degrees of freedom using quantum computing and
calculate the remaining part at a mean-field level using classical
computational methods. Along this line, several hybrid
methods have been proposed by exploiting different classical
methods,** such as density matrix embedding theory,
dynamical mean field theory,**** density functional theory
embedding,” quantum defect embedding theory,***” tensor
networks,>?* and perturbation theory.”> Density matrix
embedding is one of the representative embedding methods
that have been theoretically and experimentally developed in
several studies,*>**"%% yet the practical realization toward
realistic chemical systems remains a significant technical
challenge.

In this work, we integrate the adaptive energy sorting
strategy®® and density matrix embedding theory,***** and
provide a systematic way with multiscale descriptions of
quantum systems toward practical quantum simulation of
realistic molecules. We numerically study chemical systems
with strong electron-electron correlation with specific geome-
tries, including the homogeneous stretching of the H,, chain,
the reaction energy profile for the hydrogenation of CsHg and
the potential energy curve of the C;3 molecule.* While using
a much smaller number of qubits (from 144 qubits to 16 qubits
for the C;5 molecule) and a much shallower quantum circuit,
our method can still reach high accuracy comparable to coupled
cluster or even full configuration interaction calculations. Our
work reveals the possibility of studying realistic chemical
processes on near-term quantum devices.

48-51

2 Framework

The generic Hamiltonian of a quantum chemical system under
the Born-Oppenheimer approximation* in the second-
quantized form can be expressed as

I:I = Enuc + Zﬁkl +
k1

Z I}klmm (1)

k,I,m,n

where E,, is the scalar nuclear repulsion energy, Dy = duala
N 1 At a .

and Vigmn = Ehklmnaltafaman are the one and two-body inter-

action operators, respectively, &, (a}) is the fermionic annihi-
lation (creation) operator to the pth orbital, and {diy} and {Agmn}
are the corresponding one- and two-electron integrals calcu-
lated with classical computers, respectively. Here, we denote the
spin-orbitals of the molecule as k, 1, m, and n. Variational
quantum eigensolvers (VQESs) can be used to find a ground state
of the Hamiltonian in eqn (1).*” The key idea is that the
parametrized quantum state ¥(07) is prepared and measured
on a quantum computer, while the parameters are updated
using a classical optimizer on a classical computer. The ground
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state can be found by minimizing the total energy with respect
to the variational parameters 6~, following the variational
principle, E = ming~(W(07)|H[W(67)).

The above quantum algorithm entails a number of qubits no
smaller than the system size, making it inaccessible to large
realistic molecular systems. Here, we introduce the quantum
embedding approach, a powerful classical method originally
proposed by Knizia et al,* to reduce the required quantum
resources. We consider to divide the total Hilbert space .# of the
quantum system into two parts, the fragment A with L, bases
{|A;)} and the environment B with Ly bases {|B;)}, respectively.
The full quantum state in the {|A;)|B;)} basis can be represented
by |¥) = S"W;j|A;)|B;) with dimensions L, x Lg. However, this

ij
can be largely reduced by considering the entanglement
between the two parts. Specifically, the quantum state |¥) can
rotated basis {|A.)|B.)} as

be decomposed into a

La ~ -
|W) =" Au|Aq)|Ba), corresponding to Schmidt decomposition
o

of bipartite states. After the decomposition, we can split the
environment into at most L, bath states that are entangled with
the fragment and purely disentangled ones. We could thus
construct the embedding Hamiltonian by projecting the full
Hamiltonian A C.# into the space spanned by the basis of the
fragment and bath as H.,,, = PHP with the projector P defined
as P =" |A.Bg)(A.Bs|. We note that the embedding Hamilto-
of

nian can be represented in the rotated spin-orbitals p, q, r, s
with renormalized coefficients Zip‘q and ﬁp‘qm (see the ESIY),
and admits the second-quantized form as that in eqn (1).

We can find that if |¥) is the ground state of a Hamiltonian
H, it must also be the ground state of Hp. This indicates that
the solution of a small embedded system is the exact equivalent
to that of the full system,” with the dimensions of the
embedded system reduced to L, x L. In principle, the
construction of P requires the exact ground state of the full
system |¥), which makes it unrealistic from theory. However,
since we are interested in the ground state properties (for
instance, the energy, which is a local density), we can consider
to match the density or density matrix of the embedding
Hamiltonian and the full Hamiltonian at a self-consistency
level. More specifically, we consider a set of coupled eigen-
value equations

I:Imf|(p> = Emf|@>a I:Iemb|g’> = Eemb|]p>a (2)

which describe a low-level mean-field system and a high-level
interacting embedding system, respectively. Here, the mean-
field Hamiltonian can be constructed provided the correlation
potential € as Hy,¢ = H%¢ + C, and we can efficiently obtain the
low-level wavefunction |®) and hence the one-body reduced
density matrix 'Dyy = (Ezltle). Here HmfO0 is the original mean-
field Hamiltonian constructed directly from A and 'Dy. Given
the solution of the eigenvalue equations in eqn (2), we can also
obtain the reduced density matrix of the embedded system. At
a self-consistency level, we can match the reduced density
matrices of the multilevel systems by adjusting the correlation

© 2022 The Author(s). Published by the Royal Society of Chemistry
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potential C in the mean-field Hamiltonian H,,¢, and we obtain
a guess for the ground state solution at convergence.

Next, we discuss how to get the solution of the high-level
embedding Hamiltonian using variational quantum eigensolv-
ers. The key ingredient in VQE is to design an appropriate
circuit ansatz to approximate the unknown ground state of the
chemical system. Here, we use the unitary coupled-cluster
(UCC) ansatz,”*”> which effectively considers the excitations
and de-excitations above a reference state. The UCC ansatz is
defined as |¥) = exp(T — T7)|¥,), where |¥,) is chosen as the
Hartree-Fock ground state represented in the basis of the
embedded system, and T is the cluster operator. The cluster
operator truncated at single- and double-excitations has the

form
7(7) =

Z ‘9perr + Z Opars qurSa

pevir p>qr>s:
re occ p,qe vir
r,S€0cC

where the one- and two-body terms are defined as T, = &)@, and
Tpqrs = @haba.as, respectively. Then, we can get the high-level
wavefunction by optimizing the energy of the embedded
system, E = ming(¥(07)|Hemp|¥(67)), and thus can obtain the
reduced density matrices 'D. Matching the reduced density
matrices with those of the mean-field system forms a self-
consistency loop until convergence.

3 Implementation

Here, we discuss the implementation of the quantum embed-
ding theory in practice. In this work, we employ the energy
sorting (ES) strategy®® to select only the dominant excitations in
the original operator pool and construct a compact quantum
circuit in VQE procedures. We term the algorithm DMET-ESVQE
and an overall schematic flowchart is presented in Fig. 1. Our
detailed algorithm can be found in the ESL{

In practical molecular DMET implementation, we determine
the fragment partition on the basis of atomic orbital

! Divide the chemical

Setup initial state and |
i

I Map fermions to qubits & '

| |
1 - '
] 1

, system into fragments operator pool 0 i : compile quantum circuit |
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Fig. 1 The workflow for the DMET-ESVQE method. The chemical
system is first decomposed into fragments. Then the effective
embedding Hamiltonian Hemp(tigobal in DMET iteration is solved by
ESVQE. The ESVQE module utilizes quantum devices in the blue box to
prepare quantum states and measure physical observables. Both
DMET iteration and ESVQE parameter optimization are carried out on
a classical computer, indicated by green boxes.
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interactions. The conventional partitioning based on clusters of
atoms chooses the set of single-particle bases 2§ for fragment A
as Qf = UQ}, where Q7 is the set of bases located on the jth
atom of f’ragment A. Here, we define a set of inactive orbitals

QA ctreated at the mean-field level and excluded from the DMET
A
—2. Note that

mf

iteration, resulting in a reduced basis set Q* =

Q& ¢ could be an empty set. Compared to Qf, Q* can more
effectively capture the entanglement between the orbitals and is
more compact for the VQE procedure. During the DMET opti-
mization, we introduce a global chemical potential pgiopar to
preserve the total number of electrons Ny, and the DMET cost
function £(goba) can now be written as

2
Mglobdl = (Z Z Dtra A ,u'globa]) +Nmt _Nocc) ’ (3)

re QA

> Dfr’f is the number of electrons in the

AreQh,
inactive orbitals obtained at the mean-field level, termed the

single-shot embedding.*® We note that D2 is invariant during
single-shot embedding iteration, and thus Ny,¢ is not a function
of wgional- This feature distinguishes the approach from simply
adopting an active space high-level solver. More details can be
found in the ESL ¥

For the ESVQE part, an efficient ansatz for each of the frag-
ment is constructed by selecting dominant excitation operators
in the operator pool O = {T, Tpqrs }- Here, the importance of
the operator T;€ O is evaluated by the magnitude of energy
difference between the reference state as AE; = E; — E..¢ With E;
= mi}lgf<llfref\e—a’(f"i — THa(T; — T)|Wi) and Eue =
(Wief|H|Wref). The operators with contributions above
a threshold |AE;| > ¢ are picked out and used to perform the VQE
optimization. Extra fine-tuning can be performed by iteratively
adding more operators to the ansatz until the energy difference
E*1 _ E® between the (k — 1)th and the kth iteration is smaller
than a certain convergence criterion. In this work we skip this
step for simplicity. More details can be found in the ESL{

where Npf =

[~"RHF ——CCSD ——FCI -+-ESVQE -#-DMET-ESVQE -+-MRCI+Q+FI2@CBS
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Fig.2 DMET-ESVQE simulated homogeneous stretching of an evenly
spaced hydrogen chain composed of 10 atoms in (a) STO-3G and (b)
6-31G basis sets, in comparison with RHF, CCSD and FCI results. The
MRCI + Q + F12@CBS results in both panels can be considered as the
exact reference in the complete basis set (CBS) limit.”* For the STO-3G
basis set, we also show the results obtained by conventional ESVQE.
The grey horizontal line indicates the exact dissociation limit
composed of non-interacting hydrogen atoms.
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4 Results and discussion

To benchmark our algorithm, we first show the simulated
potential energy curve for the homogeneous stretching of
a hydrogen chain composed of 10 atoms in Fig. 2, a benchmark
platform for advanced many-body computation methods.””*
Classical quantum chemistry calculations are performed with
the PySCF package” (the same hereinafter unless otherwise
stated). In our DMET-ESVQE simulation, we consider each
hydrogen atom as a fragment (Q4; = ). With both STO-3G
and 6-31G basis sets, DMET-ESVQE is in excellent agreement
with FCI results. The coupled-cluster singles and doubles
(CCSD) method performs well near the equilibrium bond
distance; however, in the dissociation limit (bond distance > 1.7
A) its calculation fails to converge.” For the STO-3G basis set,
conventional ESVQE with 20 qubits is performed for a limited
number of bond distances due to the prohibitive computational
cost. Surprisingly, in the dissociation limit, DMET-ESVQE is
more accurate than conventional ESVQE despite the drastic
reduction of the number of qubits. This counter-intuitive
outcome, along with a detailed analysis of the errors, is dis-
cussed in the ESL{ To evaluate the error introduced by the
incomplete basis set, we include results from the MRCI + Q +
F12 method in the complete basis set (CBS) limit,” which can
be considered as the true ground state energy for the potential
energy curve of Hy,. By comparing Fig. 2(a) and (b), we find that
using a larger basis set brings the potential energy curve
produced by DMET-ESVQE much closer to the MRCI + Q +
F12@CBS reference curve and the exact dissociation limit,
which is only made possible by the DMET framework.

Next, we study the energy profile for the addition reaction
between C¢Hg and H, in the gas phase, which is a simplified
model for the addition of hydrogen to conjugated hydrocar-
bons, an essential step for many organic synthesis routes.”*”® A
schematic diagram of the addition reaction is depicted in
Fig. 3(a). A large fraction of the molecule is involved in conju-
gated 7 bonds, which poses a challenge for quantum embed-
ding theories. Besides, the transition state, defined as the first
order saddle point in the potential energy surface, is known to

(@) (®) o2

Hag
Ly "
Hoy
H o St HogH g o0
(o] C 2
I nH b=t
PN PN ]
H H™ "H H7C o]
i) A R T SR
# sition stz HorCu E
transition state A =
oy
e 02

reactants

-4 -2 0 2 4
IRC (amu'/? . Bohr)

Fig. 3 The potential energy curve for the hydrogenation reaction of
CgHg with H,. (a) A schematic view for the hydrogenation reaction of
CeHg with H,. Each atom in the magenta box is considered as a single
fragment. (b) Comparison of the energies obtained with RHF, B3LYP,
CCSD and DMET-ESVQE along the IRC of the reaction. The relative
energy E,e is E — Ets where Exs is the transition state energy. Note that
Ets is different for different methods.
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be difficult for electronic structure methods. In DMET-ESVQE
simulation, each atom in the magenta box is considered as
a single fragment with the 1s orbitals for carbon atoms frozen.
The transition state and the intrinsic reaction coordinates
(IRCs)™ for the reaction are determined by density functional
theory (DFT) with the hybrid functional B3LYP under an STO-3G
basis set using the Gaussian 09 package.® In Fig. 3(b), we plot
the relative energy E..; = E — Ers along with the IRC, where Erg is
the transition state energy. The absolute value of Eys can be
found in the ESI.f In agreement with the common quantum
chemistry perception, restricted Hartree-Fock (RHF) over-
estimates the reaction barrier, while B3LYP (DFT) underesti-
mates the reaction barrier. On the other hand, the energy profile
generated by DMET-ESVQE is in remarkable agreement with
the highly accurate and time-consuming CCSD method. We
note that using a basis set larger than STO-3G is essential for
a more realistic description of the reaction.

The last system studied is the C;3 molecule, a novel carbon
allotrope with many potential applications such as molecular
devices due to its exotic electronic structure.®** Before its
experimental identification,® the equilibrium geometry of the
molecule is under heated debate: DFT and perturbation theory
(MP2) often conclude a Dyg;, cumulenic structure, yet high-level
CCSD calculations indicate that a bond-length and bond-angle
alternated polyynic structure is more energetically favoured.®
In 2019, the polyynic structure is confirmed unambiguously via
experimental synthesis of the molecule.”” In this work we
investigate a series of geometries of the C;3 molecule, as shown
in Fig. 4(a), to determine the molecule's equilibrium geometry.
These geometries are generated by relatively rotating two

(a) (b) STO-3G BLA (A)
04 0.0

0.4

< TJHF
B3LYP
——- CCSD
—#— DMET-ESVQE

o
=

E.. (Hartree)
s

e
=3

e
8
i
=
<
<
N

o
IS

o
o

b
Y

€ cumulenic: 6 = 20°, BLA = 0, Dyg;,
@ polyynic: 6 # 20°,BLA # 0, Doy,

E,. (Hartree)

e
=3

Fig. 4 (a) A schematic diagram of the Ci;g molecule. 6 is the angle
between the two interleaving Cg nonagons, one of which is indicated
with orange dashed lines. R is the radius of the regular nonagons. d;
and d, are the two sets of C-C bond lengths, respectively. (b) and (c)
Comeparison of the energies obtained with UHF, B3LYP, CCSD and
DMET-ESVQE for the potential energy curve of the Ci;g molecule
within (b) STO-3G and (c) cc-pVDZ basis sets. The relative energy E, ¢ is
defined as £ — Ecymuy Where Ecymy is the energy for the 6 = 20°
cumulenic structure. The DMET-ESVQE results suggest that the bond-
length alternating structure is favoured, which agrees with experi-
mental observation.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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interleaving Co regular nonagons by an angle of § € [0, 40°], with
all carbon atoms located on the same plane. We define d; and d,
as the lengths of the two sets of C-C bonds in the molecule and
the bond length alternation (BLA) as d; — d,. The § = 20°
geometry is known as the cumulenic structure, while for other
cases the geometries with Do, symmetry are called the polyynic
structure. The radius R of the regular nonagon is determined to
be 3.824 A via geometry optimization at the CCSD/STO-3G level
using the Gaussian 09 package.*®

In Fig. 4(b), we present the potential energy curve in the
physically intriguing region 6 € [16.8°, 23.2°] within the STO-3G
basis set. The relative energy E.| iS Ere| = E — Ecumu, Where Ecymu
is the energy for the # = 20° cumulenic structure. The absolute
value of E.,my can be found in the ESI.{ For this pathological
system, RHF is known to suffer from the convergence problem?®*
and thus the unrestricted Hartree-Fock (UHF) results are
shown. However, the UHF energy curve is qualitatively incorrect
in that it anticipates the cumulenic structure to be more stable.
The representative DFT method B3LYP predicts a rather flat
potential energy curve around ¢ = 20° and the polyynic struc-
ture is slightly favoured by 11 mH compared to that of the
cumulenic structure. Because it is well documented that the full
degree of freedom optimization at the B3LYP level yields
a cumulenic structure,®*® we believe the slight advantage of the
polyynic structure shown in Fig. 4(b) is an artifact of the fixed R.
In DMET-ESVQE simulation, we treat each carbon atom as
a fragment with the 1s orbital frozen. As illustration, the
orbitals of the fragment and the corresponding bath under the
STO-3G basis set at the angle # = 18° are shown in Fig. 5. The
orbitals are generated by the PYSCF package and drawn by
using VESTA software.®”” Unlike UHF and B3LYP, DMET-ESVQE
correctly reproduces the polyynic structure. We note that
solving the ground state of the full molecule with conventional
VQE requires 144 qubits under frozen core approximation,
while for DMET-ESVQE 16 qubits are sufficient for a correlated
treatment of the whole molecule. Fig. 4(c) shows the results with
Dunning's correlation-consistent basis set cc-pVDZ.*® In DMET-
ESVQE simulation, the 2s and 2p basis orbitals for each carbon
atom are considered as a single fragment and thus the effect of
high angular momentum orbitals is treated at the mean-field
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level. The general trends reflected by Fig. 4(b) and (c) are
consistent and only CCSD and DMET-ESVQE are able to
produce the correct equilibrium geometry.

5 Simulation with noise

To evaluate the algorithm on real noisy quantum devices, we
performed noisy simulations on the H;, molecule with the STO-
3G basis set using the QASM simulator from the Qiskit toolkit.*
As shown in Fig. 6(a), we first evaluate the shot-noise effect with
the number of shots ranging from 2'° to 2'® without extra gate
noise. DMET-ESVQE exhibits fast convergence versus the repe-
titions of the quantum circuit. The difference between the
reference values and the simulated result is no more than 15
mH. When the number of shots is increased to 2'*, the standard
deviation also decreases to around 1 mH.

We next consider depolarizing noise and apply zero-noise
extrapolation based on linear fitting using the Mitiq package®®
to mitigate noise, as shown in Fig. 6(b). The quantum observ-
able is measured at noise-scaled quantum circuits by unitary
folding and extrapolated to the zero-noise limit by linear fitting.
The scaling factors are 1.00, 1.25 and 1.50 in our calculations.
The calculated energy by naively applied DMET-ESVQE fails
when encountering large noise (depolarizing probability,
Pgepolar = 5 X 10~?). For smaller Pgepolar, the deviation becomes
smaller to tens of mH. After quantum error mitigation, the
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Fig. 6 (a) DMET-VQE energy vs. number of shots for the H;o mole-
cule without introducing gate noise. The bond distance is set to 1.0 A.
(b) DMET-VQE energy vs. depolarizing probability with 21° shots. The
red line is the calculated DMET-ESVQE energy using the ideal solver.

Fig. 5 The fragment and bath orbitals of the Cyg molecule under the STO-3G basis set at the angle § = 18°. (a)—(d) Fragment orbitals corre-
sponding to localized 2s and 2p orbitals in a single carbon atom (red ball). (e)—(h) Bath orbitals obtained by Schmidt decomposition.
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Table1l The reduction of the number of qubits and excitation parameters by DMET and ESVQE. cVQE represents conventional VQE without the

energy sorting (ES) strategy

System Basis Electrons Spin-orbitals Method Qubits Parameters
Hio STO-3G 10 20 ¢VQE 20 350
DMET-cVQE 4 2
DMET-ESVQE 4 1
Hyo 6-31G 10 40 cVQE 40 2925
DMET-cVQE 8 14
DMET-ESVQE 8 10
CeHy + H, STO-3G 34 68 ¢VQE 68 42 194
DMET-cVQE 16 152
DMET-ESVQE 16 105
Cyg STO-3G 72 144 cVQE 144 841 752
DMET-cVQE 16 152
DMET-ESVQE 16 44
Cig cc-pvDZ 72 144 cVQE 144 841 752
DMET-cVQE 16 152
DMET-ESVQE 16 43
deviation from the reference value decreases from 2.065 Hartree Nex = Hocctvir + Noccllyir(Moccltyic + 1)/2 (4)

to 0.249 Hartree for Pyepolar = 5 X 103, For calculations with
smaller Pyepolar, after QEM the deviation is further reduced to
less than 10 mH. DMET-ESVQE calculations show fast conver-
gence with the number of shots and robustness to noise.

With the quantum error mitigation method, we can achieve
desired simulation accuracy with respect to the reference value
computed from an ideal simulator. Our result indicates
a promising application on real quantum devices.

6 Quantum resource reduction

For the systems investigated in this work, DMET-ESVQE is able
to reduce the number of qubits by about an order of magnitude
and the number of excitation parameters by several orders of
magnitude, and thus effectively reduces the resource require-
ments for quantum devices. In Table 1 we show the reduction of
the number of qubits and excitation parameters by DMET and
ESVQE. For H,, the bond distance is set to 3 A while for CsHg +
H, and C;3 we use the transition state geometry and the
cumulenic geometry respectively. When counting the total
number of electrons and spin-orbitals, for C¢Hg + H, and Cyg
(STO-3G), we have frozen the 1s orbitals, and for C,4 (cc-pVDZ)
we have also frozen the 3s, 3p and 3d orbitals, in order for a fair
comparison with DMET. For conventional VQE (cVQE), the
number of qubits required are the same as the number of spin-
orbitals, assuming Jordan-Wigner transformation. In DMET
schemes, the number of qubits for the quantum solver is
determined by the maximum number of orbitals in each of the
fragment. Suppose in fragment A there are L, spin orbitals and
accordingly there are L, spin orbitals for the bath, then under
fermion-to-qubit mapping (such as Jordan-Wigner trans-
formation) 2L, qubits are required for the quantum solver. The
number of excitation parameters is computed assuming that
the total spin of the molecule is zero. Suppose there are 7y
occupied spatial-orbitals and n,;, unoccupied spatial-orbitals,
the total number of independent excitation amplitudes is:

8958 | Chem. Sci., 2022, 13, 8953-8962

where the first term and the second term correspond to single-
and double-excitations respectively. For the cumulenic structure
of C;3 DMET and ESVQE together realize a 19 576-fold parameter
number reduction. We expect the effect of DMET to be more
prominent for more complex chemical systems. We note here
that each parameter is associated with a generator 7; — 7, which
then transformed into the qubit type Pauli operator. The expo-
nential of the generator will decompose into a sequence of single-
qubit gates and two-qubit gates after the Trotter decomposition.
We refer readers to find more details about the decomposed
quantum gate and depth for the corresponding single-excitation
and double-excitation in Sec. II in the ESL{

7 Conclusion

In this work, we propose to integrate ESVQE with DMET for the
study of realistic chemical problems. For benchmarking
purposes, the typical model system H;, is first tested with the
STO-3G basis set, and we find that DMET-ESVQE reaches near
FCI accuracy. DMET also enables ESVQE simulation of H;, with
the 6-31G basis set, producing a potential energy curve much
closer to the reference result in the complete basis set limit. The
study of the hydrogenation reaction between C¢Hg and H,
shows that the accuracy of DMET-ESVQE is comparable to that
of CCSD, while the number of qubits required for VQE is
reduced from 68 qubits to 16 qubits. The last case studied in
this work is the equilibrium geometry of the C;3 molecule and it
is found that DMET-ESVQE correctly predicts the experimen-
tally observed polyynic structure with a significant reduction of
the quantum resource, from 144 qubits to 16 qubits. Our results
suggest that the DMET embedding scheme can effectively
extend the simulation scale of the state-of-the-art NISQ
quantum computers.

To further expand the capability of quantum embedding
simulation, the effort could be divided into two directions:
improved embedding scheme and high-level quantum solvers.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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For the embedding scheme part, the efforts could be further
divided into three sub-directions. One may need to develop
more effective partition schemes to capture the correlation
between the fragment and bath. Or, one may apply the self-
consistent fitting feature with a correlation potential to the
DMET iteration and try other cost functions, respectively.*
Particularly, one may consider to speed up the convergence
through projected DMET® and enhance the robustness and
efficiency of DMET via semidefinite programming and local
correlation potential fitting.** Finally, one may consider the
bootstrap embedding scheme, which has been tested on larger
molecule systems to achieve better accuracy and faster conver-
gence.”’ For the high-level quantum solvers part, there are at
least several directions that one can pursue. For the ESVQE, one
may reduce the energy threshold ¢ to increase the operator pool
size selected for the VQE iteration, thus further increasing the
accuracy. Apart from the energy sorting scheme, it is worth
trying other schemes such as k&-UpCCGSD*' to prepare trial
states in the high-level quantum solver. One may also try more
efficient optimizers or more advanced quantum algorithms to
find the ground state.”**® When implementing the high-level
quantum solver on real quantum systems, one may explore
quantum error mitigation methods to improve the accuracy of
the measurement results.'**%® For more efficient simulation of
larger molecule systems, advanced measurement schemes can
be used to reduce the measurement cost, such as (derandom-
ized) classical shadows or Pauli grouping methods to reduce the
measurement overhead.'®*%106-108

The synergistic development of quantum embedding theory,
high-level quantum solvers and quantum devices provides a great
chance of solving strongly correlated chemical systems in future.
For example, one of the holy grails for quantum chemistry is the
electronic structure of the iron-sulfur clusters of nitroge-
nase,”"*"® which contains eight transition metal atoms and
exhibits strong correlation. Within the polarized triple-zeta basis
set, it requires about 50 basis functions to describe each metal
atom. If, in the future, 200 qubits with a sufficiently long coher-
ence time and high gate fidelity are available, the clusters can be
divided into fragments consisting of individual transition metal
atoms, such that the fragment + bath problem of embedded
transition metal atoms can be solved accurately using efficient
VQE algorithms. The successful implementation of the proposed
protocol may elucidate the complicated interaction of transition
metal atoms and push the boundary of theoretical chemistry.
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