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Toward practical quantum embedding simulation of realistic 
chemical systems on near-term quantum computers 

Quantum computing may revolutionize chemistry, yet 
near-term quantum computers are confi ned by limited 
number of qubits and noisy quantum gates. By integrating 
energy sorting variational quantum eigensolver (ESVQE) 
and density matrix embedding theory (DMET), the 
applicability of near-term quantum computers is greatly 
expanded. Numerical benchmarks on a variety of chemical 
systems show that the DMET-ESVQE is able to reduce the 
number of qubits required by an order of magnitude while 
maintaining accuracy comparable to CCSD or Full CI.
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of realistic chemical systems on near-term
quantum computers†

Weitang Li,ab Zigeng Huang, a Changsu Cao, a Yifei Huang,a Zhigang Shuai, b

Xiaoming Sun,cd Jinzhao Sun,e Xiao Yuanf and Dingshun Lv *a

Quantum computing has recently exhibited great potential in predicting chemical properties for various

applications in drug discovery, material design, and catalyst optimization. Progress has been made in

simulating small molecules, such as LiH and hydrogen chains of up to 12 qubits, by using quantum

algorithms such as variational quantum eigensolver (VQE). Yet, originating from the limitations of the size

and the fidelity of near-term quantum hardware, the accurate simulation of large realistic molecules

remains a challenge. Here, integrating an adaptive energy sorting strategy and a classical computational

method—the density matrix embedding theory, which respectively reduces the circuit depth and the

problem size, we present a means to circumvent the limitations and demonstrate the potential of near-

term quantum computers toward solving real chemical problems. We numerically test the method for

the hydrogenation reaction of C6H8 and the equilibrium geometry of the C18 molecule, using basis sets

up to cc-pVDZ (at most 144 qubits). The simulation results show accuracies comparable to those of

advanced quantum chemistry methods such as coupled-cluster or even full configuration interaction,

while the number of qubits required is reduced by an order of magnitude (from 144 qubits to 16 qubits

for the C18 molecule) compared to conventional VQE. Our work implies the possibility of solving

industrial chemical problems on near-term quantum devices.
1 Introduction

Various methods based on wave function theory, from the
primary mean-eld Hartree–Fock to high accuracy coupled-
cluster and full conguration interaction methods, have been
developed to simulate many-electron molecular systems.1,2

However, owing to the exponential wall,3 the exact treatment of
those systems with more than a few dozens of orbitals remains
intractable for classical computers, hindering further investi-
gations on large realistic chemical systems. Quantum
computing is believed to be a promising approach to overcome
the exponential wall in quantum chemistry simulation,4–6 which
may potentially boost relevant elds such as material design
and drug discovery. Despite the great potential, fault-tolerant
simulation of realistic molecules is still far beyond the current
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mation (ESI) available. See

the Royal Society of Chemistry
reach.7–11 In the present noisy intermediate-scale quantum
(NISQ) era,12 variational quantum eigensolver (VQE), as one of
the most popular quantum-classical algorithms,4,13–27 has been
exploited to experimentally study molecules from H2 (2
qubits),14 BeH2 (6 qubits),15 H2O (8 qubits),26 to H12 (12 qubits)16

and isomers of benzyne C6H4 (4 qubits).28,29 Meanwhile, the
largest scale numerical molecular VQE simulation is C2H4 (28
qubits).27 The simulation of even large molecular systems might
be realized in the future with the recently developed fermionic
quantum emulator,30 which utilizes the particle number and
spin symmetry along with custom evolution routines for
Hamiltonians to reduce the memory requirement.

However, realistic chemical systems with an appropriate
basis set generally involve hundreds or thousands of qubits,
and whether VQE with NISQ hardware is capable of solving any
practically meaningful chemistry problems remains open. The
main challenge owes to limitations on the size (the number of
qubits) and the delity (the simulation accuracy) of NISQ
hardware.12,17,18,21 Specically, it is yet hard to scale up the
hardware size, while maintaining or even increasing the gate
delity. Experimentally, when VQE is directly implemented on
more than hundreds of qubits, the number of gates needed
might become too large so that errors would accumulate dras-
tically and error mitigation would require too many measure-
ments to reach the desired chemical accuracy.
Chem. Sci., 2022, 13, 8953–8962 | 8953
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Adaptive and hybrid classical-quantum computational
methods provide more economical ways to potentially bypass
the conundrum. On the one hand, adaptive VQE algorithms31–44

can greatly reduce the circuit depth and hence alleviate the
limitation on the gate delity. On the other hand, noticing the
fact that most quantum many-body systems have mixed strong
and weak correlation, we only need to solve the strongly corre-
lated degrees of freedom using quantum computing and
calculate the remaining part at a mean-eld level using classical
computational methods. Along this line, several hybrid
methods have been proposed by exploiting different classical
methods,45–47 such as density matrix embedding theory,48–51

dynamical mean eld theory,52–54 density functional theory
embedding,55 quantum defect embedding theory,56,57 tensor
networks,23,58 and perturbation theory.59 Density matrix
embedding is one of the representative embedding methods
that have been theoretically and experimentally developed in
several studies,6,48–51,60–67 yet the practical realization toward
realistic chemical systems remains a signicant technical
challenge.

In this work, we integrate the adaptive energy sorting
strategy68 and density matrix embedding theory,48–51,62 and
provide a systematic way with multiscale descriptions of
quantum systems toward practical quantum simulation of
realistic molecules. We numerically study chemical systems
with strong electron–electron correlation with specic geome-
tries, including the homogeneous stretching of the H10 chain,
the reaction energy prole for the hydrogenation of C6H8 and
the potential energy curve of the C18 molecule.69 While using
a much smaller number of qubits (from 144 qubits to 16 qubits
for the C18 molecule) and a much shallower quantum circuit,
our method can still reach high accuracy comparable to coupled
cluster or even full conguration interaction calculations. Our
work reveals the possibility of studying realistic chemical
processes on near-term quantum devices.
2 Framework

The generic Hamiltonian of a quantum chemical system under
the Born–Oppenheimer approximation4 in the second-
quantized form can be expressed as

Ĥ ¼ Enuc þ
X
k;l

D̂kl þ
X
k;l;m;n

V̂klmn; (1)

where Enuc is the scalar nuclear repulsion energy, D̂kl ¼ dklâ
†
kâl

and V̂klmn ¼ 1
2
hklmnâ

†
kâ

†
l âmân are the one and two-body inter-

action operators, respectively, âp (â†p) is the fermionic annihi-
lation (creation) operator to the pth orbital, and {dkl} and {hklmn}
are the corresponding one- and two-electron integrals calcu-
lated with classical computers, respectively. Here, we denote the
spin-orbitals of the molecule as k, l, m, and n. Variational
quantum eigensolvers (VQEs) can be used to nd a ground state
of the Hamiltonian in eqn (1).4,17 The key idea is that the
parametrized quantum state J(q⃑) is prepared and measured
on a quantum computer, while the parameters are updated
using a classical optimizer on a classical computer. The ground
8954 | Chem. Sci., 2022, 13, 8953–8962
state can be found by minimizing the total energy with respect
to the variational parameters q⃑, following the variational
principle, E ¼ minq⃑hJ(q⃑)jĤjJ(q⃑)i.

The above quantum algorithm entails a number of qubits no
smaller than the system size, making it inaccessible to large
realistic molecular systems. Here, we introduce the quantum
embedding approach, a powerful classical method originally
proposed by Knizia et al.,48 to reduce the required quantum
resources. We consider to divide the total Hilbert spaceH of the
quantum system into two parts, the fragment A with LA bases
{jAii} and the environment B with LB bases {jBji}, respectively.
The full quantum state in the {jAiijBji} basis can be represented
by jJi ¼P

i;j
Ji;jjAii

��Bji with dimensions LA � LB. However, this

can be largely reduced by considering the entanglement
between the two parts. Specically, the quantum state jJi can
be decomposed into a rotated basis f��~Aai

��~Baig as

jJi ¼PLA
a

la
��~Aai

��~Bai, corresponding to Schmidt decomposition

of bipartite states. Aer the decomposition, we can split the
environment into at most LA bath states that are entangled with
the fragment and purely disentangled ones. We could thus
construct the embedding Hamiltonian by projecting the full
Hamiltonian Ĥ3H into the space spanned by the basis of the
fragment and bath as Ĥemb ¼ P̂ĤP̂ with the projector P̂ dened

as P̂ ¼P
ab

��~Aa
~Bbih~Aa

~Bb

��: We note that the embedding Hamilto-

nian can be represented in the rotated spin-orbitals p, q, r, s

with renormalized coefficients ~dp;q and ~hp;q;r;s (see the ESI†),
and admits the second-quantized form as that in eqn (1).

We can nd that if jJi is the ground state of a Hamiltonian
Ĥ, it must also be the ground state of Ĥemb. This indicates that
the solution of a small embedded system is the exact equivalent
to that of the full system,50 with the dimensions of the
embedded system reduced to LA � LA. In principle, the
construction of P̂ requires the exact ground state of the full
system jJi, which makes it unrealistic from theory. However,
since we are interested in the ground state properties (for
instance, the energy, which is a local density), we can consider
to match the density or density matrix of the embedding
Hamiltonian and the full Hamiltonian at a self-consistency
level. More specically, we consider a set of coupled eigen-
value equations

ĤmfjFi ¼ EmfjFi, ĤembjJi ¼ EembjJi, (2)

which describe a low-level mean-eld system and a high-level
interacting embedding system, respectively. Here, the mean-
eld Hamiltonian can be constructed provided the correlation
potential Ĉ as Ĥmf ¼ Ĥ0

mf + Ĉ, and we can efficiently obtain the
low-level wavefunction jFi and hence the one-body reduced
density matrix 1Dkl ¼ hâ†kâli. Here Ĥmf0 is the original mean-
eld Hamiltonian constructed directly from Ĥ and 1Dkl. Given
the solution of the eigenvalue equations in eqn (2), we can also
obtain the reduced density matrix of the embedded system. At
a self-consistency level, we can match the reduced density
matrices of the multilevel systems by adjusting the correlation
© 2022 The Author(s). Published by the Royal Society of Chemistry
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potential Ĉ in the mean-eld Hamiltonian Ĥmf, and we obtain
a guess for the ground state solution at convergence.

Next, we discuss how to get the solution of the high-level
embedding Hamiltonian using variational quantum eigensolv-
ers. The key ingredient in VQE is to design an appropriate
circuit ansatz to approximate the unknown ground state of the
chemical system. Here, we use the unitary coupled-cluster
(UCC) ansatz,70–72 which effectively considers the excitations
and de-excitations above a reference state. The UCC ansatz is
dened as jJi ¼ exp(T̂ � T̂†)jJ0i, where jJ0i is chosen as the
Hartree–Fock ground state represented in the basis of the
embedded system, and T̂ is the cluster operator. The cluster
operator truncated at single- and double-excitations has the
form

T̂
�
q
!� ¼

X
p˛vir
r˛occ

qprT̂pr þ
X

p. q;r. s:
p;q˛vir
r;s˛occ

qpqrsT̂pqrs;

where the one- and two-body terms are dened as T̂pr¼ â†pâr and
T̂pqrs ¼ â†pâ

†
qârâs, respectively. Then, we can get the high-level

wavefunction by optimizing the energy of the embedded
system, E ¼ minqhJ(q⃑)jĤembjJ(q⃑)i, and thus can obtain the
reduced density matrices 1D. Matching the reduced density
matrices with those of the mean-eld system forms a self-
consistency loop until convergence.
3 Implementation

Here, we discuss the implementation of the quantum embed-
ding theory in practice. In this work, we employ the energy
sorting (ES) strategy68 to select only the dominant excitations in
the original operator pool and construct a compact quantum
circuit in VQE procedures. We term the algorithmDMET-ESVQE
and an overall schematic owchart is presented in Fig. 1. Our
detailed algorithm can be found in the ESI.†

In practical molecular DMET implementation, we determine
the fragment partition on the basis of atomic orbital
Fig. 1 The workflow for the DMET–ESVQE method. The chemical
system is first decomposed into fragments. Then the effective
embedding Hamiltonian Hemb(mglobal) in DMET iteration is solved by
ESVQE. The ESVQEmodule utilizes quantumdevices in the blue box to
prepare quantum states and measure physical observables. Both
DMET iteration and ESVQE parameter optimization are carried out on
a classical computer, indicated by green boxes.

© 2022 The Author(s). Published by the Royal Society of Chemistry
interactions. The conventional partitioning based on clusters of
atoms chooses the set of single-particle bases UA

0 for fragment A
as UA

0 ¼ W
j
UA

j , where UA
j is the set of bases located on the jth

atom of fragment A. Here, we dene a set of inactive orbitals
UA
mf treated at the mean-eld level and excluded from the DMET

iteration, resulting in a reduced basis set UA ¼ UA
0

UA
mf
. Note that

UA
mf could be an empty set. Compared to UA

0, UA can more
effectively capture the entanglement between the orbitals and is
more compact for the VQE procedure. During the DMET opti-
mization, we introduce a global chemical potential mglobal to
preserve the total number of electrons Nocc, and the DMET cost
function LðmglobalÞ can now be written as

L
�
mglobal

� ¼
 X

A

XLA

r˛UA

1
Dfrag;A

rr

�
mglobal

�þNmf �Nocc

!2

; (3)

where Nmf ¼
P
A

P
r˛UA

mf

1
Dmf
rr is the number of electrons in the

inactive orbitals obtained at the mean-eld level, termed the
single-shot embedding.50 We note that 1Dmf

rr is invariant during
single-shot embedding iteration, and thus Nmf is not a function
of mglobal. This feature distinguishes the approach from simply
adopting an active space high-level solver. More details can be
found in the ESI.†

For the ESVQE part, an efficient ansatz for each of the frag-
ment is constructed by selecting dominant excitation operators
in the operator pool O ¼ fT̂pr; T̂pqrsg. Here, the importance of
the operator T̂ i˛O is evaluated by the magnitude of energy
difference between the reference state as DEi ¼ Ei � Eref with Ei
¼ minqi

hJrefje�qi(T̂ i � T̂†
i )Ĥeqi(T̂ i � T̂†

i )jJrefi and Eref ¼
hJrefjĤjJrefi. The operators with contributions above
a threshold jDEij > 3 are picked out and used to perform the VQE
optimization. Extra ne-tuning can be performed by iteratively
adding more operators to the ansatz until the energy difference
E(k�1)� E(k) between the (k� 1)th and the kth iteration is smaller
than a certain convergence criterion. In this work we skip this
step for simplicity. More details can be found in the ESI.†
Fig. 2 DMET–ESVQE simulated homogeneous stretching of an evenly
spaced hydrogen chain composed of 10 atoms in (a) STO-3G and (b)
6-31G basis sets, in comparison with RHF, CCSD and FCI results. The
MRCI + Q + F12@CBS results in both panels can be considered as the
exact reference in the complete basis set (CBS) limit.74 For the STO-3G
basis set, we also show the results obtained by conventional ESVQE.
The grey horizontal line indicates the exact dissociation limit
composed of non-interacting hydrogen atoms.

Chem. Sci., 2022, 13, 8953–8962 | 8955
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4 Results and discussion

To benchmark our algorithm, we rst show the simulated
potential energy curve for the homogeneous stretching of
a hydrogen chain composed of 10 atoms in Fig. 2, a benchmark
platform for advanced many-body computation methods.73,74

Classical quantum chemistry calculations are performed with
the PySCF package75 (the same hereinaer unless otherwise
stated). In our DMET-ESVQE simulation, we consider each
hydrogen atom as a fragment ðUA

mf ¼ BÞ. With both STO-3G
and 6-31G basis sets, DMET–ESVQE is in excellent agreement
with FCI results. The coupled-cluster singles and doubles
(CCSD) method performs well near the equilibrium bond
distance; however, in the dissociation limit (bond distance > 1.7
Å) its calculation fails to converge.74 For the STO-3G basis set,
conventional ESVQE with 20 qubits is performed for a limited
number of bond distances due to the prohibitive computational
cost. Surprisingly, in the dissociation limit, DMET–ESVQE is
more accurate than conventional ESVQE despite the drastic
reduction of the number of qubits. This counter-intuitive
outcome, along with a detailed analysis of the errors, is dis-
cussed in the ESI.† To evaluate the error introduced by the
incomplete basis set, we include results from the MRCI + Q +
F12 method in the complete basis set (CBS) limit,74 which can
be considered as the true ground state energy for the potential
energy curve of H10. By comparing Fig. 2(a) and (b), we nd that
using a larger basis set brings the potential energy curve
produced by DMET–ESVQE much closer to the MRCI + Q +
F12@CBS reference curve and the exact dissociation limit,
which is only made possible by the DMET framework.

Next, we study the energy prole for the addition reaction
between C6H8 and H2 in the gas phase, which is a simplied
model for the addition of hydrogen to conjugated hydrocar-
bons, an essential step for many organic synthesis routes.76–78 A
schematic diagram of the addition reaction is depicted in
Fig. 3(a). A large fraction of the molecule is involved in conju-
gated p bonds, which poses a challenge for quantum embed-
ding theories. Besides, the transition state, dened as the rst
order saddle point in the potential energy surface, is known to
Fig. 3 The potential energy curve for the hydrogenation reaction of
C6H8 with H2. (a) A schematic view for the hydrogenation reaction of
C6H8 with H2. Each atom in the magenta box is considered as a single
fragment. (b) Comparison of the energies obtained with RHF, B3LYP,
CCSD and DMET-ESVQE along the IRC of the reaction. The relative
energy Erel is E � ETS where ETS is the transition state energy. Note that
ETS is different for different methods.

8956 | Chem. Sci., 2022, 13, 8953–8962
be difficult for electronic structure methods. In DMET–ESVQE
simulation, each atom in the magenta box is considered as
a single fragment with the 1s orbitals for carbon atoms frozen.
The transition state and the intrinsic reaction coordinates
(IRCs)79 for the reaction are determined by density functional
theory (DFT) with the hybrid functional B3LYP under an STO-3G
basis set using the Gaussian 09 package.80 In Fig. 3(b), we plot
the relative energy Erel¼ E� ETS along with the IRC, where ETS is
the transition state energy. The absolute value of ETS can be
found in the ESI.† In agreement with the common quantum
chemistry perception, restricted Hartree–Fock (RHF) over-
estimates the reaction barrier, while B3LYP (DFT) underesti-
mates the reaction barrier. On the other hand, the energy prole
generated by DMET–ESVQE is in remarkable agreement with
the highly accurate and time-consuming CCSD method. We
note that using a basis set larger than STO-3G is essential for
a more realistic description of the reaction.

The last system studied is the C18 molecule, a novel carbon
allotrope with many potential applications such as molecular
devices due to its exotic electronic structure.81–84 Before its
experimental identication,69 the equilibrium geometry of the
molecule is under heated debate: DFT and perturbation theory
(MP2) oen conclude a D18h cumulenic structure, yet high-level
CCSD calculations indicate that a bond-length and bond-angle
alternated polyynic structure is more energetically favoured.85

In 2019, the polyynic structure is conrmed unambiguously via
experimental synthesis of the molecule.69 In this work we
investigate a series of geometries of the C18 molecule, as shown
in Fig. 4(a), to determine the molecule's equilibrium geometry.
These geometries are generated by relatively rotating two
Fig. 4 (a) A schematic diagram of the C18 molecule. q is the angle
between the two interleaving C9 nonagons, one of which is indicated
with orange dashed lines. R is the radius of the regular nonagons. d1
and d2 are the two sets of C–C bond lengths, respectively. (b) and (c)
Comparison of the energies obtained with UHF, B3LYP, CCSD and
DMET-ESVQE for the potential energy curve of the C18 molecule
within (b) STO-3G and (c) cc-pVDZ basis sets. The relative energy Erel is
defined as E � Ecumu where Ecumu is the energy for the q ¼ 20�

cumulenic structure. The DMET-ESVQE results suggest that the bond-
length alternating structure is favoured, which agrees with experi-
mental observation.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 (a) DMET–VQE energy vs. number of shots for the H10 mole-
cule without introducing gate noise. The bond distance is set to 1.0 Å.
(b) DMET–VQE energy vs. depolarizing probability with 216 shots. The
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interleaving C9 regular nonagons by an angle of q˛ [0, 40�], with
all carbon atoms located on the same plane. We dene d1 and d2
as the lengths of the two sets of C–C bonds in the molecule and
the bond length alternation (BLA) as d1 � d2. The q ¼ 20�

geometry is known as the cumulenic structure, while for other
cases the geometries with D9h symmetry are called the polyynic
structure. The radius R of the regular nonagon is determined to
be 3.824 Å via geometry optimization at the CCSD/STO-3G level
using the Gaussian 09 package.80

In Fig. 4(b), we present the potential energy curve in the
physically intriguing region q ˛ [16.8�, 23.2�] within the STO-3G
basis set. The relative energy Erel is Erel¼ E� Ecumu, where Ecumu

is the energy for the q ¼ 20� cumulenic structure. The absolute
value of Ecumu can be found in the ESI.† For this pathological
system, RHF is known to suffer from the convergence problem84

and thus the unrestricted Hartree–Fock (UHF) results are
shown. However, the UHF energy curve is qualitatively incorrect
in that it anticipates the cumulenic structure to be more stable.
The representative DFT method B3LYP predicts a rather at
potential energy curve around q ¼ 20� and the polyynic struc-
ture is slightly favoured by 11 mH compared to that of the
cumulenic structure. Because it is well documented that the full
degree of freedom optimization at the B3LYP level yields
a cumulenic structure,84–86 we believe the slight advantage of the
polyynic structure shown in Fig. 4(b) is an artifact of the xed R.
In DMET-ESVQE simulation, we treat each carbon atom as
a fragment with the 1s orbital frozen. As illustration, the
orbitals of the fragment and the corresponding bath under the
STO-3G basis set at the angle q ¼ 18� are shown in Fig. 5. The
orbitals are generated by the PYSCF package and drawn by
using VESTA soware.87 Unlike UHF and B3LYP, DMET–ESVQE
correctly reproduces the polyynic structure. We note that
solving the ground state of the full molecule with conventional
VQE requires 144 qubits under frozen core approximation,
while for DMET–ESVQE 16 qubits are sufficient for a correlated
treatment of the whole molecule. Fig. 4(c) shows the results with
Dunning's correlation-consistent basis set cc-pVDZ.88 In DMET-
ESVQE simulation, the 2s and 2p basis orbitals for each carbon
atom are considered as a single fragment and thus the effect of
high angular momentum orbitals is treated at the mean-eld
Fig. 5 The fragment and bath orbitals of the C18 molecule under the S
sponding to localized 2s and 2p orbitals in a single carbon atom (red ba

© 2022 The Author(s). Published by the Royal Society of Chemistry
level. The general trends reected by Fig. 4(b) and (c) are
consistent and only CCSD and DMET–ESVQE are able to
produce the correct equilibrium geometry.
5 Simulation with noise

To evaluate the algorithm on real noisy quantum devices, we
performed noisy simulations on the H10 molecule with the STO-
3G basis set using the QASM simulator from the Qiskit toolkit.89

As shown in Fig. 6(a), we rst evaluate the shot-noise effect with
the number of shots ranging from 210 to 218 without extra gate
noise. DMET-ESVQE exhibits fast convergence versus the repe-
titions of the quantum circuit. The difference between the
reference values and the simulated result is no more than 15
mH.When the number of shots is increased to 214, the standard
deviation also decreases to around 1 mH.

We next consider depolarizing noise and apply zero-noise
extrapolation based on linear tting using the Mitiq package90

to mitigate noise, as shown in Fig. 6(b). The quantum observ-
able is measured at noise-scaled quantum circuits by unitary
folding and extrapolated to the zero-noise limit by linear tting.
The scaling factors are 1.00, 1.25 and 1.50 in our calculations.
The calculated energy by naively applied DMET–ESVQE fails
when encountering large noise (depolarizing probability,
Pdepolar $ 5 � 10�3). For smaller Pdepolar, the deviation becomes
smaller to tens of mH. Aer quantum error mitigation, the
TO-3G basis set at the angle q ¼ 18�. (a)–(d) Fragment orbitals corre-
ll). (e)–(h) Bath orbitals obtained by Schmidt decomposition.

red line is the calculated DMET–ESVQE energy using the ideal solver.
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Table 1 The reduction of the number of qubits and excitation parameters by DMET and ESVQE. cVQE represents conventional VQE without the
energy sorting (ES) strategy

System Basis Electrons Spin–orbitals Method Qubits Parameters

H10 STO-3G 10 20 cVQE 20 350
DMET–cVQE 4 2
DMET–ESVQE 4 1

H10 6-31G 10 40 cVQE 40 2925
DMET–cVQE 8 14
DMET–ESVQE 8 10

C6H8 + H2 STO-3G 34 68 cVQE 68 42 194
DMET–cVQE 16 152
DMET–ESVQE 16 105

C18 STO-3G 72 144 cVQE 144 841 752
DMET–cVQE 16 152
DMET–ESVQE 16 44

C18 cc-pVDZ 72 144 cVQE 144 841 752
DMET–cVQE 16 152
DMET–ESVQE 16 43
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deviation from the reference value decreases from 2.065 Hartree
to 0.249 Hartree for Pdepolar ¼ 5 � 10�3. For calculations with
smaller Pdepolar, aer QEM the deviation is further reduced to
less than 10 mH. DMET–ESVQE calculations show fast conver-
gence with the number of shots and robustness to noise.

With the quantum error mitigation method, we can achieve
desired simulation accuracy with respect to the reference value
computed from an ideal simulator. Our result indicates
a promising application on real quantum devices.
6 Quantum resource reduction

For the systems investigated in this work, DMET–ESVQE is able
to reduce the number of qubits by about an order of magnitude
and the number of excitation parameters by several orders of
magnitude, and thus effectively reduces the resource require-
ments for quantum devices. In Table 1 we show the reduction of
the number of qubits and excitation parameters by DMET and
ESVQE. For H10 the bond distance is set to 3 Å while for C6H8 +
H2 and C18 we use the transition state geometry and the
cumulenic geometry respectively. When counting the total
number of electrons and spin-orbitals, for C6H8 + H2 and C18

(STO-3G), we have frozen the 1s orbitals, and for C18 (cc-pVDZ)
we have also frozen the 3s, 3p and 3d orbitals, in order for a fair
comparison with DMET. For conventional VQE (cVQE), the
number of qubits required are the same as the number of spin-
orbitals, assuming Jordan–Wigner transformation. In DMET
schemes, the number of qubits for the quantum solver is
determined by the maximum number of orbitals in each of the
fragment. Suppose in fragment A there are LA spin orbitals and
accordingly there are LA spin orbitals for the bath, then under
fermion-to-qubit mapping (such as Jordan–Wigner trans-
formation) 2LA qubits are required for the quantum solver. The
number of excitation parameters is computed assuming that
the total spin of the molecule is zero. Suppose there are nocc
occupied spatial-orbitals and nvir unoccupied spatial-orbitals,
the total number of independent excitation amplitudes is:
8958 | Chem. Sci., 2022, 13, 8953–8962
Nex ¼ noccnvir + noccnvir(noccnvir + 1)/2 (4)

where the rst term and the second term correspond to single-
and double-excitations respectively. For the cumulenic structure
of C18 DMET and ESVQE together realize a 19 576-fold parameter
number reduction. We expect the effect of DMET to be more
prominent for more complex chemical systems. We note here
that each parameter is associated with a generator T̂ i� T̂†

i , which
then transformed into the qubit type Pauli operator. The expo-
nential of the generator will decompose into a sequence of single-
qubit gates and two-qubit gates aer the Trotter decomposition.
We refer readers to nd more details about the decomposed
quantum gate and depth for the corresponding single-excitation
and double-excitation in Sec. II in the ESI.†
7 Conclusion

In this work, we propose to integrate ESVQE with DMET for the
study of realistic chemical problems. For benchmarking
purposes, the typical model system H10 is rst tested with the
STO-3G basis set, and we nd that DMET–ESVQE reaches near
FCI accuracy. DMET also enables ESVQE simulation of H10 with
the 6-31G basis set, producing a potential energy curve much
closer to the reference result in the complete basis set limit. The
study of the hydrogenation reaction between C6H8 and H2

shows that the accuracy of DMET–ESVQE is comparable to that
of CCSD, while the number of qubits required for VQE is
reduced from 68 qubits to 16 qubits. The last case studied in
this work is the equilibrium geometry of the C18 molecule and it
is found that DMET–ESVQE correctly predicts the experimen-
tally observed polyynic structure with a signicant reduction of
the quantum resource, from 144 qubits to 16 qubits. Our results
suggest that the DMET embedding scheme can effectively
extend the simulation scale of the state-of-the-art NISQ
quantum computers.

To further expand the capability of quantum embedding
simulation, the effort could be divided into two directions:
improved embedding scheme and high-level quantum solvers.
© 2022 The Author(s). Published by the Royal Society of Chemistry
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For the embedding scheme part, the efforts could be further
divided into three sub-directions. One may need to develop
more effective partition schemes to capture the correlation
between the fragment and bath. Or, one may apply the self-
consistent tting feature with a correlation potential to the
DMET iteration and try other cost functions, respectively.50

Particularly, one may consider to speed up the convergence
through projected DMET60 and enhance the robustness and
efficiency of DMET via semidenite programming and local
correlation potential tting.63 Finally, one may consider the
bootstrap embedding scheme, which has been tested on larger
molecule systems to achieve better accuracy and faster conver-
gence.91–93 For the high-level quantum solvers part, there are at
least several directions that one can pursue. For the ESVQE, one
may reduce the energy threshold 3 to increase the operator pool
size selected for the VQE iteration, thus further increasing the
accuracy. Apart from the energy sorting scheme, it is worth
trying other schemes such as k-UpCCGSD31 to prepare trial
states in the high-level quantum solver. One may also try more
efficient optimizers or more advanced quantum algorithms to
nd the ground state.94–99 When implementing the high-level
quantum solver on real quantum systems, one may explore
quantum error mitigation methods to improve the accuracy of
the measurement results.100–105 For more efficient simulation of
larger molecule systems, advanced measurement schemes can
be used to reduce the measurement cost, such as (derandom-
ized) classical shadows or Pauli groupingmethods to reduce the
measurement overhead.13,15,106–108

The synergistic development of quantum embedding theory,
high-level quantum solvers and quantum devices provides a great
chance of solving strongly correlated chemical systems in future.
For example, one of the holy grails for quantum chemistry is the
electronic structure of the iron–sulfur clusters of nitroge-
nase,7,109,110 which contains eight transition metal atoms and
exhibits strong correlation. Within the polarized triple-zeta basis
set, it requires about 50 basis functions to describe each metal
atom. If, in the future, 200 qubits with a sufficiently long coher-
ence time and high gate delity are available, the clusters can be
divided into fragments consisting of individual transition metal
atoms, such that the fragment + bath problem of embedded
transition metal atoms can be solved accurately using efficient
VQE algorithms. The successful implementation of the proposed
protocol may elucidate the complicated interaction of transition
metal atoms and push the boundary of theoretical chemistry.
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S. de la Puente González, J. Gorzinski, I. Gould,
D. Greenberg, D. Grinko, W. Guan, D. Guijo, J. A. Gunnels,
H. Gupta, N. Gupta, J. M. Günther, M. Haglund, I. Haide,
I. Hamamura, O. C. Hamido, F. Harkins, K. Hartman,
A. Hasan, V. Havlicek, J. Hellmers, Ł. Herok, S. Hillmich,
H. Horii, C. Howington, S. Hu, W. Hu, J. Huang,
R. Huisman, H. Imai, T. Imamichi, K. Ishizaki, Ishwor,
R. Iten, T. Itoko, A. Ivrii, A. Javadi, A. Javadi-Abhari,
W. Javed, Q. Jianhua, M. Jivrajani, K. Johns, S. Johnstun,
Jonathan-Shoemaker, JosDenmark, JoshDumo, J. Judge,
T. Kachmann, A. Kale, N. Kanazawa, J. Kane, Kang-Bae,
A. Kapila, A. Karazeev, P. Kassebaum, T. Kehrer, J. Kelso,
S. Kelso, V. Khanderao, S. King, Y. Kobayashi, Kovi11Day,
A. Kovyrshin, R. Krishnakumar, V. Krishnan, K. Krsulich,
P. Kumkar, G. Kus, R. LaRose, E. Lacal, R. Lambert,
H. Landa, J. Lapeyre, J. Latone, S. Lawrence, C. Lee, G. Li,
J. Lishman, D. Liu, P. Liu, Lolcroc, A. K. M., L. Madden,
Y. Maeng, S. Maheshkar, K. Majmudar, A. Malyshev,
M. E. Mandouh, J. Manela, Manjula, J. Marecek,
Chem. Sci., 2022, 13, 8953–8962 | 8961

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2sc01492k


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

1 
Ju

ly
 2

02
2.

 D
ow

nl
oa

de
d 

on
 2

/1
0/

20
26

 2
:1

2:
28

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
M. Marques, K. Marwaha, D. Maslov, P. Maszota,
D. Mathews, A. Matsuo, F. Mazhandu, D. McClure,
M. McElaney, C. McGarry, D. McKay, D. McPherson,
S. Meesala, D. Meirom, C. Mendell, T. Metcalfe,
M. Mevissen, A. Meyer, A. Mezzacapo, R. Midha, D. Miller,
Z. Minev, A. Mitchell, N. Moll, A. Montanez, G. Monteiro,
M. D. Mooring, R. Morales, N. Moran, D. Morcuende,
S. Mostafa, M. Motta, R. Moyard, P. Murali, J. Müggenburg,
T. NEMOZ, D. Nadlinger, K. Nakanishi, G. Nannicini,
P. Nation, E. Navarro, Y. Naveh, S. W. Neagle, P. Neuweiler,
A. Ngoueya, T. Nguyen, J. Nicander, Nick-Singstock,
P. Niroula, H. Norlen, NuoWenLei, L. J. O'Riordan,
O. Ogunbayo, P. Ollitrault, T. Onodera, R. Otaolea, S. Oud,
D. Padilha, H. Paik, S. Pal, Y. Pang, A. Panigrahi,
V. R. Pascuzzi, S. Perriello, E. Peterson, A. Phan, K. Pilch,
F. Piro, M. Pistoia, C. Piveteau, J. Plewa, P. Pocreau,
A. Pozas-Kerstjens, R. Pracht, M. Prokop, V. Prutyanov,
S. Puri, D. Puzzuoli, J. Pérez, Quant02, Quintiii,
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