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Mining anion–aromatic interactions in the Protein Data Bank

The comprehensive analysis of non-redundant PDB macromolecular structures investigating anion distributions around all aromatic molecules in available biosystems is presented. The applied \((x, h)\) coordinate system enabled division of the accessible spherical space according to the observed local compaction of molecular fragments, and detailed discussion of local intermolecular arrangements as well as sequence and secondary structure analysis. The new code source for the PDB research was produced, tested and made freely available.
Introduction

Non-covalent interactions that involve anions and aromatic rings have become a focal point in the field of supramolecular chemistry, as they continue to stimulate the exploration of functional molecular materials and studies of molecular activity in biological systems. The various underlying interaction modes (synthons) rely on a multitude of electron density distribution schemes, which depend on side substituents (electron-drawing and donating groups) and heteroatoms (N, S, etc.) in the aromatic ring. The resulting quadrupole moment decides whether an anion tends to locate in the space above the ring (positive, π-acidic surface) or instead in more distant peripheral regions closer to the ring plane (negative, electron-poor edge).

Thus, canonical anion–π synthons reveal their significance in performance of advanced small-molecule catalytic systems dedicated to specific organic reactions,1–3 photophysical systems based on charge or electron transfer properties,4–9 anion recognition, binding, and sensing,10–33 anion transport,14–17 or anion directed self-assembly of polynuclear coordination complexes.18 Further on, the new generation supramolecular and coordination anion–π architectures hosting mononuclear19–21 and polynuclear d-metalate complexes22,23 were recently reported in the context of anion binding,19,20 molecular crystalline composites,21 charge transfer and photophysical properties,4,9,20–22 or magnetic properties.23 In parallel, edgewise cooperative synthons that exploit multiple side ring C–H...anion contacts at the ring edge are well known to stabilise numerous molecular architectures.24 The above distinction is also relevant to biological systems, and the significance of the representative modes has been a topic of debate over the recent decade in the context of enzymatic activity improvement,25,26 ligand or active site stabilization,27–29 secondary structures and folding,30–32 and proteins behaviour in membrane and extramembrane environments.37 For example, the edgewise positioning of aspartate and glutamate anionic groups near phenylalanine, tyrosine, or tryptophan in proteins occurs due to recently recognised ring C–H...anion interactions,36–38 which act as an alternative to canonical salt bridges.
In contrast, some enzymatic processes have been shown to be controlled by the locations of anions and other entities in the space over an aromatic ring with clear positive electrostatic potential. Examples include the hydroxylation of uric acid to \((S)\)-allantoin by urea oxidase,\(^{27,31}\) inhibition of malate synthase activity by phenyl-diketo acids,\(^{30}\) and flavine-dependent coenzyme activity during sulphide oxidation and electron transfer.\(^{29,41,42}\) Several review articles have systematised correlations between the geometries, energies, and biological roles of the underlying motifs collected in the Protein Data Bank (PDB). These articles have focused mainly on \(F^-, Cl^-, Br^-, I^-, SO_4^{2-}, PO_4^{3-}, NO_3^-, CO_3^{2-}\), Asp, and Glu localised in the neighbourhoods of amino acids and nucleobase aromatic rings.\(^{38,43-45}\) In the broad context of the above debate, this paper introduces the first comprehensive analysis of non-redundant PDB macromolecular structures investigating anion distributions around all aromatic molecules in available biosystems (including ligands, i.e. molecules other than amino acids or nucleotides). We used a generalised set of anions and an alternate methodology to indicate the importance of the chosen coordinate system in such analyses and its influence on perception of the results. We hope that our studies enable the modernisation and generalisation of available knowledge regarding anion spatial distributions and anion interactions with aromatic rings. This should provide an improved means of approaching the analysis and representation of their occurrence frequency and thus enable their discussion in the context of various systems and processes.

### General methodology and data treatment

Almost all of the 171 588 structural cif files from the Protein Data Bank\(^ {46-48}\) (access 29.11.2020) were analysed using our Python program.\(^ {49}\) A PDB submodule\(^ {50}\) from the Biopython package\(^ {51}\) was used to read and parse the files. The procedure
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**Fig. 1**  (a) Simplified methodological scheme. The blocks at the bottom of the scheme represent various groups of synthons described in the text. (b) Two different coordinate systems might be used to describe chemical individual around the aromatic species of interest \((R, a)\) (top) and \((x, h)\) (bottom). For a detailed explanation, see the ESI.† (c) A two-dimensional histogram calculated for the non-redundant set of macromolecules (resolution better than 2.5 \(\AA\), 50 086 sequence clusters) shows the anion density in the neighborhood of the tested aromatic ring. Each pixel shown in the chart represents the number of anions in the histogram bin divided by its volume (the bin is a small cylindrical shell designated by \(x \) and \(h\), bin size: \(\Delta x = \Delta h = 0.05 \text{\(\AA\)}\)). Histograms of distribution and density for all structural models (independent of resolution and method) are available as Fig. S8 in the ESI.† To visualise the bin concept, compare this to the (d) schematic representation of defined regions A, B, and C (see also Fig. S7†). The grey dotted line represents fragments of space explored by Bauzà and coworkers.\(^ {43}\) The volumes of regions A, B, and C are 13.1%, 13.8%, and 20.2%, respectively, of the 5 \(\text{\(\AA\)}\) radius sphere (approximately 70% of anions locate in regions A–C).
for finding unique anion–ring pairs and assisted interactions was as follows (see Fig. 1a). In the initial step, all aromatic rings were detected (see Aromatic ring detection in the ESI†). Then, for each ring, a sphere with a 5 Å radius around the ring’s centroid was explored for the presence of anions (Anion classification in the ESI†), cations (Cation classification in the ESI†), and other aromatic rings and methyl groups from aliphatic amino acids: valine, threonine, alanine, leucine, and isoleucine. If an anion was found, H-donors were searched for (Hydrogen bonds in the ESI†). Structural models with resolutions better than or equal to 2.5 Å were used in further analyses. In 118 805 structural files that met the resolution criteria, we found 555 259 unique cases where an anion was present within a sphere with a 5 Å radius around the aromatic ring (92 660 structures). To identify non-redundant interactions, we assigned macromolecular chains to sequence clusters and processed only unique pairs (Unique records in the ESI†). We used the height over the ring plane (h) and the distance between the centroid of the ring and the anion projection onto the ring plane (x) to describe anion positions in the sphere around the aromatic ring (Fig. 1b). Unlike the great majority of previous papers, we did not use the typical (R, α) coordinate system because, in this system, attempts to analyse the distributions of chemical individual with respect to angle or distance from the ring lead to division of the spherical cone into equidistant slices and therefore to comparison of slices with unequal volumes (compare to Fig. 1b and the detailed explanation in Fig. S2–S7 within the ESI†). The natural consequence is that the more distant the point being considered is from the ring (larger analysed volume), the more anions are found.40 In our opinion, this inherent “feature” of the (R, α) coordinate system should be emphasized, as this system is used widely in analysis of chemical entities’ statistical distributions (including for anions, cations, and hydrogen bonds). Although it is quite useful, one should carefully reflect on the consequences of the coordinate system used. The findings were processed and analysed using Pandas,54,55 the Matplotlib packages, and the Pymol program. As a result, we could visualise anion distributions and anion densities around aromatic rings in macromolecules (Fig. 1c). A few characteristic areas are conspicuous in this representation, so we decided to distinguish and carefully analyse three regions (Fig. 1d). The first region was related to anions localised above and below the ring skeleton, which might be engaged in anion–π interactions (marked as yellow rectangle, A). The second (blue rectangle, C) corresponded to anions localised roughly in the plane of the ring. The third region was the space between regions A and C (orange rectangle, B), where anions were located above the ring substituents. The regions above were distinguished independently within our study and corresponded nicely to the most frequent anion locations observed within the overall anion–aromatic motifs (see Introduction). It is important to note that approximately 70% of anions in the collection considered were located within these regions.

Results and discussion

Dependence of anion distributions on the aromatic ring and anion

Two types of charts are presented for visualisation of anion distributions around various aromatic rings (Fig. 2). On the distribution charts in column I, each pixel represents the number of anions in a bin (the concept of a bin is explained in Fig. 1), whereas in column II each pixel represents the anion density, which results from dividing the number of anions in a bin by the bin volume; volume scaling enables comparison of different bins. The ratios of the occurrences of the most common residues (anions and rings) in regions A, B and C to their occurrences in the entire sphere are presented in Tables S4 and S5.† This parameter indicates the positioning preferences of various residues.

**Amino acid quadrupoles.** Aromatic amino acids are dominated by interactions in the ring plane (C), where two strong maxima are visible. This is an effect of the numerous charge-assisted hydrogen bonds between aspartic (Asp) and glutamic (Glu) acids and the hydrogen-bound donors commonly present in proteins. The first maximum near 3.8 Å corresponds to

![Fig. 2. Two-dimensional histograms of anion locations around the rings as functions of x and h. In column I, the histograms present the number of anions (distribution, bin size: Δx = Δh = 0.01 Å) whereas column II presents local anion densities (density, bin size: Δx = Δh = 0.05 Å; when x < 1 Å, the bin volume is close to 0; this explains the small number of red pixels (high density) near the h axis). Histograms for aromatic amino acids (aa) (a), nucleotides (nu) (b), and other aromatic ligands (c) are presented in subsequent rows (with no anion restrictions). Compare to Tables S1–S3.†](image-url)
histidine (His–Asp pairs: 39 666, His–Glu: 37 416) and tryptophan (Trp–Asp: 11 946, Trp–Glu: 13 432), whereas the second, which is less intense, corresponds mostly to tyrosine (Tyr–Asp: 35 729, Tyr–Glu: 38 335). However, regions A and B are also clearly distinct on the density plot. Interestingly, His is the most common in all regions, even though its abundance in proteins is lower than for Phe or Tyr (which was confirmed in our dataset).

There might be several reasons for this. First, His is the smallest aromatic amino acid and therefore is more mobile than other AAs; second, His can be protonated easily under physiological conditions. This might increase its electrostatic contribution and influence its ability to form salt bridges. Although Tyr is less abundant than Phe, it locates more often in the anion neighbourhood (compare to Table 1 and Fig. 3). This is because it can form hydrogen bonds and has a larger quadrupole moment. The percentages of Glu and Asp anionic groups located in region A are almost the same: 6 and 6.1%, respectively. Glu superiority is observed in the B region (19.4 vs. 14.4%), whereas 54.4% of Asp and 48.5% of Glu locate in region C. These differences might correspond to the lengths of the Asp and Glu sidechains. All aromatic AAs strongly prefer anion localisation in regions C or B; fewer than 8% of the anions of each AA are present in region A.

### Nucleotide quadrupole
Nucleotides are treated both as quadrupoles (purine and pyrimidine) and as anions (phosphate groups). In this case (Fig. 2b), such distinct dominance of anions in the ring plane is not observed. In general, ribonucleotides (RNUs) interact preferentially with each other instead of with AAs or other anions, unlike deoxyribonucleotides (DNUs), which interact mostly with amino acids (see Tables S1–S3†). Ribonucleotides are represented more frequently than
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### Table 1
(a) The number of anions localized in A–C regions over the given aromatic ring. (b) The number of the given anions localised in A–C regions. The percentages represent the ratio of the number of pairs in a region to the number in the entire sphere. For more detailed information, see Tables S1–S5 and Fig. S9, S10 in the ESI.

<table>
<thead>
<tr>
<th>Quadrupoles</th>
<th>A</th>
<th>%</th>
<th>B</th>
<th>%</th>
<th>C</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHE</td>
<td>6499</td>
<td>7.1</td>
<td>19 280</td>
<td>21.2</td>
<td>24 628</td>
<td>27.0</td>
</tr>
<tr>
<td>TYR</td>
<td>6663</td>
<td>4.3</td>
<td>19 478</td>
<td>12.5</td>
<td>86 722</td>
<td>55.3</td>
</tr>
<tr>
<td>HIS</td>
<td>9442</td>
<td>6.4</td>
<td>24 296</td>
<td>16.1</td>
<td>102 736</td>
<td>62.9</td>
</tr>
<tr>
<td>TRP</td>
<td>5027</td>
<td>7.8</td>
<td>11 209</td>
<td>17.4</td>
<td>30 402</td>
<td>46.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Anions</th>
<th>A</th>
<th>%</th>
<th>B</th>
<th>%</th>
<th>C</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASP</td>
<td>10 921</td>
<td>6.1</td>
<td>26 309</td>
<td>14.4</td>
<td>103 914</td>
<td>54.4</td>
</tr>
<tr>
<td>GLU</td>
<td>12 437</td>
<td>6.0</td>
<td>40 320</td>
<td>19.4</td>
<td>105 467</td>
<td>48.5</td>
</tr>
<tr>
<td>ALL</td>
<td>31 550</td>
<td>79 916</td>
<td>260 147</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
DNU, but the ratio defined by DNU over all NU increases from region A to region C (from 8 to 20% for aromatic rings, and from 18 to 43% for anions) [see Table 2]. Unlike AA and DNU, RNU rings exhibit a greater tendency to localise anions in region A (Table S5†). For instance, 25.4% of the uracil rings interact with anions localised in region A. The anionic groups of adenine and guanine localise above other aromatic rings with comparable frequencies (15.7 and 16.1%, respectively, see Table S4). Differences between nucleotides might be explained by the shape of the electrostatic potential (ESP) and the polarizability.79

**Ligand interactions.** We find 13 883 ligands (5035 anions and 8848 quadrupoles different than AA and NU) that are part of anion–aromatic ring pairs. Although the majority of ligands occur only once, some quadrupoles and anions are common (aromatic: flavin-adenine dinucleotide (FAD), flavin mononucleotide (FMN), nicotinamide-adenine dinucleotide (NAD), nicotinamide-adenine dinucleotide phosphate (NAP), adenosine-5′-tri/ diphosphate (ATP/ADP), guanosine-5′-diphosphate, vitamin B6 phosphate (PLP), protoporphyrin IX containing Fe (HEM), dihydro-nicotinamide-adenine dinucleotide phosphate, imidazole, heme C, 1,4-dihydropyridinocinotinamide adenine dinucleotide (anions: SO42− (SO4), acetate (ACT or ACY), Cl− (CL), Br− (BR), I−, PO43− (PO4), formate (FMT), NO3− (NO3), citrate, malonate (MLI), HEM, NAP, and ATP). Anions around aromatic ligands are distributed in all regions A–C, with a blurred maximum in C at approximately 4 Å [Fig. 2c, 3 and S10†]. The preferable height h above the ring is in the 2.8–3.8 Å range. We find 2714, 4155, and 11 708 anion–ring pairs in regions A, B, and C, respectively, where the ring is neither AA nor NU. Similarly, we find 6527 (A), 10 809 (B), and 42 296 (C) pairs where the anion is different from AA and NU. Approximately 20–25% of small carboxylic acids located near the ligand rings are present in region A (FMT (23.3%), ACT/ACY (20.7%), MLI (22.6%)). FMN and FAD exhibit strong tendencies to position anions above the ring (in region A). This is indicated by the decreasing region: sphere occurrence ratios (FMN decreases from 57.1 in A to 11.4% in C and FAD decreases from 36.2 to 19.6%).

The above result is an effect of notable positive quadrupole moments and diverse ESP surfaces along with the π-conjugated skeletons of FAD and FMN.78 In 2017, Freitas and Schapira presented analyses of the most common ligand interactions, such as hydrophobic interactions and hydrogen bonds. However, anion–π interactions were not considered.60 Their studies reveal that cation–π interactions are much less common than others. We find it likely that more ligands engage in anion–π interactions than in the cation–π interactions reported by Freitas and Schapira. Nevertheless, we are aware of differences in methodology.

**Comparison of AAs, NUs, and ligands.** In general, the number of found pairs increases from region A, through B, to C for all analysed residues. However, the proportions of quadrupoles and anions change significantly [compare to Fig. 4]. Phe and Tyr occur in almost identical percentages in areas A and B (20–21 and 24% for regions A and B, respectively). At the same time, Tyr represents one-third of all quadrupoles in area C, whereas Phe makes up just 9%. The fraction of His increases from 30% in region A to 39% in region C. In the case of anions, interesting trends can be observed with Asp and Glu. Although Glu is more abundant in proteins66 (which was confirmed in our dataset), their fractions in region C are almost identical (41 and 40%, respectively). Glu dominates (51% vs. 33%) in region B and is represented slightly more than Asp (40% vs. 35%) in region A. This might be caused by the longer side chain of Glu. Notably, the fractions of quadrupole nucleotides (2, 2, and 4% for regions C, B, and A, respectively) as well as non-standard aromatic molecules (5, 5, and 9% for regions C, B, and A, respectively) increase from C to A.

**Structure type.** The majority of found pairs are localised in proteins: 93% for A and 95% in B and C (most of the structures available in PDB are proteins). The trends of the ribonucleotide-containing macro-molecule fractions in areas A–C are interesting. The general conclusion is that the fractions of RNA and DNA increase from region C to region A (including any protein–RNA or DNA complexes). To be clear, our algorithm assigns polymerase DNA as a protein–DNA complex, and does the same for any protein with even one nucleotide docked and vice versa. Nevertheless, about 80% of pairs (in protein–RNA complexes) found above the
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**Table 2** The number of nucleotides in anion–ring pairs, distinguished by quadrupole and anion. We use standard abbreviations, e.g. Å – adenine nucleotide, DA – adenine deoxyribonucleotide.

<table>
<thead>
<tr>
<th>Region</th>
<th>Anion</th>
<th>Ring</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>472</td>
<td>198</td>
</tr>
<tr>
<td>G</td>
<td>306</td>
<td>459</td>
</tr>
<tr>
<td>C</td>
<td>122</td>
<td>115</td>
</tr>
<tr>
<td>U</td>
<td>153</td>
<td>337</td>
</tr>
<tr>
<td>DNU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DA</td>
<td>57</td>
<td>25</td>
</tr>
<tr>
<td>DG</td>
<td>81</td>
<td>18</td>
</tr>
<tr>
<td>DC</td>
<td>51</td>
<td>11</td>
</tr>
<tr>
<td>DT</td>
<td>42</td>
<td>43</td>
</tr>
</tbody>
</table>

**Fig. 4** Pie charts present the proportional distributions of quadrupoles and anions in regions A–C.
Anion–ring pair in sequence—secondary structure correlations

To determine whether there are any repeated motifs in sequences correlated with anion location around the ring and secondary structure, we analysed anion–quadrupole pairs where both residues belong to the same chain. The secondary structure type was assigned using the DSSP program.\textsuperscript{61,62} For each region A, B, and C, we prepared histograms of occurrence in the function of difference between aromatic ring and anion identifiers—$\Delta_{\text{id}-\text{aID}}$ (rID – ring number in sequence, aID – anion number in sequence) (Fig. S11\textsuperscript{†}). In proteins, anions located in regions A and B are bonded directly to aromatic amino acids more frequently, whereas a distance of more than one residue between the anion and the ring favours hydrogen-bond formation in region C. Although the most frequent pairs are those where the $\Delta_{\text{id}-\text{aID}}$ are less than 10 residues for each region, the relative frequencies of more distant pairs are significantly higher in region C. An extraordinary number of pairs with $\Delta_{\text{id}-\text{aID}} = -4$ are observed in regions A and B. The majority of these are related to two subsequent turns in the $\alpha$-helices (3.6 residues per turn) (Fig. 5 and Table S7\textsuperscript{†}). In many such cases, the anion points into an aromatic ring even if there is enough space for other conformations. This may suggest a role for anion–$\pi$ interaction in stabilization of $\alpha$-helices. This conclusion should be supported by appropriate calculations, however, this is not the aim of this work. In their extensive analysis of short contacts between planar AA side chains, Waters, Bhattacharyya, and Chakrabarti noticed that a $\Delta_{\text{id}-\text{aID}} = -4$ between interacting residues (especially aromatic AAs) is observed commonly in helical structures.\textsuperscript{63,64} They presented extensive valuable information that indicated possible interactions between them. However, this observation was not linked to possible anion–$\pi$ interactions. Sequence analyses of the most common amino acid pairs are presented in the ESI (Fig. S12 and S13\textsuperscript{†}). The majority of examples indicate vaguely symmetrical distributions, which means there is no significant preference for the quadrupole to be before or after the anion. However, a few representative protein chain motifs exhibit such order preferences. For example, in the Glu–Phe and Glu–Tyr dimers ($\Delta_{\text{id}-\text{aID}} = 1$) found in regions A and B, the carboxylic group of Glu is located above the Phe or Tyr ring. Such dimers tend to be observed in $\alpha$-helices, $\pi$-helices (often as the first or last turn), and loop bends that include hydrogen-bonded turns (Table S7\textsuperscript{†}). The opposite ($\Delta_{\text{id}-\text{aID}} = -1$) dimers Phe–Glu and Tyr–Glu are several times rarer. It is worth noting that even if a sequence motif appears to be favourable (Fig. S11\textsuperscript{†}), it is not equal to any structural pattern. For example, although the His–x–x–Glu (where x is any amino acid and $\Delta_{\text{id}-\text{aID}} = -3$) motif seems to be relatively frequent in region A, we could not assign a specific pattern to the secondary structure. On the other hand, we suspect that the anionic groups have interesting roles in the formation of the GNRA motif (G – guanine, N – any nucleotide, R – guanine or adenine, A – adenine) of the RNA hairpin secondary structure. GNRA is among the most widespread and well-researched RNA tetraloops.\textsuperscript{65-68} In this motif the helical form of RNA (duplex) is unfolded to create a bent phosphate backbone and an unpaired nucleotide loop (see Fig. 6). GNRA is stabilised by the hydrogen-bond network and might be supported by aromatic ring stacking. Nevertheless, we find that in region A, motif $\Delta_{\text{id}-\text{aID}} = -2$ is preferable which is in line with

![Fig. 5 Example of an anion–$\pi$ interaction between residues $i - 4$.](image1)

![Fig. 6 (a) The three-dimensional structure of the duplex form of RNA with a GNRA hairpin at its end (PDB code: 4K27). (b) Schematic representation of typical RNA secondary elements, where the oxygen atom from the anionic phosphate backbone is located in region A or B above the aromatic ring. (c) Close view of the hairpin from 4K27. (d) Anion locations in the GNRA motifs.](image2)
the observation of Chakravarty et al.\textsuperscript{36} This is correlated with anion–π interactions between the phosphate backbone and a nucleobase in the GNRA motif (G as a quadrupole, R as an anion) (Fig. 6). Such motifs make up nearly a quarter (22%) of all records found in region A for nucleotides, compared to 9 and 0.2% in regions B and C, respectively. The rest of the records in region A are observed in the other “unpaired” regions of RNA such as internal loops and bulges. GNRA motifs in which “G” represents a quadrupole and “A” represents an anion, are somewhat more common in region C (5%), but are rare in regions A and B (0.3 and 1%, respectively). Parallelly to our studies, Esmaeili et al. indicated computationally the importance of anion–π interaction in the stabilization of RNA GAAA and GGAG tetraloops within the few selected real systems of living organisms of E. coli and Homo sapiens, respectively.\textsuperscript{39}

Anion orientation with respect to the ring plane

Due to the low prevalence of linear anions, we consider only planar anion orientations. Anions in ion pairs (e.g. acetate bonded to iron in heme) are not analysed in this section. The relative orientation to the quadrupole is defined by the angle between the ring plane and the anion plane. The overall conclusions are that planar anions usually align almost parallel (face–face) to aromatic rings in region A; in region B, the orientation is slightly rotated towards the slanted edge-face; whereas anions located in region C prefer edgewise geometry. This statement is correct for most of the planar anions identified.

The carboxylic groups of ASP and GLU, small carboxylic acids like FMT and ACT, and nitrate anions are noted in particular (see Fig. S14 and S15†). The above observations are also in line with results presented in previous studies where structural analyses and detailed computational analyses of simple anion–π systems revealed that parallel anion orientations are preferred due to overlapping orbitals and their contribution to overall stabilization.\textsuperscript{20,21,70–72} Nevertheless, atypical angle distributions are observed in region A for such ions as citric acid, where no orientation is privileged, and the carboxylic group of heme strongly prefers edgewise geometry.

Coexisting synthon—ternary interactions

Bearing in mind the complexity of protein-based systems, we tried to find out which other weak forces accompany anion–aromatic pairs and might affect their stability. We carefully analysed the neighbourhoods around anion–ring pairs and introduced classification of ternary assemblies, as shown in Fig. 7. We distinguish four typical motifs that involve cations: (i) ring–anion–cation, where the anion and metal cation are on the same site of the ring plane (this condition is not applied to anions in region C) and are close enough for one to suspect that the anion coordinates the metal centre or that electrostatic interaction between ions is dominant; (ii) anion–ring–cation, where the cation is coordinated or bonded directly to the aromatic ring and to the anion (the distance to the anion is less than 3.25 Å); (iii) anion–ring–cation synths, where the anion and cation are on opposite sides of the ring (this condition is not applied to anions in region C) and the distance

![Diagram](image-url)

**Fig. 7** Typical accompanying interactions and the geometrical parameters that we used to distinguish these interactions. (i) Ring–anion–cation, (ii) anion–ring–cation, (iii) anion–ring–cation, (iv) anion–ring–cation, (v) ring–anion–H-donor, (vi) anion–ring–ring, (vii) anion–ring–ring. Geometric parameters were selected based on the available literature (details in the description below) or determined experimentally.
between them exceeds 3.25 Å, and (iv) anion⋅ ring⋅ cation, where the cation is coordinated to a more distant molecular fragment of quadrupole molecule. Moreover, we also considered the (v) ring⋅ anion⋅ H-donor system, where the anion located above the ring is involved in a strong hydrogen bond, as well as (vi) anion⋅ ring⋅ ring and (vii) anion⋅ ring⋅ ring, where another aromatic ring near the anion–π synthon is oriented parallel or perpendicular, respectively, to the primary ring. It is worth noting that sets (i)–(v) are not disjoint. For example, the structure where the anion is located above the aromatic ring and is involved in interactions with both some metal cation and the hydrogen bond is classified in groups (i) and (v) simultaneously. We also distinguish separately the group where no coexisting interactions are found, hereafter denoted as “(rest)”. The results are summarised in Table 3. The numbers of pairs that belong to each group increase from regions A to region C. In each region, the most significant fractions are groups (rest) and (v). The distributions of h and x over all groups in regions A and C are presented in Fig. 8. The distributions of groups (ii), (iv), and (vi) are especially characteristic, as the mean values of h and x in the relative groups tend to be smaller than the related mean values for all pairs in the region. Below, we present a brief review of the data from our analysis. Detailed statistics and information are available in the ESI file i_vii_stats.xlsx.

(i) Ring⋅ anion⋅ cation. To find structures where metal cations are located in the direct neighbourhood of the anion, we prepared a structure set that excludes instances where an aromatic ring has a cation bonded directly to it, the distance between the anion and cation is \( d_{\text{acent}} < 3.25 \) Å, and both ions are on the same side of the ring (for anions in regions A and B). \( d_{\text{acent}} \) was established as an average coordination bond length. It was determined based on literature related to metal bonding sites in proteins\(^{74-76}\) and magnified to consider strong electrostatic interactions. Only metals were considered as cations, whereas Arg and Lys side chains were investigated in group (v) as hydrogen-bond donors. Iron–sulphur clusters characterised by blurred charges and a wide range of possible oxidation states\(^{27}\) were considered as cations only if one of the iron atoms was sufficiently close to the anion. Using this procedure, we find 543 such interactions in region A (1.7%), 1690 in B (2.1%), and 4239 in C (1.6%) (Table 3). The most frequent anions in this set are Asp and Glu (A: 40 and 29.1%, B: 36.2 and 35.3%, and C: 28.7 and 2.1%, respectively), whereas the most frequent cations are Zn\(^{2+}\) (A: 19.4%, B: 17.7%, C: 23.6%), Mg\(^{2+}\) (A: 17.4%, B: 20.5%, C: 17.6%), Mn\(^{2+}\) (A: 15.5%, B: 11.2%, C: 10.1%), Ca\(^{2+}\) (A: 14.8%, B: 12.2%, C: 9.7%), and Fe\(^{3+}\) (A: 14.1%, B: 19.0%, C: 21.1%) (for more details see the ESI†). The mean h and x values in this group are almost identical to the average values for all pairs in each region (Fig. 8(i)). Approximately half of the records from group (i) share a part with group (v). This means that the anion interacts with the cation and simultaneously creates a strong hydrogen bond. Moreover we find that a third of the PDB macromolecules contain metal in their structures. The above observation might suggest that the presence of type (i) motifs is not common in macromolecules.

(ii) Anion⋅ ring⋅ cation. Group (ii) contains structures where \( d_{\text{acent}} < 3.25 \) Å and the metal centre is coordinated directly and simultaneously to aromatic ring. Using these criteria, 227, 1819, and 6862 triads are found in regions A, B, and C, respectively (Table 3). Their contributions are more conspicuous in groups B and C. The vast majority of aromatic rings that coordinate metal cations are histidine (79–96% in A–C), however, porphyrin derivatives such as heme and chlorophyll are also noted (ESI: i_vii_stats.xlsx†). The most common cations in this group are zinc (49–54%), iron (14–17%), and manganese (9–12%). Anions are typically located closer to the ring coordinated to the metal ion. \( h_{\text{ii}} \) and \( x_{\text{ii}} \) are significantly lower than the mean value for all records found in the respective regions (Fig. 9). This is because of anion–metal coordination rather than stronger anion–π interactions. Over 40% (49% in A) of anions in the identified triads create hydrogen bonds simultaneously (including anion–ring hydrogen bonds).

(iii) Anion⋅ ring⋅ cation. In this group, we search for anion–ring pairs where the quadrupole is engaged in cation–π interactions. As in (i), all rings bonded to metal cations are excluded from this group. Only cations (metal, Arg, or Lys) that are less than 5 Å from the ring’s centroid and lie inside the 45 degree spherical sector are considered. Anions and cations are on opposite sides of the ring in the cases of A and B. The fractions...
of ternary interactions from group (iii) are similar in A and B (5.13 and 5.96%, respectively, which is somewhat larger than reported by Lucas et al.\textsuperscript{43}), whereas in C almost 15% of anion–ring pairs are accompanied by a cation in this manner. This large difference might be a result of steric effects; if an anion is located in the ring plane (C), it leaves more space for other chemical entities above and below the ring. Approximately 99% of cations located above the ring are cationic side chains of AA.

The ratio of Arg to Lys involved in these triads varies from 2.6 : 1 (region A) to 2.9 : 1 (region B and C), which is much more than the ratio of the natural abundance of these molecules (0.9–1.1 to 1)\textsuperscript{43} (which was confirmed in our dataset). The above observation is in general agreement with previous reports, which state that arginine exhibits a stronger tendency to locate above aromatic rings than lysine (see Fig. S17\textsuperscript{†}).\textsuperscript{78–81} The average values $\bar{n}_{\text{uij}}$ and $\bar{x}_{\text{uij}}$ in group (iii) are quite close to the average values for each region A, B, and C. This suggests that the cation at the opposite side of the quadrupole does not generally have a large influence on the anion position. This observation does not confirm the canonically acknowledged stabilizing effect of the cation at the reverse side of the quadrupole. However, it might be the result of natural complexity among biological systems. Nevertheless, for RNA $\bar{n}_{\text{RNA}}$ is equal to 3.39 Å, which is smaller than the overall average value, in line with the analysis of Lucas et al.\textsuperscript{41} A sample image of an anion–ring–cation synthon is presented in Fig. 9.

(iv) Anion–ring–cation. Interactions are classified to this group if the metal cation is coordinated to an arene (directly or via a chain, see Fig. 7), and the distance between the anion and the cation is $d_{\text{anion-cation}} > 3.5$ Å (to eliminate metal coordination and ion–ion interactions). It is reasonably assumed that the bonded cation induces polarization and redistribution of the electron density, which enhance the anion–aromatic interactions.

It is worth noting that, although the frequencies of such synthons are not high, they have exclusive importance on aromatic ligands. Almost a third of arenes found in group (iv) are molecules other than AA and NU (in contrast to other groups, which are dominated by AA or NU; see Table 4 and i_vii_stats.xlsx for more details\textsuperscript{†}). This trend is observed mostly in A (29%), whereas in C just histidine makes up 76% of

<table>
<thead>
<tr>
<th>Table 4 Fractions of various aromatic ring types in (iv)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ring type</strong></td>
</tr>
<tr>
<td>Count</td>
</tr>
<tr>
<td>RNA</td>
</tr>
<tr>
<td>DNA</td>
</tr>
<tr>
<td>Protein</td>
</tr>
<tr>
<td>Ligand</td>
</tr>
</tbody>
</table>
aromatics. Based on the above, we assume that anion–π interactions that are assisted by cation-induced electron density relocation have special importance when bonding external ligands to macromolecules (all ligand codes from this group are available in the ESI†). The mean values of $h_\nu$ and $x_\nu$ are significantly lower than values for all records found in the respective regions (Fig. 8). This is presumed to be an effect of anion–π interaction reinforcement. Typical cations that coordinate aromatic molecules within this class are zinc (34–39%), magnesium (13–24%), and iron (12–14%). One example of such a synthon is structure 4J04 presented in Fig. 10.

(v) Ring–**anion**–H-donor. In cases where hydrogen atoms were present in the model (mainly from hybrid solutions like X-ray + NMR, etc.) we used the current protonation state of the whole molecule. If H atoms were not present in the PDB file we added them only to amino acid residues (so in such cases, ligands were not considered as H-bond donors). For more acceptors (including ligands). The parameters for detection of hydrogen bonds were set as follows: angle acceptor–hydrogen-donor $\alpha_{\ldots h-donor} > 130^\circ$, distance acceptor–donor $d_{\ldots h-donor} < 3.2$ Å and acceptor–hydrogen distance $d_{\ldots h-donor} < 2.2$ Å (Fig. 7). (v) is the most abundant group; approximately 50% of anions in A and B and over 75% of anions in C create hydrogen bonds. In C, the hydrogen-bond donor and quadrupole are the same molecule in the vast majority (78%) of cases. This confirms our initial statement that the two maxima apparent in the $x$ and $h$ histograms (Fig. 2a) are related to hydrogen bonds with histidine and tryptophan ($x \sim 3.8$ Å) or tyrosine ($x \sim 4.5$ Å) (compare with Fig. 11a). Therefore, we decided to create 2D histograms of anion density around the aromatic ring after excluding anion–ring pairs that form hydrogen bonds (see Fig. 11b). Regions A and B are thus even more distinguishable. It should be stressed that the number of accompanying hydrogen bonds is approximately 1.5 times greater than the number of quadrupole–anion pairs found. This is due to the fact that one anion creates a strong hydrogen bond with more than one hydrogen donor relatively often.

![Fig. 10 Anion–π interaction in structure 4J04.](image)

**Fig. 10** Anion–π interaction in structure 4J04.97,98 Coordinated manganese ions presumably induce redistribution of electron density along the ligand molecule, increasing the quadrupole moment of the ring and enhancing anion–π interactions with glutamic acid.

**Table 5** Fractions of specific aromatic ring types in vi

<table>
<thead>
<tr>
<th>Ring type</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNA</td>
<td>149</td>
<td>60.82</td>
<td>93</td>
</tr>
<tr>
<td>DNA</td>
<td>5</td>
<td>2.04</td>
<td>40</td>
</tr>
<tr>
<td>Protein</td>
<td>66</td>
<td>26.94</td>
<td>288</td>
</tr>
<tr>
<td>Ligand</td>
<td>25</td>
<td>10.20</td>
<td>83</td>
</tr>
</tbody>
</table>
are in agreement with those presented by Lucas et al.,41 despite the differences in methodology. Analysis of mutual \( \pi-\pi \) distributions (Fig. S18†) shows that the maximum of ring occurrence in the plane appears when \( x \) is approximately 5 Å. This suggests that sufficient analysis of group (vii) would require a search in a larger sphere. Examples of synthons (vi) and (vii) are presented in Fig. 12.

Rest. This group is a result of the exclusion of groups (i)–(vii) and contains only anion–ring pairs that are not engaged in any of the synthons described above. A summary of this group is presented in Table 6. In general, the statistics for this group are similar to those for all anion–ring pairs in regions A–C. In the case of A, the shape of the \( h \) value distribution differs from those obtained for all anion–ring pairs in region A (see Fig. S6†), although \( h_{\text{rest}} \) is almost the same. In the case of C, an \( x \) value distribution with a completely different shape is observed. This confirms that two strong maxima on the 2D histogram can be assigned to the presence of hydrogen bonds.

Aromatics and other chemical entities

In the final section of this work, we present the results of searches for other chemical entities around aromatic rings. Fig. 13 shows the juxtaposition of the results. First, we consider methyl groups from alanine, isoleucine, leucine, threonine, and valine side chains. These aggregate above the arene (\( h \) in the range 3–4 Å). This trend is similar for aromatic AAs, NUs, and ligands (Fig. S16†). We also analyse cation distributions. Metal ions locate preferentially in the plane of the ring or in other parts of the sphere, and avoid the area above the ring. In contrast, the cationic side chains of Arg, and Lys (Fig. S17†) avoid positions in the ring plane. Geometrical preferences differ significantly among AAs, i.e. arginine is more condensed above the ring, while lysine tends to diffuse across the entire sphere. This might suggest that the electronic structure of the cationic group and orbital contributions also affect cation–\( \pi \) interaction strengths. Studies have been conducted that consider basic AAs from the standpoint of their ability to form cation–\( \pi \) interactions.57–60 However, the authors of these works used different methodologies. In particular the spheres searched had larger radii. Nevertheless, our results confirm that arginine exhibits a greater tendency to locate above the aromatic ring than lysine. On the other hand, despite well documented metal–\( \pi \) interactions,61–66 most metal cations locate preferentially in the ring plane instead of above it. Finally, other aromatics mostly locate above arene with two maxima; the first appears when \( h \) is in the 3–4 Å range, and the second appears when \( h \) is approximately 5 Å (the histograms show the locations of the ring centroids).

Finally, we analyse distribution of other aromatic rings around quadrupoles in 5 Å sphere. In the case of AAs quadrupoles, other rings locate preferentially above (\( h \) approximately 5 Å) or

| Table 6 The fraction of each type of aromatic ring in group rest |
|-----------------|--------|---------|--------|--------|
| Ring type    | Count | %      | Count | %      | Count | %  |
| RNA          | 894   | 5.42   | 930   | 2.31   | 2236  | 3.21|
| DNA          | 69    | 0.42   | 180   | 0.45   | 428   | 0.61|
| Protein      | 14 572| 88.37  | 37 667| 93.58  | 62 843| 90.29|
| Ligand       | 954   | 5.79   | 1472  | 3.66   | 4095  | 5.88|

Fig. 12 Examples of anion–quadrupole triads: (a) 3BJpp100 and (b) 3VPy101,102 structures.

Fig. 13 Comparison of the distributions (bin size: \( \Delta x = \Delta h = 0.01 \) Å) and densities (bin size: \( \Delta x = \Delta h = 0.05 \) Å) of anions, methyl groups, cations, and other aromatic rings around aromatic rings. The presented histograms are calculated for unique pairs in the non-redundant set of macromolecules with resolution \( r \leq 2.5 \) Å.
in the plane (x approximately 5 Å) of quadrupole. This corresponds to a T-shaped and distant π–π interaction.\[^{44}\] In the case of NU and ligands, strong π–π interaction is preferred (maximum in h approximately 3.5 Å, see Fig. S18†). This comparison allows the following conclusion to be drawn: anion–π interactions among macromolecules are much less common than other supramolecular interactions with aromatic rings, so it is likely that their importance to biomolecular stability is statistically lower than importance of other supramolecular forces. However, as shown in the previous sections, they might be crucial to ligand binding in adducts that involve ring systems with positive quadrupole moments and notable polarizability. Moreover, this basic comparison suggests that it is worth performing a similar analysis with the use (x, h) coordinate system for other non-covalent interactions consisting of aromatic rings. As we have shown, the choice of the coordinate system is extremely important for the proper reproduction of statistical space occupation by the interacting species. Therefore such analysis would be of great importance to validation of information obtained from the analysis using (R, α) coordinate system.

Conclusions

Anion–aromatic ring interactions in macromolecules were explored comprehensively via consideration of all non-redundant PDB records including amino acids, nucleobases, and, non-standard residues never analysed before. The results provided a substantial update that covers various binary and ternary interaction motifs. Unlike previous studies of anion–π interactions in macromolecules, we decided to use the (x, h) coordinate system which, in our opinion, (i) allows one to distinguish more effectively the space regions with increased motif densities, and (ii) is more intuitive to interpret. To the best of our knowledge, this approach has never been used to describe anion–aromatic interactions, although it was used several times in cation–π studies.\[^{81,87}\] Based on a 2D map of anion distributions and densities around aromatic rings, we defined and carefully analysed three cylinders, or cylinder-shell space fragments, covering the space above the ring centroid (A), above the ring bonds (B), and in the peripheral area close to the ring plane (C). This approach let us visualise for the first time local compaction of anions above the aromatic ring, whereas in previous works, monotonic growth in anion occurrence with distance from the centroid was presented.\[^{44}\] Moreover, ratio of non-standard (ligands, cofactors, etc.) to standard (AA, NU) residues increase from region C to region A. This suggests that anion–π interactions are probably important to docking of the ligand and might be essential from a drug design perspective. From sequence and secondary structure analyses, we found that anion–π interactions might also influence GNRA tetraloop thermostability in RNA and on helical structures in proteins. The ratio of Asp and Glu anionic residues located above the aromatic ring to those located within 5 Å of its centre suggests that the nature of such interactions is similar for both of these residues. Planar anions located above the aromatic ring, prefer positions that are rotated slightly from being strictly parallel to the quadrupole and moved slightly from being just above the centre of a ring. In contrast, those located in the plane of the ring prefer edgewise interactions. Analysis of ternary interaction motifs shows that the most numerous moieties (~50% in A and B, and ~75% in C) are anion–ring pairs where the anion forms a hydrogen bond simultaneously. The most interesting ternary interactions are anion–ring pairs, where the cation is coordinated by the quadrupole’s chain. In this group, a surprisingly large portion of the quadrupole are ligands. A comparative analysis of the distributions and densities of anions and other moieties indicates that anion–π interactions should be essential to specific situations that involve rings with positive quadrupole moments, although a number of relevant motifs are less common than other interactions that involve aromatic rings.

To summarize, the results of our updated study performed using an alternative model significantly expand previous analyses of interactions involving aromatic AAs in proteins.\[^{38,42,63}\] The novelty we bring to the discussion of anion–π interaction in biological systems involve: (i) analysis of all possible aromatic residues, (ii) critical discussion on the implications born by a choice of coordination system, (iii) proof for local anion compaction above the aromatic rings as the example of the new feature definitely hidden for the standard model used previously, (iv) extended sequence analysis of RNA strands, (v) clear distinction of anion–π and anion–ring interactions possible within one PDB search protocol, and (vi) serious extension of coexisting interactions in ternary systems. Moreover, as a result of our studies we share our original searching tool which can be used by other researchers in more efficient, future PDB mining.

Data availability

Processed data are available in the xlsx file in the ESI.\[^{†}\] Any set of structures in mmCIF format can be processed with code available at https://github.com/chemiczny/PDB_supramolecular_search.
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