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on conditions from limited data
through active transfer learning†
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Tim Cernak *ad and Paul M. Zimmerman *a

Transfer and active learning have the potential to accelerate the development of new chemical reactions,

using prior data and new experiments to inform models that adapt to the target area of interest. This article

shows how specifically tuned machine learning models, based on random forest classifiers, can expand the

applicability of Pd-catalyzed cross-coupling reactions to types of nucleophiles unknown to themodel. First,

model transfer is shown to be effective when reaction mechanisms and substrates are closely related, even

when models are trained on relatively small numbers of data points. Then, a model simplification scheme is

tested and found to provide comparative predictivity on reactions of new nucleophiles that include unseen

reagent combinations. Lastly, for a challenging target where model transfer only provides a modest benefit

over random selection, an active transfer learning strategy is introduced to improve model predictions.

Simple models, composed of a small number of decision trees with limited depths, are crucial for

securing generalizability, interpretability, and performance of active transfer learning.
Introduction

Computers are becoming increasingly capable of performing
high-level chemical tasks.1–4 Machine learning approaches have
demonstrated viable retrosynthetic analyses,5–7 product predic-
tion,8–11 reaction condition suggestion,12–16 prediction of ster-
eoselectivity,17–20 regioselectivity,19,21–24 and reaction yield25,26

and optimization of reaction conditions.27–30 These advances
allow computers to assist synthesis planning for functional
molecules using well-established chemistry. For machine
learning to aid the development of new reactions, a model
based on established chemical knowledge must be able to
generalize its predictions to reactivity that lies outside of the
dataset. However, because most supervised learning algorithms
learn how features (e.g. reaction conditions) within a particular
domain relate to an outcome (e.g. yield), the model is not ex-
pected to be accurate outside its domain. This situation
requires chemists to consider other machine learning methods
for navigating new reactivity.

Expert knowledge based on known reactions plays a central
role in the design of new reactions. The assumption that
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substrates with chemically similar reaction centers have trans-
ferable performance provides a plausible starting point for
experimental exploration. This concept of chemical similarity,
together with literature data, guides expert chemists in the
development of new reactions. Transfer learning, which
assumes that data from a nearby domain, called the source
domain, can be leveraged to model the problem of interest in
a new domain, called the target domain,31 emulates a tactic
commonly employed by human chemists.

Transfer learning is a promising strategy when limited data
is available in the domain of interest, but a sizeable dataset is
available in a related domain.31,32 Models are rst created using
the source data, then transferred to the target domain using
various algorithms.19,33–35 For new chemical targets where no
labeled data is available, the head start in predictivity a source
model can provide becomes important. However, when a shi
in distribution of descriptor values occurs (e.g., descriptors
outside of the original model ranges) in the target data, making
predictions becomes challenging. For such a situation, the
objective of transfer learning becomes training a model that is
as predictive in the target domain as possible.31,36 Toward this
end, cross-validation is known to improve generalizability by
providing a procedure to avoid overtting on the training data.37

The reduction of generalization error, however, may not be
sufficient outside the source domain. Accordingly, new
methods that enhance the applicability of a transferred model
to new targets would be benecial for reaction condition
prediction.

Another machine learning method that can help tackle data
scarcity is active learning. By making iterative queries of
Chem. Sci., 2022, 13, 6655–6668 | 6655
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Fig. 1 Workflow of (A) previous active learning studies and (B) this
work. Distinctions that arise from the different problem setting and
incorporation of transfer learning are highlighted bold in (B).
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labeling a small number of datapoints, active learning updates
models with knowledge from newly labeled data. As a result,
exploration is guided into the most informative areas and
avoids collection of unnecessary data.38,39 Active learning is
therefore well-suited for reaction development, which greatly
benets from efficient exploration and where chemists conduct
the next batch of reactions based on previous experimental
results. Based on this analogy, reaction optimization27,28 and
reaction condition identication40 have been demonstrated to
benet from active learning. However, these prior works initiate
exploration with randomly selected data points (Fig. 1A) which
does not leverage prior knowledge, and therefore does not
reect how expert chemists initiate exploration. Initial search
directed by transfer learning could identify productive regions
early on, which in turn will help build more useful models for
subsequent active learning steps.

To align transfer and active learning closer to how expert
chemists develop new reactions, appropriate chemical reaction
data is necessary.41 Available datasets42 that are oen used for
machine learning are overrepresented by positive reactions,
failing to reect reactions with negative outcomes. On the other
hand, reaction condition screening data of methodology
reports—which chemists oen refer to—only constitute
a sparse subset of possible reagent combinations, making it
hard for machine learning algorithms to extract meaningful
knowledge.43

High-throughput experimentation44–46 (HTE) data can ll
this gap. HTE provides reaction data16,25,27,47,48 with reduced
variations in outcome due to systematic experimentation. Pd-
catalyzed coupling data was therefore collected from reported
work using nanomole scale HTE in 1536 well plates.49–51 In the
current work, subsets of this data, classied by nucleophile type
as shown in Fig. 2A, were selected to a dataset size of approxi-
mately 100 datapoints, which captured both positive and
negative reaction performance.

Reaction condition exploration could be made more efficient
if algorithmic strategies could leverage prior knowledge. Toward
this goal, model transfer and its combination with active
learning were evaluated. Taking advantage of diverse campaigns,
this study will show that transferred models can be effective in
applying prior reaction conditions to a new substrate type under
certain conditions. Next, the source model's ability to predict
reaction conditions with new combinations of reagents will also
be evaluated. Lastly, challenging scenarios are considered where
productive reaction conditions for one class of substrate are not
useful for the substrate of interest. Active transfer learning,
which uses a transferred source model as a starting point for
active learning in the target domain, however, overcomes the
limited predictability of the transferred model and efficiently
identies desired reaction conditions.

Results
Predicting reaction conditions for a new nucleophile in Pd-
catalyzed cross-coupling reactions

To expand the applicability of a transformation, chemists oen
start by applying known reaction conditions to a substrate with
6656 | Chem. Sci., 2022, 13, 6655–6668
a new reactive group. For machine learning guided exploration,
this is analogous to a model—built from prior data—making
suggestions for the target substrate. Therefore, the rst proce-
dure herein tests whether a model can predict the applicability
of known above-the-arrow reaction conditions to a new
substrate, before any new data is collected. Pd-catalyzed cross-
coupling reactions will serve as the testing grounds.

Phosphine-ligated palladium can catalyze reactions between
aryl halides and various nucleophiles to form C–X (X ¼ C,52 N,53

O,54 S55) bonds. Despite similar reaction components across
these classes of reactions (Fig. 2A), the mechanism may be
qualitatively different depending on the nucleophile (Fig. 2B).
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 (A) Structure of reactions in the dataset. A total of 1220 reactions across 10 types of nucleophiles are in the dataset. (B) Two distinct
mechanisms included in the dataset. Nucleophilic aromatic substitution is another mechanism that is involved in the dataset, but it is not shown
here.
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Moreover, different substrate pairs in a single class of reacting
nucleophiles, such as anilines or secondary alkyl amines, may
require different combinations of phosphine ligand and base
for optimal performance.

To study the situation of using a model to transfer infor-
mation between distinct nucleophile types, amide, sulfonamide
and pinacol boronate esters were selected as nucleophile types.
For each nucleophile type, random forest classier models were
trained under cross-validation (see Computational Details).
These models were used to predict the outcome of reactions in
the other nucleophile sets. To transfer known reaction condi-
tions to the new nucleophile types, we focused on combinations
of electrophile, catalyst, base and solvent that were common
between source and target datasets (Fig. 3A). A binary yield
© 2022 The Author(s). Published by the Royal Society of Chemistry
system was used to classify success of the reaction (0% yield vs.
>0% yield). Classication performances were evaluated with the
receiver operating characteristic area under the curve (ROC-
AUC). For the ROC-AUC, perfect predictions have a value of
1.0 and random guessing leads to a value of 0.5.

Fig. 3B shows that models trained on reactions using ben-
zamide (1) as nucleophile made excellent predictions on reac-
tions using phenyl sulfonamide (ROC-AUC ¼ 0.928), where the
two nucleophiles presumably follow a closely related C–N
coupling mechanism.56 On the other hand, predictions for
reactions using pinacol boronate esters (4 and 5) as the
coupling partner, made by the same benzamide-trained model,
were inferior to random selection (ROC-AUC ¼ 0.133). This
observation is repeated for models trained on the sulfonamide
Chem. Sci., 2022, 13, 6655–6668 | 6657
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Fig. 3 (A) Scheme of a model transfer experiment between amide source and boronic acid pinacol ester target. (B) Trellis plot of ROC-AUC
curves. Diagonals correspond to cross-validation scores when source models were trained. Off-diagonals show the performance of source
models predicting target reactions with reaction conditions used in the training set. (C) Heatmap of average ROC-AUC scores of model transfer
between all nucleophile types within the dataset. Diagonal elements correspond to cross-validation scores. Square blocks, divided by bold black
lines, show pairs of nucleophiles that fall under the same reaction type.
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dataset: sulfonamide models classied reactions of 1 well (ROC-
AUC ¼ 0.880), while for pinacol boronate esters, the perfor-
mance was again worse than random (ROC-AUC ¼ 0.148).
Models trained on reactions using pinacol boronate esters did
not show meaningful performance on either amide or
sulfonamide-based reactions (ROC-AUC values of 0.245, 0.044,
respectively). The near-perfect misclassication on sulfonamide
reactions is further analyzed in the ESI,† where it is shown that
nearly opposite yield labels guide the models to predict the
inverse outcome (Table S2†).

Intrigued by these observations, the reaction condition
prediction experiment was expanded to include all 90 pairs of
source and target nucleophile types available in the dataset
(Fig. 3C). Following the expectation that a model would be more
predictive for mechanistically similar reactions, models trained
on nitrogen-based nucleophiles are effective in classifying
yields of other nitrogen nucleophiles. ROC-AUC scores for
models of phenols and thiophenols transferred to nitrogen-
based nucleophiles, however, were somewhat lower. This may
6658 | Chem. Sci., 2022, 13, 6655–6668
be because the reaction mechanism involved with the former is
more likely via SNAr than Pd-catalyzed coupling.49 For malonate
nucleophile models, predictions on nitrogen-based nucleo-
philes are not particularly accurate (ROC-AUC between 0.52 and
0.77), and vice versa.

The model transfer results can be explained by considering
the coupling mechanisms and molecular structures that
differentiate the source and target nucleophile types. First, for
a source model to make effective predictions in a target domain,
the reaction mechanism of the source-target pair should be
closely related. For many pairs of source and target nucleophiles
that fall under the same reaction type (Fig. 3C, presumed
mechanistically similar reactions are grouped by bold black
lines) the transfer ROC-AUC is high, mostly above 0.8. However,
despite the mechanistic similarity of diethyl malonate and the
nitrogen nucleophiles,57 the transfer ROC-AUC was only �0.7
with malonate as target. This might be attributed to the
difference of the reacting atom's identity (C vs. N) and its
adjacency to two electron withdrawing groups.
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (A) Summary of dataset considered for the rest of the study. The
18 reactions common across the source and target reflects a realistic
situation of changing only one variable (nucleophile). However, there
being no desired outcomes for the target nucleophiles presents
a challenge, therefore 25 more reaction conditions were considered.
(B) and (C) Average performance of 25 benzamidemodels with various
hyperparameter values, transferred to aniline and pyrazole data,
respectively. Values in parentheses correspond to standard deviations.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Generalizing to new reaction conditions

Directly adopting previous reaction conditions, as considered in
the section above, may not ultimately be viable for the target of
interest. Therefore, new reagent combinations usually need to
be considered when developing reaction conditions for a new
substrate. In this case, model generalizability is vital to making
accurate predictions. Cross-validation is a standard procedure
in model training because it avoids overtting: a model that is
too tightly tuned to the training data is unlikely to generalize
well to dissimilar data points. Inspired by the model simpli-
cation effect of cross-validation, we hypothesized that simpli-
fying the model form58—beyond what is determined by cross-
validation—may further improve predictivity for unseen reac-
tion conditions. Like the section above, predictions are made
without target reaction data.

To test whether model simplication will lead to improved
predictions, the reaction development case study shown in
Fig. 4A was analyzed. The source data for this realistic situation
consists of 64 distinct reaction conditions involving 1 (nucleo-
phile) and 3-bromopyridine (8, electrophile), and 18 reaction
conditions involving 1 and 2-bromothiazole (2, electrophile).
The rst 64 can be seen as the original attempt at discovering
reaction conditions, and the next 18 were created to expand the
scope to a second electrophile, while keeping the nucleophile
constant. With this source data in hand, the overall goal is to
expand the reaction conditions to handle two new nucleophiles,
aniline (6) and pyrazole (7). For coupling of either of these new
nucleophiles to electrophile 2, however, none of the original 18
reaction conditions showed positive yields. Therefore, 25 addi-
tional reaction conditions available in our dataset but previ-
ously unseen by the model were considered, giving 43 possible
conditions for the two new nucleophiles.

In this context of reaction scope expansion, a random forest
classier can be tailored to different degrees of complexity.
Since decision trees in a random forest are a series of nodes that
evaluate feature values to make a prediction, model complexity
can be regulated by limiting the number of trees and the
maximum number of evaluations. Accordingly, models varying
these two hyperparameters were compared.

Cross-validated source models show random forests with
200 decision trees trained with depths constrained to 3 is the
most effective model (Fig. S5A†). While these cross validated
models applied to reactions of 6 and 7 (grey dotted squares in
Fig. 4B and C, respectively) show some predictivity, slightly
higher ROC-AUC scores (0.93 vs. 0.91 for 6, 0.65 vs. 0.52 for 7)
can be achieved with simpler models (Fig. 4B and C, solid grey
boxes). Analogous analyses conducted on all 30 possible pairs of
source-target nucleophiles show simpler models give compa-
rable transfer performances to cross-validated source models in
14 cases and better performances in 9 cases (See ESI Fig. S6, S7
and Table S3† for further details). An added benet of model
simplication is that it can make models easier to interpret and
Dashed grey boxes show the optimal combination determined by
cross-validation. Solid grey boxes show the simplest hyperparameter
combination with optimal transfer performance.

Chem. Sci., 2022, 13, 6655–6668 | 6659
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Fig. 5 (A) Cumulative number of reactions of desired outcomes found
per iteration for different modeling strategies. Points are an average of
25 model instances and shades depict 95% confidence interval. (B)
Average portion of descriptor components added in each iteration
across 25 experiments. (C) Reactions selected in the first five batches
of one tree growth instance, visualized on a PCA plot. PCA was con-
ducted on standardized descriptor vectors. Clusters of reactions are
separated along PC1 and PC2 following catalyst and solvent descrip-
tors, respectively. Within the clusters, base descriptors differentiate
PC2 value of each reaction. PC2 values were jittered to prevent overlap
between points. The numbers on the markers indicate the iteration the
corresponding reaction was sampled in.

6660 | Chem. Sci., 2022, 13, 6655–6668
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can assist in active learning protocols, as will be described
below and in the Discussion Section.

A strategy for choosing optimal hyperparameters in
a prospective transfer setting is not obvious. Moreover, with
a subsequent collection of target reaction data, different
hyperparameter choices may be favorable for the source model.
Accordingly, an alternative strategy to improve transfer perfor-
mance is required. The following section describes an active-
transfer learning approach to do just that.
Adapting the source model to a new substrate space for
efficient iterative experimentation

Iterative batch experimentation is a traditional way to evaluate
reaction conditions, where the best proposals are tested in the
laboratory and the results are used to decide the next experi-
ments to try. This expert process is mimicked by active-transfer
learning (ATL),59,60 where specic decisions – how to select the
reactions to label and how to update the model – also need to be
made as experiments are conducted. The utility of ATL for
predicting desired reaction conditions for a new nucleophile is
therefore explored by revisiting the problem described in
Fig. 4A, assuming a starting point where no target data has been
acquired. Performance is measured by the cumulative number
of reaction conditions identied that achieve desired outcomes.
Based on the hypothesis that simple models will more easily
adapt to target data, source models with ve decision trees of
depth one are considered.

The pyrazole target is a challenging test case. First, the
reaction conditions that gave positive results for the coupling of
source nucleophile 1 and electrophile 2 are not effective for
coupling target nucleophile 7 and electrophile 2. Also, trans-
ferred models, without additional training with target data, do
not show good predictivity (Fig. 4C). The ROC-AUC of 0.58 for
the same amide source models applied to the target 7 (Fig. 4C,
ve trees of maximum depth of one) suggest the source model is
only slightly better than random selection of target reaction
conditions (Fig. 5A, purple curve). Therefore, this challenging
scenario requires a different strategy to enhance the predictivity
of the transferred model. The pyrazole target 7 is also inter-
esting because Pd-catalyzed N-arylation of diazoles are much
less studied than couplings involving other N-nucleophiles.56

To improve the prediction of coupling conditions of 7, ATL
was employed. Similar to what might be done in laboratory
experimentation, three reactions from our available dataset
were collected and labeled in each active learning step. To
choose the three reactions at each iteration, the entries with
highest predicted probability values from the current genera-
tion model were selected (greedy selection; other reaction
selection strategies and their results are presented in the
Computational Methods and the ESI,† respectively). Models
were updated aer each batch according to various strategies
that are detailed below.

As a simple tactic for ATL, newly collected target data was
combined with the source dataset aer each round of experi-
mentation and a random forest model was retrained on the
combined dataset. When retraining, errors were more heavily
© 2022 The Author(s). Published by the Royal Society of Chemistry
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weighted for the target data, since the size of the source dataset
is much larger. As shown in Fig. 5A's magenta curve, however,
this procedure was not much more effective than the passive
source model (where no retraining was performed as target data
is collected; Fig. 5A, purple curve). This indicates that the data
combination strategy failed to adapt to the target reaction space
(Fig. S13†).

One way to adapt the iterative model to the new results—in
particular when using random forest models—is to add new
trees to the (xed) sourcemodel, where the new trees are trained
using only labeled target data. To test this strategy, three trees of
depth one—trained on the three target reactions collected in
that batch—were added to the model at each iteration. This
strategy (Fig. 5A, red curve) outperforms models with the same
number of trees trained on the combined dataset (Fig. 5A,
magenta curve) from the third iteration and onwards. The target
tree growth method identies about 50% more desired reac-
tions at this point. The target tree growth model (with source
data) outperforms the same strategy without the source model
(Fig. 5A, orange curve). By the third batch, the source-bolstered
tree growth model predicts >3 desired reaction conditions on
average, compared to 2 for the source-less model. The ATL tree
growth model therefore outperforms the other possibilities,
especially once it gathers sufficient labeled data to adapt to the
target space. ATL studies on all source-target pairs (ESI† pages
S22–S25) show that the target tree growth strategy is particularly
effective for challenging cases with a low proportion of positive
yields.

To gain insight on how ATL adapts models to the target
domain, the simplied source models and the rst three
batches of added trees were analyzed. The source model mostly
utilizes descriptors of catalysts (Fig. 5B purple bars). In contrast,
descriptors of bases and solvents are added aer the rst iter-
ation (Fig. 5B blue bars), and the next iteration introduces even
more base features (Fig. 5B green bars). The third iteration
prefers to add catalyst descriptors (Fig. 5B olive bars). This
analysis implies models become aware of aspects that were
unspecied in the source model, but still need to be considered
for effective classication of target reactions. This complies to
the accelerated pace of discoveries being made only aer the
rst two iterations (Fig. 5A, red curve).

To further understand the model's decision-making process,
the reactions that were selected for labeling at each iteration
were investigated. Reactions were visualized on the rst two
principal components of the input descriptor vectors of the
pyrazole dataset (Fig. 5C). Along the x-axis, different clusters
have different catalysts while clusters that are separated verti-
cally differ by solvent identity. Within a cluster, a reaction's
position is determined by base. In the early iterations, reactions
are selected within a single cluster, explained by the source
model's exclusive use of catalyst descriptors. At later iterations,
the selection may spread out to different clusters as other
components start to be considered. This behavior, as opposed
to selecting reactions from numerous clusters, is expected from
greedy selection and has been observed in previous active
learning studies.27,28,39 Comparisons with the behaviors of
baseline strategies are discussed in the ESI (Fig. S12†).
© 2022 The Author(s). Published by the Royal Society of Chemistry
Discussion

Decisions made during reaction development are oen sup-
ported by generalized chemical knowledge, which can be simple
and qualitative. The present investigation supports this
approach. Models were trained on physical descriptors
assumed to best represent the reaction mechanism,25 which
could help transfer to mechanistically relevant reactions.
Adversarial controls61,62 against models trained on concatenated
Morgan ngerprints63 and one-hot labels show that unlike
cross-validation where ngerprint models perform best, trans-
fer performance favors descriptor-based models in most cases
(Fig. S9 and S10†). On the other hand, models that are simpler
than those tuned for the source domain by cross-validation were
also considered for transfer. As a result, these models include
only the most dominant factors that inuence the outcomes of
reactions of the source nucleophile, in this case the catalysts for
C–N couplings (Fig. 5C). Ultimately, these models have the
potential to generalize better64 to reactions with new nucleo-
philes and reagent combinations (Fig. 4B and C). A similar idea
to secure generalizability was also demonstrated in our previous
work,14 where catalyst identity played a central role in a simple
model that predicts solvents for several named reactions.

The improvement to generalization, however, could not be
achieved between C–N coupling and Suzuki reactions (Fig. 3C),
probably due to signicant mechanistic differences between the
source and target reactions (Fig. 2B). Negative transfer65

describes the situation where the utilization of source infor-
mation results in reduced performance for classifying target
data compared to no transfer. Negative transfer can occur when
the difference between the source and target domains is large
(e.g. between pinacol boronate esters and nitrogen-based
nucleophiles, Fig. 3C). Unfortunately, foresight of negative
transfer is currently an unsolved problem32,65 for machine
learning. Domain expertise, however, can help overcome such
limitations in scientic applications of machine learning.66 In
the current context of reaction condition identication, reaction
type classication based on chemical knowledge appears to be
a useful working concept for determining whether a transfer
will be viable. Since there are no known data-driven predictors
for transferability between a given source and target,32 incor-
poration of expert knowledge into machine learning workows
appears to be a welcome near-term remedy.

The transfer of benzamide source models to pyrazole target
reactions showed a relatively weak benet, though it did not fall
into the realm of negative transfer. Pyrazole is signicantly
different in structure—compared to species like benzamide and
aniline—since it is the only nucleophile where the reacting
center is part of an aromatic ring. The relative acidity and low
nucleophilicity of pyrazole also differentiate it from other
nucleophiles.67 As a result, use of the benzamide source model
(without updates) is only slightly better than random selection
(Fig. 5A, purple curve) for determining good reaction conditions
for pyrazole. Fortunately, the ATL strategy was able to suffi-
ciently boost the source model to quickly locate working reac-
tion conditions.
Chem. Sci., 2022, 13, 6655–6668 | 6661
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The use of a small number of the simplest decision trees—
depth one57—as source model plays an important role in the
performance of the target tree growth ATL. The impacts of the
maximum depth of each tree (when the number of trees in the
source model is xed to ve) and the number of trees (when the
maximum depth is limited to one) of the source model were
evaluated (Fig. 6). Although the transfer ROC-AUC of source
models of ve trees of maximum depth one is on the lower side
among the models considered here (Fig. 4C), ATL had the
highest performance using this simple source model (Fig. 6,
purple curve vs. others). In contrast, increasing the number of
decision trees68 in the source model did not impact ATL
performance as much as increasing the depth69 of the trees.
Collectively, for iterative updates with new target data, source
model simplication beyond cross-validation seems to be
benecial.

The target tree growth ATL strategy was effective for a wide
range of transfer scenarios (Fig. S19 and S20†) and appears to be
even more effective when the portion of positive yields in the
target are low (Fig. S21 and Table S4†). For those target datasets
with less than 20% positives, tree growth identied a signi-
cantly larger number of productive reactions compared to either
Fig. 6 Performance of target tree growth ATL with source models of
(A) five trees of varying maximum depths and (B) varying number of
trees with maximum depth limited to one.

6662 | Chem. Sci., 2022, 13, 6655–6668
active learning without model transfer (from the rst iteration)
and ATL on combined source and target data (from the third
iteration). This benet of ATL over its separate components is
a result of adaptation of the model to the target data (Fig. S13†),
which was achieved through adding simple target decision trees
to a simple source model.

The goal of nding desired reaction conditions is qualita-
tively different from the goals of other active learning studies for
classication, which usually aim to minimize error in the
domain of interest.40,47 A similar formulation was used in the
context of drug discovery (up to�17 500 molecules), where data
points were selectively labeled based on the farthest distance
from the support vector machine's classication hyperplane.70

Another study71 under a similar setting (with �100 million
molecules) showed greedy selection to be effective at identifying
molecules with the best docking scores. The present results, at
the lower extreme of dataset size (<100 reactions), also support
that the greedy approach works well for reaction condition
nding (see Computational Details and ESI† for other reaction
selection criteria and their results). For active learning, select-
ing the initial data labeling choices to be as close to the
productive area as possible is benecial. Fortunately, this low-
data, effective transfer learning can be performed in a chem-
ical setting where experts usually aim for new reactions based
on analogy to prior ones.
Challenges in learning when few data points are available

The target tree growth strategy is expected to be implemented at
the earliest stage of substrate scope expansion, when there is
some source data but no target data in hand. Under this situ-
ation, a realistic set of candidate reaction conditions needs to
be considered for the transferred source model to show mean-
ingful predictivity (note how Fig. 4C shows ROC-AUC values
below 0.5 in some cases). Here, the electrophile was common
across the source and target datasets (species 2) and only the
reagents from the source data are used in the target space
(Fig. S4B†). This resembles the common experimental chemical
practice of using familiar reagents in the early stage of explo-
ration. Once sufficient target reaction data is collected, other
modeling strategies should be applied to steer exploration
directions to involve new substrates or reagents.

The proposed ATL strategy, while promising for quickly
nding reaction conditions, will need to be further tested to
better understand its scope and limitations. For instance, while
mechanistic similarity may be a criterion for model transfer,
knowledge of reaction mechanism may be limited especially for
new reaction methods. Therefore, it is clear that being able to
estimate model transferability—in general—will enhance the
applicability of ATL approaches toward reaction condition
discovery. In addition, the ATL approach should be considered
as a means to prioritize experiments and help identify working
reaction conditions in the early stages of reaction development,
but subsequent reaction condition optimization is to be
expected.

Despite the success of the target tree growth ATL across
numerous types of nucleophiles that undergo C–N coupling
© 2022 The Author(s). Published by the Royal Society of Chemistry
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(Fig. S19 and S20†), further studies on different stages of ATL
would facilitate its adaptation. First, establishment of design
principles that guide the construction of datasets to be effective
toward both reaction discovery and transfer learning could
make ATL easier to incorporate in practical workows. Most
importantly, as discussed above, the premise for effective model
transfer, deeper than ‘mechanistic or chemical similarity’
would be immensely valuable. Lastly, new active sampling
methods, along with different approaches to combine with
transfer learning are expected to emerge and further streamline
chemical exploration.

Conclusions

Transfer and active learning are useful concepts for nding
conditions for a new substrate type in cross-coupling reactions.
To maximize the transferability of source models to new
substrates not represented in the source dataset, random
forests were constructed as models where only the most
impactful features on reactivity are present. This modeling
procedure relies on mechanistic and chemical relevance, which
appear necessary for predictive accuracy. In the most chal-
lenging reaction development scenarios, an adaptive ATL
strategy is needed, using the concepts of transfer and active
learning in concert with one another. Put together, transfer
learning and active learning are envisioned to facilitate auto-
mated chemical synthesis, opening opportunities for expert
chemists to focus on the discovery of novel reactions.

Computational details
Dataset

The dataset used in this study is a compilation of subsets of data
from previous HTE studies.49–51 These HTE experiments were
conducted during the development of the HTE and analysis
platform but were not specically intended to be used in
machine learning applications. Accordingly, a subset of 1220
available reactions were chosen to narrow the set of reaction
conditions to those that were common to many nucleophiles.
Catalysts were in the form of Buchwald-type 2nd (ref. 72) or 3rd

(ref. 67) generation pre-catalysts. Non-volatile solvents (e.g.
dimethyl sulfoxide) and soluble organic bases (e.g. P2Et) were
used. There are ten types of nucleophiles, and each type
includes one or two specic molecules (e.g. amide only has
benzamide, where aliphatic alcohol has two molecules). Two
electrophiles, 3-bromopyridine and 2-bromothiazole, are
considered as the coupling partner. For classes where there are
two nucleophile molecules, one nucleophile reacts only with
one electrophile. The stoichiometry between nucleophile and
electrophile differs across the dataset. For yield arrays, if no
product was detected, a reaction's yield was labeled 0. For all
other values, it was labeled 1. Since we conduct binary classi-
cation of yield (rather than regression) stoichiometry was
ignored, assuming minimal impact on label noise. See Fig. S1†
for a distribution of yield labels for each nucleophile type. The
full reaction dataset is available online as a structured query
language database.73
© 2022 The Author(s). Published by the Royal Society of Chemistry
For C–N coupling reactions, while outcomes of reactions
with 3-bromopyridine are relatively well balanced, yield labels
involving 2-bromothiazole heavily favor positive reactions. This
distribution is reasonable given that the dataset was built to
showcase the HTE platform, and negative reactions were of less
interest at that time. Therefore, we framed desired reactions as
negative reactions to understand factors that hinders reactivity
of these well-known reactions in this platform. This amounts to
a label switch when applied to real-life situations where the
probability of positive hits is signicantly smaller than negative
outcomes. See Fig. S3† for the distribution of yield labels for the
active learning setting.

Physical descriptors

All compounds that constitute the reaction dataset were rep-
resented with a series of physical descriptors calculated with
density functional theory (B3LYP/6-31G*). MOPAC74,75 was
used to compute area and volume descriptors. Q-Chem76 was
used to compute other physical descriptors. For pre-catalysts,
the buried volume77 was computed by using the web applica-
tion SambVca and sterimol parameters78 with python.79 For
bases, proton affinity was approximated as the energy differ-
ence between bases and their protonated forms. Hansen
parameter values of solvents were used from ref. 80 and 81.
The procedure for extraction of vibration frequencies and
intensities of electrophiles and ligands is explained in the
ESI.† The extracted values are organized within the structured
query language database le. To represent a reaction, all
descriptors of the ve compounds in the reactions were
concatenated using numpy82 arrays in the order of nucleophile,
electrophile, catalyst, base followed by solvent, which results
in vectors of length 73.

Adversarial controls

For y-shuffling experiments,61 25 randomly shuffled yield labels
were prepared for each source nucleophile. These shuffled
labels, along with unmodied input array of physical descrip-
tors, were used to train models through 5-fold cross-validation.
The predictions of these models on target reactions were then
evaluated with unmodied target yield labels. These transfer
ROC-AUC scores were compared with scores of models that
were prepared from original yield labels.

In addition to physical descriptors, models trained on reac-
tions represented with concatenated one-hot labels61,62 and
Morgan ngerprints63 were also evaluated. One-hot label arrays
of source reactions were prepared by transforming reactions
represented with ids of each component through scikit-learn's
OneHotEncoder83,84 with the handle_unknown parameter set to
‘ignore’. Target one-hot label arrays were transformed from the
array of reaction component id, using the one-hot encoder that
was t on the source dataset. Morgan ngerprints of each
reaction component were prepared as bit vectors of length 1024
and radius of 2 with rdkit,85 resulting in a concatenated vector of
length 5120 for each reaction. Highest cross-validation and
transfer ROC-AUC scores from each representation were
compared.
Chem. Sci., 2022, 13, 6655–6668 | 6663
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Random forest classiers

All random forest classiers86 were instantiated with scikit-
learn.84 Descriptor arrays were used as is, without any feature
transformation, to train and evaluate models. For training
a source model in Fig. 3, we conducted ve-fold cross-validation
on data with randomized orders. Default values were used for
all hyperparameters except for the number of trees (n_estima-
tors) and the number of nodes in a tree (max_depth).
Throughout the study, multiple models were instantiated (25
for result sections 2 and 3) using different random state values
in which average results and the corresponding standard devi-
ation or condence interval of 95% were provided either in the
main text or ESI.† Models were evaluated with ROC-AUC
scores,87 which describe how well the model ranks positive
datapoints above negative data.

Active transfer learning

To select reactions to query labels of, ATL rst uses the model to
make predictions on the target reaction data. Random forest
classiers provide probability values for each reaction by
computing the average of output probabilities from each tree. The
exploitation (greedy) approach, which was used in most of the
experiments, selects reactions that result in the highest proba-
bility values (m̂(x)). The highest variance (exploration) approach
selects reactions that have highest variance across all trees in the
forest (ŝ2(x)). Lastly, upper condence bound selects reactions
that show the highest values of m̂(x) + bŝ(x), where b is a hyper-
parameter, in which 0.5 and 2 were considered in this study. Only
results from the greedy approach are shown in the main text,
while the other two approaches are examined in the ESI.†

When updating models based on the combined source and
target dataset, a list of importance weights that correspond to
each datapoint of the combined dataset can be passed into the
function t() of the random forest classier. For source reac-
tions, the weight was xed to one, while the weights of target
reactions were varied. New random forest classiers were
trained every iteration, with the number of trees increasing by
three compared to the previous model. Maximum depth was
xed to one throughout the exploration.

For models that add target trees every iteration onto the
(xed) source random forest, a separate random forest instance
of three trees of depth one was trained on only the target data
collected at each iteration. Then, the list of decision trees was
appended to the list of decision trees of the previous model. All
implementations are provided as Jupyter notebooks on Github.73

Data availability

Code for this study is available at https://github.com/
zimmermangroup/ActiveTransfer.
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