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ulation of large scale protein–
ligand interactions on NISQ-era quantum
computers

Fionn D. Malone, a Robert M. Parrish, *a Alicia R. Welden,a Thomas Fox,b

Matthias Degroote, c Elica Kyoseva,c Nikolaj Moll, *c Raffaele Santagati c

and Michael Streifc

We explore the use of symmetry-adapted perturbation theory (SAPT) as a simple and efficient means to

compute interaction energies between large molecular systems with a hybrid method combining NISQ-

era quantum and classical computers. From the one- and two-particle reduced density matrices of the

monomer wavefunctions obtained by the variational quantum eigensolver (VQE), we compute SAPT

contributions to the interaction energy [SAPT(VQE)]. At first order, this energy yields the electrostatic and

exchange contributions for non-covalently bound systems. We empirically find from ideal statevector

simulations that the SAPT(VQE) interaction energy components display orders of magnitude lower

absolute errors than the corresponding VQE total energies. Therefore, even with coarsely optimized

low-depth VQE wavefunctions, we still obtain sub kcal mol�1 accuracy in the SAPT interaction energies.

In SAPT(VQE), the quantum requirements, such as qubit count and circuit depth, are lowered by

performing computations on the separate molecular systems. Furthermore, active spaces allow for large

systems containing thousands of orbitals to be reduced to a small enough orbital set to perform the

quantum portions of the computations. We benchmark SAPT(VQE) (with the VQE component simulated

by ideal statevector simulators) against a handful of small multi-reference dimer systems and the iron

center containing human cancer-relevant protein lysine-specific demethylase 5 (KDM5A).
Quantum chemistry has emerged as one of the most promising
areas where a practical quantum advantage from near term
quantum computers could be demonstrated.1–3 Identifying indus-
trially relevant applications that can practically benet from
quantum simulations is, however, a complicated task.4,5 On the
one hand, existing classical algorithms have beneted from
decades of development, benchmarking and optimization so
demonstrating a computational advantage over these is chal-
lenging given limitations on current quantum hardware.6–8 On the
other hand, current noisy intermediate-scale quantum (NISQ)
hardware9 suffers from relatively poor gate delity so that the
resulting physical properties can oen be biased and far from
exact without error mitigation.10 Thus it is important to design
quantum algorithms that minimize the quantum resources
required.

Coupled with these challenges is the problem of nding an
industrially relevant application that can benet from
a quantum computer in the rst place.11 One such area that has
1, USA. E-mail: rob.parrish@qcware.com

Pharma GmbH & Co. KG, Birkendorfer

many

, Ingelheim am Rhein, Germany. E-mail:

108
been suggested as possibly beneting from quantum
computing is computer aided drug design (CADD).12 CADD has
a long history and has many components ranging from high-
level optimization problems such as structure search and
conformational sampling down to low-level quantum mechan-
ical problems such as computing protein–ligand interaction
energies, all of which could potentially benet from a large scale
quantum computer.13,14 In this work we will focus on this nal
problem, namely computing the interaction energy and prop-
erties of large scale protein–ligand systems by approximately
solving the electronic structure problem.

To date, most quantum algorithms aimed at solving the elec-
tronic structure problem directly are general and havemostly been
applied to small molecules in small basis sets. Of course, appli-
cations are limited by current quantum resources so that reaching
chemical accuracy, dened as calculating energy differences in the
complete basis set limit to within 1 kcal mol�1 accuracy, is difficult
to achieve. Nevertheless, relatively minor attention has been paid
to the entire workow required to solve an industrially relevant
problem in drug design. This oen includes highly tailored
approaches that require classical pre- and post-processing,
molecular dynamics and structure relaxation, active space selec-
tion and nally computation of interaction energies and related
© 2022 The Author(s). Published by the Royal Society of Chemistry
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quantities all for systems containing hundreds or thousands of
atoms. Thus, it is important to isolate potential application areas
now and codify these workows with quantum algorithms inmind
as the pace of hardware improvement accelerates.

Conceptually, computing the interaction energy of a protein–
ligand system is a straightforward task. One computes the ground
state energy of the dimer and monomer systems separately and
subtracts the two to determine the interaction energy. There are
a number of issues with this approach, particularly when
a quantum computer is involved. First, in nite Gaussian basis sets
typically employed in quantum chemical computations, one has to
account for basis set superposition error (BSSE) using the coun-
terpoise correction.15 This unnecessarily increases the qubit count
requirements for the individual monomers and can potentially
lead to convergence issues for hybrid quantum–classical algo-
rithms like the variational quantum eigensolver (VQE).16,17 A more
concerning problem for NISQ computers is resolving total energies
of individual monomers (typically on the order of 1000s
of kcal mol�1) to sufficient precision to subtractively resolve
binding energies which are typically on the order of 5 kcal mol�1.
This is a major issue for NISQ approaches which typically evaluate
total energy expectation values statistically, carrying very high
measurement cost penalty for high-precision expectation values.
This is also an increasingly challenging problem for heuristic
algorithms like the VQE which would require very deep circuits
with thousands of parameters to achieve the required precision
(note that precision and accuracy are the same concern in sub-
tracting total energies unless strict relative error cancellation can
be ensured, which is not clear with methods like VQE). This may
be practically impossible with the current general algorithms and
available hardware although we note alternatives to the VQE may
help to overcome this issue.18

In this work we propose using symmetry adapted perturbation
theory (SAPT)19,20 to directly compute the interaction energy
through direct expectation values rather than differences, which
overcomes some of these problems. Firstly, in principle SAPT does
not suffer from BSSE as it directly computes the interaction energy
as a perturbation series in the intermolecular potential (note that
SAPT still suffers from basis set incompleteness error, as with all
second-quantized methods). Secondly, monomer-centered basis
sets can be used which can afford additional savings if the
geometry of the monomers is xed across the dissociation path,
potentially reducing the number of different quantum computa-
tions that have to be performed. Moreover, as SAPT directly
computes the interaction energy as a sum of expectation values
(rather than differences of large expectation values), it oen
exhibits favorable error cancellation for errors inherent to the
chosen wavefunction ansatz. We show that this observation can
signicantly reduce the resource requirements for circuit depth
with only very coarse VQE wavefunctions required for
sub kcal mol�1 accuracy in the interaction energy components.
Finally, SAPT offers a physically motivated breakdown of the
interaction energy components into electrostatic, exchange,
induction and dispersion contributions which can offer valuable
insight for medicinal chemists when designing protein
inhibitors.21
© 2022 The Author(s). Published by the Royal Society of Chemistry
Beyond suggesting SAPT as a useful approach for NISQ
quantum computers we outline an efficient active space formula-
tion of SAPT that can be applied for protein–ligand interactions for
systems containing heavy metal centers and thousands of atoms.
Key to this implementation is the GPU accelerated classical pre-
and post-processing steps which practically help to run such
simulations.22 We will largely focus on the accurate qualitative
description of systems with strong multi-reference character that
can not easily be described by classical approaches and thus could
offer a more transparent demonstration of a practical quantum
advantage. In this paper we will only consider the rst order
contributions to the exchange energy leaving the second order
terms, which require solving electronic response, for future work.

We begin by outlining in detail the active space formulation for
rst-order SAPT that can be coupled to any quantum simulation
that can produce one- and two-particle reduced density matrices.
Next we discuss the VQE ansatz used in this work, although the
SAPT method itself is largely independent of the way in which the
ground state properties are computed. Finally we benchmark our
method using ideal quantum simulators and demonstrate
a signicant reduction in error found when poorly converged VQE
wavefunctions are used for model multi-reference systems and for
the human cancer relevant23 lysine-specic demethylase 5
(KDM5A) protein with different ligand substitutions.

I. Methods

In this section we will describe the classical implementation of
the density matrix formulation of SAPT followed by how this
implementation can be efficiently adapted for NISQ devices.

A Notation

In this work we consider the interaction of twomonomers A and
B and will use the following notation for different real orbital
types belonging to A and/or B.

� m/n – nonorthogonal atomic spatial orbital basis indices.
Note that these could conceptually be either monomer-centered
of dimer-centered bases as far as the theory is concerned.
Unless otherwise noted, we use monomer-centered bases for all
atomic spatial orbital bases encountered in practical test cases
in this work.

� p/q – orthogonal molecular spatial orbital basis indices.
� i/j – orthogonal occupied spatial orbital basis indices.
� t/u – orthogonal active spatial orbital basis indices.
� a/b – orthogonal virtual spatial orbital basis indices.
Repeated indices within a monomer will be denoted with

primes, e.g., p, p0, p00, p000. Summation over repeated indices is
assumed throughout. When dealing with spin-orbital quantities,
we use the context specic notation of an “unbarred” orbital index
to denote a and a “barred” orbital index to denote b, i.e., p† is an
a spin-orbital creation operator on spatial orbital index p, while �p†

is a b spin-orbital creation operator on spatial orbital index p.

B Symmetry adapted perturbation theory

Traditionally, the interaction energy between two monomers,
Eint, is calculated in the supermolecular approach as
Chem. Sci., 2022, 13, 3094–3108 | 3095
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Eint ¼ EAB � EA � EB, (1)

where EAB is the ground state energy of the combined system
and EA/B are the energies of the individual fragments, evaluated
at the frozen geometry of the dimer system (i.e., no deformation
energy contributions). In contrast, in SAPT, Eint is instead
evaluated through a perturbation series in the intermonomer
interaction potential

V̂ ¼
XNA

i¼1

XNB

j¼1

~v
�
ri; rj

�
; (2)

where NA/B is the number of electrons in monomer A or B, and

~v
�
ri; rj

� ¼ 1��ri � rj
��

� 1

NB

X
J˛B

ZJ

1

jRJ � rij �
1

NA

X
I˛A

ZI

1��RI � rj
��

þ 1

NANB

X
I˛A

X
I˛B

ZIZJ

1

jRI � RJj ;

(3)

describes the interaction of the electrons and nuclei in mono-
mer A with the electrons and nuclei in monomer B (and vice
versa). Symmetrized Rayleigh–Schrödinger perturbation theory
yields a perturbation series for the interaction energy

Eint ¼ E(1)
pol + E(1)

exch + E(2)
pol + E(2)

exch + . (4)

where, E(1)pol is the electrostatic energy, E(2)pol is a sum of dispersion
and induction energies, while E(n)exch account for exchange
interactions.

In order to evaluate the rst two terms in the perturbation
series in eqn (4) one rst needs to solve for the ground state
wavefunction, jJAi, of the individual monomer Hamiltonian,
here given for monomer A

ĤA ¼
X
pp0

hpp0 Êpp0

þ 1

2

X
pp0p00p000

v
pp0
p00p000

�
Êpp00 Êp0p000 � dp00p0 Êpp000

�
;

(5)

where hpq and v pp0
p00p000 ¼ ðpp00jp0p000Þ are the usual one- and two-

electron integrals and

Êpp0 ¼ p†p0 + �p†�p0, (6)

is the singlet-adapted one-particle substitution operator.
In the absence of the exact ground state monomer wave-

functions, the SAPT interaction energy is traditionally computed as
a triple perturbation theory in the intramonomer uctuation
potentials (assuming a Møller–Plesset partitioning of the Hamil-
tonian). At the lowest order this gives rise to SAPT(HF) (or SAPT0),
where each term is evaluated using Hartree–Fock density
matrices.20 Another popular approach is to use density functional
theory SAPT(DFT)24,25 to account for intramonomer electron
correlation, but this approach is naturally limited by the perfor-
mance of the chosen density functional.26

In this work we will assume that we can determine the exact (or
at least very accurate) ground state properties of the individual
3096 | Chem. Sci., 2022, 13, 3094–3108
monomers using a quantum computer. The rst order SAPT
expressions can then be evaluated using only the ground state
unperturbed wavefunctions of the individual monomers, i.e., jJ0i
¼ jJAi5jJBi. We will use the density matrix formulation of
SAPT27 systematized by Korona28–30 and recently fully implemented
for complete active space self consistent eld (CASSCF) wave-
functions by Hapka and et al.26 This formalism allows for the
evaluation of the terms appearing in eqn (4) using just the ground
state one- and two-particle reduced density matrices of the
monomers with additional response terms for the second order
terms. Detailed derivations of the density matrix formulation of
SAPT are given elsewhere and here we will focus on the efficient
implementation in terms of optimized chemistry primitives on
quantum computers.
C Density matrix formulation of SAPT

The rst order polarization energy is the electrostatic repulsion
energy of monomer A and B, and is given by

E(1)
pol ¼ hJAJBjV̂ jJAJBi (7)

¼ gpp0~v
p0q0
pq gqq0 (8)

where, g�pp0 is the spin-summed one-particle reduced density
matrix

g�pp0 ¼ hJAjp†p0 + �p†�p0jJAi, (9)

and we have introduced the generalized two-electron repulsion
integrals

~v p0q0
pq ¼

�
pp0
��V̂ ��qq0�

¼ ðpp0jqq0Þ
þ 1

NA

ðVAjqq0ÞSpp0 þ 1

NB

ðpp0jVBÞSqq0

þ VAB

NANB

Spp0Sqq0 ; (10)

where (pp0jqq0) is a mixed two-electron electron repulsion inte-
gral between orbitals on monomer A and B, Spp0 ¼ (pjp0) is an
overlap integral and (VXjqq0) are matrix elements of the nuclear-
attraction potential of monomer X in the orbital basis of the
other monomer.

Similarly, the rst order exchange energy is given as27

E
ð1Þ
exch ¼

hJAJBjVAjJAJBi
hJAJBjAJAJBi � E

ð1Þ
pol; (11)

where A is the antisymmetrizer operator. Using the S2 approx-
imation, and the density matrix formulation of SAPT,27 it can be
shown that eqn (11) can be written as

E
ð1Þ
exch ¼ �1

2
ðgpp0gqq0~v

q0p0
pq (12)

þ gpp0G
qq0

q00q000Sp0q0~v
q000q00
pq

þ gqq0G
pp0

p00p000Sq0p0~v
p00p000
pq
© 2022 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1sc05691c


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Ja

nu
ar

y 
20

22
. D

ow
nl

oa
de

d 
on

 1
/2

2/
20

26
 5

:5
3:

42
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
þ G
pp0

p00p000G
qq0

q00q000Sp0q000Sq0p000~v
p00q00
pq

�E
ð1Þ
polSpq0gqq0Sqp0gpp0

�
; (13)

¼ T1 + T2 + T3 + T4 + T5 (14)

where

G
pp0

p00p000 ¼ 2
�
G
pp0
p00p000 þ G

pp0
p00p000

�
; (15)

is the spin-summed two-particle reduced density matrix, where
throughout this work we assume the monomers have singlet
ground states, and

G
pp0
p0 0p000 ¼

D
JA

���p†p 0†p000p0 0
���JA

E
(16)

As can be seen from eqn (8) and (14) the rst order SAPT
expressions require only the one- and two-particle density
matrices to be evaluated.
D Efficient active space implementation

Given that NISQ-era devices are currently limited to tens of
qubits (spin-orbitals) we will use an active space approach in
order to tackle protein–ligand interactions. We will heavily
leverage standard quantum chemistry primitives such as inte-
gral driven Coulomb and exchange matrix builds which exploit
sparsity31 and can efficiently be implemented on GPUs.32–34

These considerations are important when simulating hundreds
of atoms and thousands of basis functions.

In the active space approach we partition the one-electron
orbital set into Nc core orbitals, Na active orbitals and Ni

virtual orbitals. This partitioning gives rise to modied mono-
mer Hamiltonians given by (for example for monomer A)

ĤA

0 ¼
X
tt0s

~htt0a
†
tsat0s

þ
X
ss0

X
tt0t00t000

ðtt00jt0t000Þa†tsa†t0s0at000s0at00s; (17)

where the modied one-electron integrals ~htt0 now include core-
active space interactions

~htt0 ¼ htt0 þ
X
ii0

�
ðtt0jii0Þ � 1

2
ðti0jit0Þ

�
gii0 : (18)

For large scale applications Nc is typically large (100–1000)
and eqn (18) can be efficiently evaluated in the AO basis

~hmm0 ¼ hmm0 + 2J c
mm0 � K c

mm0, (19)

before being transformed to the active space MO basis

~htt0 ¼
X
mm0

Cmt
~hmm0Cm0t0 (20)
© 2022 The Author(s). Published by the Royal Society of Chemistry
where C are the molecular orbital coefficients. In eqn (19) we
have introduced the usual (core) Coulomb and exchange
matrices

Jc
mm0hJ½gc�mm0 ¼

X
m00m000

ðmm0jm00m000Þgc
m00m000 (21)

Kc
mm0hK ½gc�mm0 ¼

X
m00m000

ðmm000jm00m0Þgc
m00m000 ; (22)

where the core density matrix is given by

gc
mm0 ¼

X
i

CmiCm0 i: (23)

Once the ground state in eqn (17) has been found and the active
space one- and two-particle density matrices have been formed the
rst order SAPT contributions can be calculated as a classical post-
processing step which can be implemented efficiently by consid-
ering the block structure of the one- and two-particle density
matrices. Recall that in the MO basis we have

g�c ¼ g�ii0 ¼ 2dii0 (24)

g�a ¼ g�tt0 (25)

and

G
cc ¼ G

ii0

i00i000 ¼ gii00gi0 i000 �
1

2
gii000gi0 i00 (26)

G
ac ¼

8><
>:

G
ti

t0 i0 ¼ G
it

i0t0 ¼ gtt0gii0

G
it

t0 i0 ¼ G
ti

i0t0 ¼ �1

2
gtt0gii0 (27)
G
aa ¼ G

tt0

t00t000 (28)

where again i and t are occupied (core) and active orbital indices
respectively. All other blocks of the density matrices are zero.

Not much is gained by exploiting this block structure for rst
order terms that contain the one-particle density matrix only.
Thus, we evaluate them in the AO basis directly as

E
ð1Þ
pol ¼

X
mm0

gmm0
~J
	
gB


mm0 ; (29)

where the generalized Coulomb (~J) and exchange (~K) matrices
are analogues of eqn (21) and (22) with the standard electron
repulsion integrals replaced with their generalized counterparts
(see eqn (10)) and the AO density matrices are given by

gmm0 ¼
X
ii0
Cmig

c
ii0Cm0 i0 þ

X
tt0

Cmtg
a
tt0Cm0t0 : (30)

Similarly, the rst term in the exchange matrix is evaluated as

T1 ¼ �1

2

X
mm0

gmm0
~K
	
gB


mm0 ; (31)

while T5 is a simple trace of a matrix product. The other three
terms are a bit more complicated. For example, for T2, there will
be in total six terms arising from the different combinations of
Chem. Sci., 2022, 13, 3094–3108 | 3097

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d1sc05691c


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
Ja

nu
ar

y 
20

22
. D

ow
nl

oa
de

d 
on

 1
/2

2/
20

26
 5

:5
3:

42
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
core and active orbitals sets. Inserting the expressions for gc and
Gcc, Gac from eqn (28) we have

T2

h
gc
A;G

ac

B

i
¼ 4guu0

�
Sij

�
~vju

0
iu � 1

2
~vu

0 j
iu

�

þSiu

�
~vu

0 j
ij � 1

2
~vju

0
ij

��
(32)

This can be simplied by using the denitions of the general-
ized Coulomb and exchange matrices dened earlier to be written
as

T2

h
gc
A;G

ac

B

i
¼ 4SijCmi

�
~J
	
ga
B



mn00 �

1

2
~K
	
ga
B



mn00

�
Cn00j

þ2guu0SiuCmi

�
~J
	
gc
B



mn00 �

1

2
~K
	
gc
B



mn00

�
Cn00u0 : (33)

Similarly we have

T2

h
ga
A;G

cc

B

i
¼ 2gtt0St0 j0Cmt

�
~J
	
gc
B



mn000 �

1

2
~K
	
gc
B



mn000

�
Cn000 j0 ; (34)

and

T2

h
ga
A;G

ac

B

i
¼

2gtt0St0 jCmt

�
~J
	
ga
B



mn00 �

1

2
~K
	
ga
B



mn00

�
Cn00j

þgtt0guu0St0uCmt

�
~J
	
gc
B



mn00 �

1

2
~K
	
gc
B



mn00

�
Cn00u0 : (35)

For the core only contribution we nd

T2

	
gc
A;G

cc
B


 ¼ gc
mm0Sm0n0g

c
n0n000

�
~J
	
gc
B



mn000 �

1

2
~K
	
gc
B



mn000

�
: (36)

Terms involving Gaa typically cannot be simplied much, e.g.,

T2

h
gc
A;G

aa

B

i
¼ 2G

uu0

u00u000Siu0~v
u000u00
iu : (37)

To avoid the formation of the O(N3
aNc) generalized electron

repulsion integrals it is helpful to note that

~vu
000u00
iu ¼

X
m

Cmi~v
u000u00
mu ; (38)

so that

X
i

Siu0~v
u000u00
iu ¼

X
m

 X
i

CmiSiu0

!
~vu

000u00
mu (39)

¼
X
m

Qmu0~v
u000u00
mu (40)

h ~W
u000u00

u0u ; (41)

where we have dened
3098 | Chem. Sci., 2022, 13, 3094–3108
Qmu0h
X
i

CmiSiu0 : (42)

Recall that S is an intermolecular overlap integral matrix and
will decay to zero as the monomers are separated. This allows us
to write

T2

h
gc
A;G

aa

B

i
¼ 2G

uu0

u00u000
~W

u000u00

u0u : (43)

Finally, we have

T2

h
ga
A;G

aa

B

i
¼ gtt0G

uu0

u00u000St0u0~v
u000u00
tu ; (44)

which does not simplify further. Note that the generalized two-
electron integrals only need to be constructed for the last two
terms and require at most O(N4

a) storage. Although not
a concern for the system sizes considered here, further reduc-
tion in computational cost and memory can be achieved
through density tting and related approaches.35

T3 is analogous to T2 while T4 is quite verbose and contains
sixteen terms. Full expressions for these are given in Appendix
A. The above expressions are completely general and do not
depend on the method used to evaluate the one- and two-
particle density matrices.
E Variational quantum eigensolver

Up to this point we have assumed that the ground state one- and
two-particle reduced density matrices of the monomers could be
determined by somemeans. In this subsection we will give further
details of the VQE algorithm used in this work. As described, SAPT
is essentially a post-processing step that relies only on the avail-
ability of the one- and two-particle reduced density matrices.
Therefore, it is not tied to any particular quantum algorithm,
however, in this work we will focus on using the VQE.

In the SAPT(VQE) approach, one or both of themonomer active
space wavefunctions are generated by VQE-type quantum circuits

jJVQEi h ÛVQEjFIi (45)

where jFIi is some initial state (typically the Hartree–Fock
determinant). Note that with the VQE ansatz adopted for this
paper, the active space wavefunction jJVQEi will be taken to be
real, and will be a denite eigenfunction of the N̂a, N̂b, and Ŝ2
operators.

In the Jordan–Wigner representation used in this paper, the
creation/annihilation operators are dened as,

p� ¼ 5
p0¼ p�1

p0¼ 0
Ẑp0

�
X̂ pHiŶ p

�.
2; (46)

p� ¼ 5
p0¼Na�1

p0¼ 0
Ẑp0 5

p0¼ p� 1

p0¼ 0
Ẑp0

�
X̂ pH iŶ p

�.
2; (47)

where p+ ¼ p† and p� ¼ p and we order the Jordan-Wigner strings
in a- then b-order and Ẑ, Ŷ and X̂ are the usual Pauli operators.

In this work we use a modied version of the unitary cluster
Jastrow wavefunction36 (k-uCJ) which takes the form
© 2022 The Author(s). Published by the Royal Society of Chemistry
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��JVQE


 ¼ P
k
exp
�
�K̂

ðkÞ�
exp
�
T̂

ðkÞ�
exp
�
þ K̂

ðkÞ�jFI i; (48)

where K̂(k) and T̂(k) are one- and two-body operators, and k is
a parameter that controls the depth of the circuit and as a result
its variational freedom. Our modied k-uCJ ansatz differs from
ref. 36 in the choice of two-body operator and we restrict
ourselves to real anti-symmetric matrices. For the one-body
rotations we use spin-restricted orbital transformations,

K̂
ðkÞ
h
X
pp0

k
ðkÞ
pp0 ½ðp†p0 � p0†pÞ þ ðp†p0 � p0†pÞ� (49)

where k
ðkÞ
pp0 ¼ �kðkÞp0p is a real, antisymmetric Na � Na matrix of

orbital rotation generators. The restricted orbital trans-
formation operator is equivalent to a 1-particle spin-restricted
orbital transformation via,

U
ðkÞ
pp0 h

	
exp
�
kðkÞ
�


pp0 (50)

This spin-restricted orbital rotation can be efficiently implemented
in quantum circuits via a fabric of Givens rotations.37

For the two-particle operator we use a modied diagonal
double-substitution operator,

T̂
ðkÞ
h
XM�1

p¼0

XM�2

p0¼pmod 2

pþ¼2

sðkÞpp0

h
ðp0 þ 1Þ†ðp0 þ 1Þ†p0p0

�p0†p0†ðp0 þ 1Þðp0 þ 1Þ
i

(51)

which is similar to the unitary pair coupled-cluster generalized
singles and doubles expression (k-UpCCGSD).38 The summation
over the qubit index in eqn (51) is rather verbose, but can be
understood as alternating between all pairs of nearest-neighbor
spatial orbitals, with alternating 0 (even) and 1 (odd) starting
spatial orbital. This pattern of summation indices is visually
indicated in the PX gates in Fig. 1. Note that this variant of the uCJ
ansatz is similar in structure to the quantum number preserving
fabric circuit39 or the fermionic SWAP network implementation of
Fig. 1 Single layer (k¼ 1) k-muCJ VQE entangler circuit used in this work ske
spin-orbitals. The circuit consists of a single layer of orbital rotationswhich are
of diagonal double substitution operators implemented via the four-qubit p
rotations. Note that for the spin-restricted ansatz used here the angles in th

© 2022 The Author(s). Published by the Royal Society of Chemistry
k-UpCCGSD.40 However, as our choice is not quite any of these
ansatzes, for the remainder of this work we will name it k-muCJ for
clarity, with the ‘m’ standing formodied.We stress again that the
choice of VQE ansatz is largely irrelevant from a SAPT perspective
and is not a major point in this paper.

The diagonal doubles operator in eqn (51) can be imple-
mented as a product of four-qubit pair-exchange gates, P̂X(q),
which have the action,

P̂XðqÞh

1
1

1

c �s
1

1
1

1

1

1
1

1

þs c

1

1
1

2
666666666666666666666666664

3
777777777777777777777777775

(52)

in the four-qubit Hilbert space and in the above we use the
shorthand s ¼ sin(q) and c ¼ cos(q). Note that, this operator
implements a partial double-substitution in the closed-shell
space of the four-qubit Hilbert space.39 The decomposition of
eqn (52) into more standard gates is given in ref. 39. An example
of one layer of the muCJ circuit ansatz is given in Fig. 1.

With an ansatz of the form of eqn (48) we can write the VQE
objective function as

EVQE(k
k
pq,s

k
pq) h hJVQE(k

k
pq,s

k
pq)jĤjJVQE(k

k
pq,s

k
pq)i (53)

¼ hFIjÛ†(kkpq,s
k
pq)ĤÛ(kkpq,s

k
pq)jFIi. (54)
tched forM¼ 4 spatial orbitals orN¼ 8 qubits. Even (odd) qubits label a (b)
implemented as a series of two-qubit Givens rotations, followed by a layer
air-exchange gate given in eqn (52), followed by another layer of orbital
e Givens gates for a and b spin-orbitals are the same.

Chem. Sci., 2022, 13, 3094–3108 | 3099
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The VQE algorithm then proceeds in hybrid form by using
the quantum computer to evaluate eqn (54) before the varia-
tional parameters {kkpq,s

k
pq} are updated using a classical opti-

mization algorithm.
To estimate the one- and two-particle reduced density matrices

we write the expectation values in eqn (9) and (16) in terms of the
Jordan-Wigner strings. The number of measurements scales like
OðN4

a Þ which can be reduced to an extent by accounting for
symmetries in the one- and two-particle densitymatrices. Although
not a focus of this paper, efficiently estimating density matrices is
an active area of research and techniques exist to increase the
parallelism of the measurements41 and for error mitigation.42
II. Results
A Computational details

For the idealized experiments presented here we use the L-BFGS-B
algorithm provided by scipy43 to optimize the VQE objective
function and used the RHF state as the initial wavefunction.
Classical SCF computations and integral generation was per-
formed using Terachem32–34 interfaced through Lightspeed.44 The
GPU accelerated ideal VQE simulations were implemented using
the quasar/vulcan codes. Double factorization was used for evalu-
ating the total energy of the VQE ansatz.45,46 VMD47 was used for
visualizing molecular orbitals and molecular structures with the
exception of the KDM5A systemwhich usedMOE.48 A sketch of the
workow is given in Fig. 2.
B Multi reference benchmarks

To assess the accuracy of SAPT(VQE) we will apply the method to
investigate the intermolecular electrostatic and exchange energy to
a selection of dimers from the S22 benchmark set.49Wewillmodify
these systems to ensure one of the monomers in question has
some multi reference character that cannot be well described by
SAPT(RHF). Note that previous studies of SAPT(CASSCF) have
found little benet of the method for single-reference problems in
the S22 benchmark set,26 so we only focus on more challenging
multi-reference problems. In all examples we will benchmark our
Fig. 2 SAPT(VQE) workflow for computing intermolecular interaction en
are provided. Following this, the structures are typically relaxed using cla
site is cutout from the full structure. At this stage an active space for the p
the VQE is used to determine the one- and two-particle reduced density
finally computed as a classical post-processing step. Note that only the
respectively) should be performed on a quantum computer.

3100 | Chem. Sci., 2022, 13, 3094–3108
results against classical SAPT(CASCI) that employs the same active
space as the SAPT(VQE) computations.

For our rst test case we will investigate a benzene–p-benzyne
dimer arranged in the T-shape conguration visualized in
Fig. 3(a). This is a variation on the classic benzene dimer SAPT
benchmark, except p-benzyne has a biradical ground state and
thus benets from a multi-reference approach. To describe p-
benzyne we construct a (6e, 6o) active space from the HOMO-2 to
LUMO+2 RHF/cc-pVDZ MOs and treat the benzene monomer at
the RHF level of theory. Previous results suggest that p-benzyne
represents a challenge for VQE with the number of parameters
required to reach chemical accuracy being roughly half the
number of conguration state functions in the exact solution.39

Thus, it represents an interesting test case to see how errors from
VQE propagate through to the resultant SAPT energy components.

As can be seen from Fig. 3, the p-benzyne molecule does
represent a challenge for the k-muCJ ansatz, with a k > 5 required
to reach an error in the total energy below 1 kcal mol�1. In contrast
we see that the errors in the SAPT(VQE) electrostatic and exchange
energies are 2–4 orders of magnitude smaller than the corre-
sponding VQE total energy and that a shallow depth k ¼ 1 VQE
ansatz would be sufficient for sub kcal mol�1 accuracy in these
terms. We see this holds across the dissociation curve, which is
expected as the VQE solution is xed when working in amonomer-
centered basis set, which is another advantage of SAPT(VQE). It
should be noted that the SAPT(RHF) binding energy for this dimer
system is on the order of 2 kcal mol�1 for this basis set.

For the next test case we investigate the ability of SAPT(VQE) to
address intermolecular interactions involving bond dissociation in
one of the monomers. We calculate the SAPT electrostatic and
exchange energies for two interacting water molecules (displayed
in Fig. 4(a)), one in its equilibrium geometry and in the other we
symmetrically stretch the twoOHbonds towards dissociation. This
is again a challenging case for VQE to capture a double bond
breaking. We used the 6-31G basis set and chose a (6e, 6o) active
space for water fromHOMO�2 to LUMO+2. Again, we see in Fig. 4
that RHF qualitatively fails to capture either the total energy of the
stretched water monomer or the SAPT energy components of the
dimer system. On the other hand, while sizeable errors are present
in the VQE total energy (>10 kcalmol�1) in the stretched system for
ergies. In the first stage the input structures for the protein and ligand
ssical molecular dynamics and DFT and a model system of the binding
rotein and/or ligand can be determined. Next, a quantum algorithm like
matrices which serve as input for SAPT. The SAPT interaction energy is
determination of the one- and two-particle density matrices (g and G

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 (a) T-shaped configuration of benzene–p-benzyne dimer with the center-to-center intermonomer distance labelled as R. (b) Absolute error in
p-benzyne monomer VQE total energy compared to errors in the SAPT(VQE) electrostatic and exchange energies at R ¼ 4.45 Å intermonomer
separation as a function of the circuit repetition factor k in the k-muCJ ansatz. (c and d) Absolute errors relative to SAPT(CASCI) in the electrostatic and
exchange energies calculated using different monomer wavefunctions for p-benzyne as a function of the intermonomer separation.
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k ¼ 1, we nd sub 0.1 kcal mol�1 accuracy in the SAPT energy
components.

It is interesting to note that while the quality of the total
energy necessarily improves when the circuit repetition factor
(k) is increased (assuming a local minima is not arrived at
during optimization), some non-monotonic behaviour is
observed in the individual SAPT energy components. This is
probably due to the difficulty in tightly converging the VQE total
energy in log scale in these gures.

These two examples provide strong evidence that SAPT(VQE)
yields signicantly lower absolute errors in the target interaction
energy contributions vs. those of the correspondingmonomer total
energies. This helps to reduce the depth of circuits necessary to
achieve accurate interaction energy components.
C Protein–ligand interactions

For our nal example we examine the ability of our implementa-
tion of SAPT(VQE) to tackle large protein–ligand interactions,
specically lysine-specic demethylase 5A (KDM5A) depicted in
Fig. 5(a). KDM5A is believed to be relevant for human cancers23

and contains a metal center [Fe(II)] whichmay pose a challenge for
classical electronic structure theory methods. To make the
problem tractable, we used a model system of the binding site
which was cut out from the full binding domain of KDM5A and
focuses on the immediate surrounding of metal ion and ligand.
© 2022 The Author(s). Published by the Royal Society of Chemistry
The detailed preparation of the model system is described in the
Supporting Information. This nal structures contained each 380
atoms and were studied with DFT using a 6-31G basis set and the
uB97X-D functional53 using the Gaussian soware package.54 The
ligand and all atoms in radius of 4.5 Å of the ligand were further
relaxed with the oxygen atoms of the water and the iron atom been
keeping xed. The structures have an electronic size of (1482e,
2214o). The protein–ligand system is visualized in Fig. 5(b). We
computed the rst order SAPT(VQE) energy contributions for 5
different inhibitors from ref. 52 and shown in Fig. 5(c) to assess
how important multi-reference effects were for describing the
interaction energy with this protein.We treated each of the ligands
at the RHF level and KDM5A using VQE.

To construct a potentially representative active space for
KDM5A we used the AVAS procedure,55 and rst built a relatively
large space by including the 3d orbitals from the iron center, the
oxygen 2p orbitals from the nearest two water molecules and the
2p orbitals from the neighbouring oxygen atom associated with
the glutamic acid, as well as two 2p orbitals from the neighbouring
nitrogen atoms from two neighbouring histidines. A representative
Fe 3d-like orbital from this procedure is depicted in Fig. 5(b). This
leads to an active space size from the AVAS procedure of (36e, 27o),
which would require a 54 qubit quantum computer, and is thus
outside the reach of current simulators and hardware. To reduce
the size of the active space we performed a loosely converged (3¼ 1
� 10�4) selected heat bath conguration interaction computation
Chem. Sci., 2022, 13, 3094–3108 | 3101
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Fig. 4 (a) Geometry of the water dimer studied with the OH bond length of single monomer distance labelled as ROH. The intermonomer
separation is fixed throughout. (b) Absolute error in the stretched water monomer VQE total energy as a function of ROH for different muCJ
repetition factor k in the k-muCJ ansatz. (c and d) Absolute errors relative to SAPT(CASCI) in the electrostatic and exchange energies calculated
as a function of ROH for different muCJ repetition factor k in the k-muCJ ansatz.
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(SHCI)56,57 in this active space. We then constructed a smaller
active space using the SHCI natural orbitals (NOs), only keeping
those NOs with occupation 0.02 # ni # 1.97. This leads to
a smaller active space of (8e, 8o), for the low-spin conguration,
corresponding to a 16 qubits VQE simulation which is possible
using simulators and within reach of current hardware. The
natural orbital occupation structure and dominant single refer-
ence nature of SHCI ground state suggests that the KDM5A
problem will not be challenging for VQE.

In order to connect with experiment we score the ligands
based on the difference of their interaction energy relative to
a reference ligand

DEint(x) ¼ Eint(xref) � Eint(x) (55)

where x are the ligand labels from Fig. 5(c) and we choose xref ¼
5 as the reference point as it is experimentally the most potent
ligand from the subset of ligands taken from ref. 52. We then
compare this energy difference to differences in the experi-
mental free energy of binding58

DDG ¼ DG
�
xref

�� DGðxÞ ¼ �RT log

�
IC50

�
xref

�
IC50ðxÞ

�
; (56)

where R is the gas constant, the temperature T is taken to be
room temperature and we took the IC50 values from ref. 52. Note
3102 | Chem. Sci., 2022, 13, 3094–3108
that we are comparing two different quantities, namely the
theoretical interaction energy difference and the experimental
free energy of binding and thus we cannot necessarily expect
any quantitative relationship. For example, the interaction
energies account for one leg of the thermodynamic cycle while
the free energy of binding accounts for the whole cycle. In
addition, the number of water molecules surrounding the
binding site may depend on the specic ligand being studied,
with larger ligands replacing more water molecules. While
neither of these effects was considered here it is interesting to
see what relationship if any these numbers have to one another.

The results of these computations are shown in Fig. 5(d). To get
some insight into the accuracy of existing approaches we rst
present supermolecular DFT(uB97X-D), RHF and SAPT(2)(RHF) the
results of which are shown in the upper panel of Fig. 5(d). Note
that here SAPT(2)(RHF) contains both rst- and second-order SAPT
energy contributions22 and were performed in a dimer-centered
basis set, this in contrast to the rest of the results in this paper
which only considered the rst-order SAPT contributions in
a monomer-centered basis. The DFT results are not counterpoise
corrected but we found this consideration unimportant for the
present system. We nd that supermolecular RHF incorrectly
predicts ligand-4 to have the largest interaction energy suggesting
that a more accurate method is required. This observation is
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 (a) KDM5A protein structure50,51 (b) representative minimal active space molecular orbitals produced by the AVAS procedure, for the
protein cutout described in the main text with ligand-5 colored as orange (c) 5 KDM5A inhibitors from ref. 52, (d) Upper Panel: Interaction energy
differences computed using the super molecular approach (DFT(uB97X-D) and RHF) and SAPT(2)(RHF) as a function of the difference in
experimental free energies (see main text for definition). Lower Panel: First-order SAPT(VQE), SAPT(CASCI) and SAPT(RHF) first order interaction
energy differences as a function of the differences in experimental free energies of binding. Note that DEint(x)¼ Eint(xref)� Eint(x) so� DEint will be
positive if the ligand is predicted to have a smaller interaction energy (i.e. less negative) than the reference ligand (here taken to be ligand-5).
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conrmed by the SAPT(RHF) and supermolecular DFT results
which correctly score ligand-5 as the most potent in this set.

In the lower panel of Fig. 5(d) we plot the rst order interaction
energy difference, DE(1)int computed through SAPT(RHF),
SAPT(CASCI) and SAPT(VQE) all computed using a monomer-
centered basis. The rst thing we see is the excellent agreement
between SAPT(CASCI) and SAPT(VQE) for each ligand considered.
Note that we used the 1-muCJ ansatz for the VQE computations
which offers further evidence of the error reduction capabilities of
SAPT. Apart from this excellent agreement we also see that there is
little difference between SAPT(RHF) and SAPT(CASCI). We found
that the maximum difference between SAPT(CASCI) and
SAPT(RHF) was roughly 1–2 kcal mol�1, however this error nearly
cancels when looking at the DEint and is thus not visible on the
scale of the plot. Ultimately this is not surprising given that the
problem was found to be not strongly correlated.
© 2022 The Author(s). Published by the Royal Society of Chemistry
Finally, we see that rst order SAPT is not accurate enough to
correctly score the respective ligands with the missing induction
and dispersion components proving critical to achieving this.
Indeed the rst order interaction energy for ligand-5 is positive and
thus unbound at this level of theory. In particular, from the full
SAPT(2)(RHF) energy decomposition (see Supplementary Informa-
tion) we nd that the induction components for ligand-4 and
ligand-5 are similar inmagnitude while the dispersion component
for ligand-5 is roughly 1.4 times that of ligand-4. This large
dispersion energy ensures that ligand-5 has the larger (absolute)
interaction energy. Nevertheless, we see that SAPT(VQE) can
potentially tackle industrially relevant drug design problems,
particularly in cases where it is not known a priori how strongly
correlated the ground state is.
Chem. Sci., 2022, 13, 3094–3108 | 3103
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III. Conclusion

We described the theory and implementation of SAPT on a NISQ-
era quantum computer, focusing on the efficient implementation
and classical workows necessary to tackle industrially relevant
problems in drug design. We derived in detail the equations
necessary for an active space formulation of SAPT(VQE) that
requires only the one- and two-particle reduced density matrices
measured on a quantum computer. The SAPT(VQE) components
are computed as an efficient classical post-processing step. This
classical post-processing step, written in terms of optimized
quantum chemical primitives, was shown capable of simulating
systems with hundreds of atoms and potentially hundreds of basis
functions in the active space.

Beyond an efficient classical implementation, we found
(through ideal VQE simulations) that SAPT naturally reduces the
error incurred by approximately solving the Schrödinger equation
on a quantum computer, which we attribute to the theory directly
computing energy differences. This fact coupled with a monomer
basis formulation will substantially reduce the resource require-
ments for computing binding energies of large protein–ligand
interactions on NISQ-era quantum computers. In particular, sub-
kcal mol�1 accuracy in the energy components for the electro-
static and exchange energies can be computed using coarse VQE
wavefunctions, which otherwise exhibit gross errors (>10 kcal
mol�1) in the total energy. Given the practical challenges associ-
ated with optimizing VQE wavefunctions on current hardware we
believe SAPT may help to extend the scope of the method due to
the apparent ability to use low depth VQE ansatzes like 1-uCJ.
SAPT(VQE) appears to offer, then, a reduction in the quantum
resources required compared to a simple supermolecular VQE for
the computation of protein–ligand interaction energies. This
reduction in qubit count and circuit depth naturally yields a lower
precision requirement on the quantum circuit and thus has the
potential to enable the simulation of larger systems on NISQ
hardware than what is possible with supermolecular VQE
implementations.

In the future, it will be critical to determine how robust
SAPT(VQE) is to noise channels either through modeling or real
hardware experiments. Another important question will be how to
reduce the measurement overhead of accumulating the one- and
two-particle reduced densitymatrices, a tentative solution to which
is sketched in Appendix B. A natural extension will be to determine
the second-order SAPT terms that would allow for accurate inter-
action energies and induction and dispersion energy components
to be computed. Other interesting questions are how to increase
the quantitative accuracy of the method by including correlation
out of the active space18,59 and to gather more challenging drug–
protein systems potentially containing multiple metal centers.
IV. Appendix A: full active space SAPT
exchange expressions

In this appendix we give full expressions for the remaining
exchange energy contributions (T3 and T4) not given in Section ID.
Note that we will oen perform optimizations similar to those
3104 | Chem. Sci., 2022, 13, 3094–3108
provided by eqn (41) with the general strategy to be the removal of
core orbital indices from the generalized ERI expressions through
the formation of appropriate intermediate matrices.

T3 is very similar to T2 and we have

T3 ¼ T3
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where as in eqn (41) we have dened
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and, lastly,
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For T4 there are sixteen terms in total. First we have
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which can't be simplied further. Next we have
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which can be written as

T4

h
G
aa

A ; G
ac

B

i
¼ 2G

t00t000

tt0 St000 jSt0 j ~J
	
ga
B



tt00

�G
t00t000

tt0 guu00St0u00X
t00t000
tu

þG
t00t000

tt0 guu00St000uSt0u00 ~J
	
gc
B



tt00

�G
t00t000

tt0 guu00St000uY
t00u00
tt0 ; (A10)

where
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which can be written as
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For the AC–AC contribution we get sixteen terms
© 2022 The Author(s). Published by the Royal Society of Chemistry
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which can be simplied to
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Next we have
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and similarly
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which can be written as
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Finally, we have
3106 | Chem. Sci., 2022, 13, 3094–3108
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which can be written in terms of ~J and ~K matrices as was done
for the SAPT(HF).

V. Appendix B: quantum–classical
optimization for electrostatic energy

When only monomer A is dened to be quantum, an interesting
alternative approach exists to evaluating the one-particle
density matrix on the quantum computer. We may rst classi-
cally form the contributions from the nuclei of monomer A,

EVQE
elst;u)

X
A;B

ZAZB

rAB

þ
X
Ann0

ðAjnn0Þgnn0 : (B1)

We then classically form the image of the electrostatic
potential of monomer B in the atomic orbital basis of monomer
A as,

Wmm0h
X
B

ðmm0jBÞ þ Jmm0 ½gnn0 �: (B2)

We can form the monomer A core 4 monomer B contri-
butions classically as,

EVQE
elst;u)

X
mm0

gcore
mm0 Wmm0 : (B3)

We can then classically form the image of the electrostatic
potential of monomer B in the active space molecular orbital
basis of monomer A as,

Wtt0h
X
mm0

CmtWmm0Cm0t0 : (B4)

We can then diagonalize the Wtt0 operator to form,

Wtt0 ¼
X
s

UtswsUt0s: (B5)

where Uts is SOðNtÞ. In this “electrostatic potential natural
orbital basis” the remaining monomer A active 4 monomer B
contributions can be evaluated by a single commuting group of
simultaneous Z-basis measurements,
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X
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¼
X
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¼
X
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¼
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2

X
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h
Ẑs þ Ẑs

i
V̂ðUtsÞhUAjws: (B9)

This is in contrast to a naive implementation which would
require OðN2Þ circuit evaluations or an optimal method of N/2
circuits evaluations.41 Similar ideas can be explored for the
exchange expression. Given that its structure mirrors that of
a total energy evaluation (a 4-index tensor contracted with the
two-particle reduced density matrix) it seems possible that
a double factorization45,46 approach may be possible. These
ideas will be explored at a later date.
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31 J. Almlöf, K. Faegri and K. Korsell, J. Comput. Chem., 1982, 3,

385.
32 I. S. Umtsev and T. J. Mart́ınez, J. Chem. Theory Comput.,

2008, 4, 222.
33 I. S. Umtsev and T. J. Martinez, J. Chem. Theory Comput.,

2009, 5, 1004.
34 I. S. Umtsev and T. J. Martinez, J. Chem. Theory Comput.,

2009, 5, 2619.
35 E. G. Hohenstein and C. D. Sherrill, J. Chem. Phys., 2010, 132,

184111.
36 Y. Matsuzawa and Y. Kurashige, J. Chem. Theory Comput.,

2020, 16, 944.
37 I. D. Kivlichan, J. McClean, N. Wiebe, C. Gidney, A. Aspuru-

Guzik, G. K.-L. Chan and R. Babbush, Phys. Rev. Lett., 2018,
120, 110501.

38 J. Lee, W. J. Huggins, M. Head-Gordon and K. B. Whaley, J.
Chem. Theory Comput., 2018, 15, 311.

39 G.-L. R. Anselmetti, D. Wierichs, C. Gogolin and
R. M. Parrish, 2021, arXiv preprint arXiv:2104.05695.

40 B. O'Gorman, W. J. Huggins, E. G. Rieffel and K. B. Whaley,
2019, arXiv preprint arXiv:1905.05118.

41 Google AI and Collaborators, Science, 2020, 369, 1084.
42 J. Tilly, P. V. Sriluckshmy, A. Patel, E. Fontana, I. Rungger,

E. Grant, R. Anderson, J. Tennyson and G. H. Booth, Phys.
Rev. Res., 2021, 3, 033230.

43 P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland,
T. Reddy, D. Cournapeau, E. Burovski, P. Peterson,
W. Weckesser, J. Bright, et al., Nat. Methods, 2020, 17, 261.

44 See https://github.com/robparrish/lightspeed for details on
how to obtain the source code.

45 M. Motta, E. Ye, J. R. McClean, Z. Li, A. J. Minnich,
R. Babbush and G. K.-L. Chan, npj Quantum Information,
2021, 71(7), 1.

46 W. J. Huggins, J. R. McClean, N. C. Rubin, Z. Jiang, N. Wiebe,
K. B. Whaley and R. Babbush, npj Quantum Information,
2021, 71(7), 1.

47 W. Humphrey, A. Dalke and K. Schulten, J. Mol. Graphics,
1996, 14, 33.

48 S. Vilar, G. Cozza and S. Moro, Curr. Top. Med. Chem., 2008,
8, 1555.
3108 | Chem. Sci., 2022, 13, 3094–3108
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