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le discovery in the age of machine
learning: reality, hype and everything in between†‡

Soumendranath Bhakat *

Understanding the kinetics and thermodynamics profile of biomolecules is necessary to understand their

functional roles which has a major impact in mechanism driven drug discovery. Molecular dynamics

simulation has been routinely used to understand conformational dynamics and molecular recognition in

biomolecules. Statistical analysis of high-dimensional spatiotemporal data generated from molecular

dynamics simulation requires identification of a few low-dimensional variables which can describe the

essential dynamics of a system without significant loss of information. In physical chemistry, these low-

dimensional variables are often called collective variables. Collective variables are used to generate

reduced representations of free energy surfaces and calculate transition probabilities between different

metastable basins. However the choice of collective variables is not trivial for complex systems. Collective

variables range from geometric criteria such as distances and dihedral angles to abstract ones such as

weighted linear combinations of multiple geometric variables. The advent of machine learning algorithms

led to increasing use of abstract collective variables to represent biomolecular dynamics. In this review, I

will highlight several nuances of commonly used collective variables ranging from geometric to abstract

ones. Further, I will put forward some cases where machine learning based collective variables were used

to describe simple systems which in principle could have been described by geometric ones. Finally, I will

put forward my thoughts on artificial general intelligence and how it can be used to discover and predict

collective variables from spatiotemporal data generated by molecular dynamics simulations.
1 Introduction

Over the past three decades, the major focus of structural
biology and biophysics has been to understand the conforma-
tional dynamics of biological systems across a broad range of
timescales with high spatial resolution (ability to visualise
molecular motion). Molecular dynamics (MD) simulation acts
as a computational microscope which can capture biologically
relevant conformational dynamics across varied timescales with
high spatial resolution.1 Major advances in computational
hardware and algorithms led to an ever-growing use of MD
simulation in varied biological systems. A typical MD simula-
tion generates high-dimensional spatiotemporal data which
captures complex molecular motions. Simulation of increas-
ingly larger molecules at ever increasing time scales leads to the
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‘curse of dimensionality’ which can be summarised as follows:
“as the size of the biomolecule and the simulation length
increases, it also increases the number of explanatory temporal
variables (e.g. H-bond distances, radius of gyration, RMSD,
dihedral angles etc.) and the problem of structure discovery
using temporal variables gets harder. This is analogous to the
problem of variable selection during model tting in machine
learning.2”

Capturing low-dimensional representation (without signi-
cant loss of information regarding slow conformational degrees
of freedom) from high-dimensional temporal data is an open
area of research in biomolecular simulation. An excellent
example of this is the large scale ap dynamics in plasmepsin-II
and BACE-1.3 In plasmepsin-II, the sine/cos transformation of
c1 and c2 angles of 20 residues present in the ap region
generates 58 dimensions. Such a high number of dimensions
makes it incredibly difficult to capture slow degrees of freedom
which dominate ap opening. However, careful analysis of the
probability distributions showed that ipping of c1 and c2

angles of conserved tyrosine (Tyr) governs the ap dynamics in
plasmepsin-II and BACE-1.4 Such low-dimensional projections
which best captures the conformational changes are known as
collective variables (CVs) or order parameters (not to be
confused with NMR order parameter which is a measure of
conformational entropy). Temporal evolution along CVs provide
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Fluctuation of three different variables and their corresponding
free energy surfaces highlighting the differences in free energy barrier.
One can see that the barrier along Var1 is significantly higher
compared to other two variables. Heuristically if one has to choose an
optimum CV from these three variables, Var1 will be the CV of choice.
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thermodynamic and kinetic informations about conforma-
tional changes.5–7 It is worth mentioning that the use of buzz-
word “automatic identication” to highlight new methods for
CV discovery from MD simulation gives a false impression i.e.
selection of good CV is a streamlined and well-dened process.
But in practice, naive application of automated methods leads
to uninterpretable and poor choice of CVs. Further such
methods are not necessarily new, but in most cases direct
applications or minor modications of machine learning algo-
rithms developed for classication (binary classiers and their
variants), signal processing (PCA, TICA, autoencoders etc), time-
series prediction (neural networks, hidden Markov model etc.)
and natural language processing (LSTM, transformers) etc.
Recent years saw a sharp rise in applying machine learning
algorithms for CV selection on systems which can be repre-
sented by simple geometric CVs e.g. dihedral angles, H-bond,
RMSDs etc (highlighted in later sections).

Due to overuse of the words ‘AI/machine learning’ and ood
of papers reporting new algorithms, the current eld of CV
discovery in biomolecular simulation is hard to navigate for
a beginner or people from other disciplines. In this review we
will classify the CV discovery process as following: (1) geometric
(dihedral angles, H-bonds, RMSD etc) and (2) abstract (PCA,
ICA, neural network etc.). One question that is still up in the air:
“Has the eld of CV discovery in biomolecular simulation
reached a plateau?”. I will provide my opinion on the afore-
mentioned question and will put forward some challenges in
order to the test the robustness and general applicability of CV
discovery algorithms in context of biomolecular simulation.
2 Metastability & collective variables

Before we dive into the denition of CV, we must understand the
concept of metastability. Let's consider basic pancreatic trypsin
inhibitor (BPTI) as an example and focus on a particular H-bond
between Ile18–N–O–Tyr35 (Fig. 1). In crystal conformation the
aforementioned H-bond remains in a closed conformation. If
Fig. 1 Free energy surface along Ile18–Tyr35 H-bond distance
showing two metastable states, closed (blue) and broken (orange) in
BPTI. The backbone atoms involved in H-bond interaction are high-
lighted in black circle.

© 2022 The Author(s). Published by the Royal Society of Chemistry
one performs a short MD simulation, the stationary probability
distribution uctuates around the closed basin, however, careful
analysis of 1 ms MD simulation showed formation of broken
conformations. A CV (in this case the H-bond distance) should be
able to distinguish the metastable states (such as broken and
closed conformations) and estimate apparent free energy prole
along it as described by following equation:

F(x) ¼ �kBT ln P(x) (1)

where x is the CV of choice.
The rugged nature of biomolecular energy landscape is by

denition characterised by numerous metastable basins. An
optimal CV is the one for which two metastable states are
separated by high free energy barrier (Fig. 2). In most cases
a single CV is not enough to capture the complexity of confor-
mational landscape. Selection of CVs is an essential step to
perform free energy/kinetics calculations and drive pathway
based sampling methods e.g. metadynamics,8 steered MD,9

umbrella sampling10 etc.
For the sake of simplicity CVs can be divided into two cate-

gories: (1) geometric and (2) abstract.
2.1 Geometric CVs

Most commonly used geometric CVs that captures conforma-
tional dynamics in biomolecules are:

(a) Distance: in biomolecular simulation two kinds of
distances are most commonly used:

(i) distance between two atoms
(ii) distance between center of mass (COM) of two group of

atoms.
RSC Adv., 2022, 12, 25010–25024 | 25011
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Distance as CVs can be used as an input within adaptive
sampling and enhanced sampling methods. For example,
distance between COM of ligand and protein can be used as
a CV to capture ligand unbinding using well-tempered meta-
dynamics.4,11 Similarly H-bond distance can be used as CV
(Fig. 3) to capture transition between closed and broken states.
Such CV can be especially useful to study transient solvent
exposure in protein which leads to hydrogen–deuterium
exchange (paper in preparation).

(b) Switching function: a smoother version of distance CV is
switching function (SF) which allows a smoother transition
between two metastable states along a particular distance
(Fig. 3). A typical mathematical form (other functional forms of
switching function includes tanh, Gaussian, exponential, cubic
etc) of SF can be described as follows:

sðrÞ ¼
1�

�
r� rij

r0

�n

1�
�
r� rij

r0

�m (2)

where r is the instantaneous distance between atoms i and j and
rij is the minimum distance between atoms i and j. For r < rij, s¼
1.0 while r > rij the function decays smoothly to 0 (zero). r0 is the
value of distance where s ¼ 0.5. n and m are the hyper-
parameters which decides the steepness of the function.

A more general CV which combines multiple distances with
switching function is known as contact map. It calculates the
distances between a number of pairs of atoms and convert each
distance by a switching function. Such CVs are useful where
uctuation along multiple distances governs conformational
dynamics.

(c) Dihedral angle: tracking temporal evolution of dihedral
angles (e.g. f, j, u, c1, c2) during MD simulation is a well
established method to capture conformational dynamics of
biomolecules. Most common example includes tracking the
conformational sampling in alanine dipeptide by probability
distribution along f and j angles. Recently, Bhakat and
Fig. 3 Temporal evolution of H-bond distance of Ile18–Tyr35 and
corresponding switching function (rij ¼ 0.32, r0 ¼ 0.06, n ¼ 6, m ¼ 12)
in BPTI. CV values corresponding broken H-bond conformations is
highlighted in black square. Snapshot corresponding broken confor-
mation highlights how breaking of H-bond leads to solvent exposure
(highlighting water molecules within 3 radius of Ile18) of Ile18–NH.

25012 | RSC Adv., 2022, 12, 25010–25024
Söderhjelm4 showed that the conformational dynamics of
pepsin-like aspartic proteases can be captured by two dihedral
angles: c1 and c2 angles of conserved Tyr (Fig. 4 highlights
evolution of c1 during MD simulation). However in many cases,
conformational dynamics of biomolecules can't be captured by
a few dihedral angles. In complex cases, linear combinations of
dihedral angles (more on this later) can be used as CVs to
capture biomolecular dynamics.

(d) RMSD: RMSD is one of the commonly used CV which
measures the similarity between two superimposed atomic co-
ordinates. RMSD is the measure of average distance and in
bimolecular simulation it measures deviation of atomic co-
ordinates from the starting conformation using the following
equation:

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn
i¼1

di
2

s
(3)

where di is the distance between atom i and a reference struc-
ture. RMSD is usually calculated for Ca/backbone atoms of the
entire protein or for a specic subset. Stock and coworkers
argued that RMSD is not an optimal choice to capture local
conformational (e.g. loop dynamics, domain motions etc.)
changes at long-timescales.12 In our unpublished study we have
shown that RMSD analysis on a carefully chosen subset can able
to capture conformational changes at longer timescales (Fig. 5).
RMSD based CVs can be used within enhanced sampling and
adaptive sampling frameworks to accelerate sampling of the
conformational space.

Besides the aforementioned CVs, several other geometric
variables (radius of gyration, eRMSD) are frequently used to
analyse MD simulations. Sowares e.g. Plumed,15 gmx plugins
integrated with Gromacs, CPPTRAJ,16 MDAnalysis,17 MDTraj18

have build-in capabilities to perform analysis of MD trajectories
using geometric CVs.
2.2 Abstract CVs

Abstract CVs are usually linear or non-linear transformations of
geometric CVs (e.g. dihedral angles, distances, RMSD etc).
However the former is oen less intuitive compared to the
Fig. 4 Projection of c1 and c2 angle of Tyr77 in apo plasmepsin-II
(PDB: 1LF4) during unbiased �600 ns long MD simulation (left panel).
Tyr77 predominantly remains in the normal state (NY) with rare
sampling of the flipped state (FY). Conformational snapshots corre-
sponding normal and flipped states with relative position of flap (b
hairpin structure) is also highlighted (right panel). In apo plasmepsin-II,
rotation of Tyr77 along c1 and c2 angles dictates the extent of flap
opening which governs substrate entry and catalytic activity.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Projection of different variables (more precisely time inde-
pendent components as described in Fig. 8) which captures transient
loop opening BPTI as a function of Ca RMSD of residue 6–56 in BPTI. It
can be easily seen that a higher RMSD value separates two metastable
states along variable 1. Snapshots corresponding crystal (orange),
RMSD �0.15 nm (pink) and RMSD � 0.25 nm (sea green) highlights
differences in loop conformation. RMSD calculation was performed on
M1 state13 of 1 ms long conventional MD simulation performed by D. E.
Shaw Research.14

Fig. 6 Principal components project along Ca–Ca distance (DIST1)
between Asp34-Val78 and c1 and c2 angles of flap tip Tyr77 in plas-
mepsin-II. One can see that PCs managed to capture the extent of flap
opening which is quantified by DIST1 (DIST1 > 1.8 nm is open
conformation). In this case PCA analysis was performed on the Ca
atoms of the protein hence it is unable to capture rotational degrees of
freedom along c1 and c2 angles. Conformational snapshots corre-
sponding crystal (grey, DIST2¼ 1.2 nm), semi-open (magenta, DIST1¼
1.6 nm) and open conformation (orange, DIST1 ¼ 2.0 nm) are also
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latter. In case of linear transformation, the transformed data is
a linear combination of original variables. Whereas non-linear
transformations are more complex than that. In this section, I
will underscore some of abstract CVs (linear: principal compo-
nent analysis & independent component analysis; non-linear:
kernel trick, diffusion map, t-SNE) that have been regularly
used to capture low-dimensional spatiotemporal representation
from high dimensional dataset generated by MD simulation. I
will further discuss the probabilistic interpretation of varia-
tional autoencoders which has been applied to capture
compressed representation of temporal variables from molec-
ular simulation. Finally, I will highlight the application of
binary classiers in context of classifying metastable states and
drive enhanced sampling simulations to capture state transi-
tions. I will further list the sowares/tools/codes that can be
used to generate abstract CVs in context of biomolecular
simulation.

2.2.1 Principal component analysis. Principal component
analysis (PCA) is an unsupervised dimensionality reduction
method which transforms a set of variables r1, r2, r3, ., rN
(where r ¼ [r1, r2,., rN]

T) to low dimensional representations yi
which captures as much of the variations as possible. It has
been widely used by biomolecular simulation community to
capture molecular motions with largest amplitude (high vari-
ance).12,19 Let r˛ℝD be a vector of geometric CVs e.g. dihedral
angles or distances (assuming r is mean free). First principal
component (PC1) of the dataset r1, r2, r3, ., rN is the weighted
linear combination of the features that captures the largest
variance:

y1 ¼ w11r1 + w21r2 + w31r3 + . + wN1rN (4)

where w1 is the vectors of weights or coefficients (PCA aims to
nd w which maximises the variance) with elements w11, w21,
© 2022 The Author(s). Published by the Royal Society of Chemistry
., wN1. The elements are normalised i.e.
PN
i¼1

wi1
2 ¼ 1. The

process of generating PCs can be summarised as follows:
(a) generate a mean free version of the input data i.e. a vector

of geometric CVs
(b) compute eigenvectors and eigenvalues from the covari-

ance matrix

C ¼ 1

N
r̂Tr̂ (5)

where r^ is the mean free version of r.
(c) sort the eigenvalues in descending order and retain k (k is

the new subspace k < D) eigenvectors that corresponds to k
largest eigenvalues. The eigenvector corresponds to the largest
eigenvalue capture the greatest variability in the data.

(d) construct a projectionmatrix w with elements w1j, w2j, wNj

(where w ¼ [w1j,w2j, ., wNj]
T).

(e) generate the PCs, y by transforming the original
geometric vectors r via elements of the projection matrix w.

Principal components are uncorrelated to each other (as
eigenvectors are orthogonal to one another) and sorted by their
variance (PC1 > PC2 > PC3.). PCs extracted from MD dataset
denes direction in feature space along maximal variance
(largest amplitude/uctuations). PCA has been applied
routinely on periodic (dihedral angles) and non-periodic (CA
atomic positions, RMSDs, distances) degrees of freedom
(Fig. 6). The coefficients w corresponding each variables allows
highlighted.

RSC Adv., 2022, 12, 25010–25024 | 25013
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Fig. 7 Evolution of c1 and c2 angles of Tyr77 of plasmepsin-II during
MD simulation. TICA analysis (lag time 10 ns) was performed on c1 and
c2 angles (sin/cos modification) of residue 74–84. Projection of TIC1
and TIC2 along c1 and c2 angles of Tyr77 shows that TIC1 managed to
capture the slowest degree of motion which is the c2 rotation of Ty77.
Further, projection along TICs failed to separate fluctuation along
DIST1 as it is defined by distance between backbone Ca atoms.
Fluctuation of TIC coefficients (eigenvalues) also highlights feature no
21 (sin c2 of Tyr77) as the dominant feature among 25 features (Table 1
in ESI‡). Snapshots corresponding crystal (grey) and flipped (c2� 2 rad)
are also highlighted.
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incorporating PCs as CVs within enhanced sampling protocols
e.g. metadynamics and its variants. PCA reduced dimensions
can be also used to construct free energy surface of biomole-
cules. Despite its success, application of PCA in biomolecular
simulation has been a subject of controversy. It has been argued
that PCA can't capture the slow conformational degrees of
freedom within time scales accessible to MD simulations.
However, the author believes that PCA on a carefully chosen
subset of atomic co-ordinates can capture slow conformational
changes in biomolecules.

Sowares: MDAnalysis, Plumed (with capability of using PCs
as CVs in metadynamics), MSMBuilder,20 PyEMMA,21 pytraj,
scikit-learn (can't be directly used on MD trajectories but can be
interfaced with MD post-processing tools e.g. MDTraj).

2.2.2 Independent component analysis. Independent
component analysis is a dimensionality reduction method
which transforms a set of vectors (e.g. distances, RMSDs, dihe-
dral angles etc.) into maximally independent linear combina-
tions (independent components). Imagine y(t) ¼ [y1(t), .,
yN(t)]

T is a linear mixture of high-dimensional mean-free data
r(t) ¼ [r1(t),., rN(t)]

T such that y(t) ¼ Ar(t) where A is the square
mixing matrix and the components of y(t) are mutually inde-
pendent. Two components can said to be independent if their
joint distribution is equal to the product of their marginals (a
corresponding measure of independence is Kullback–Leibler
divergence):

p(y1(t),y2(t)) ¼ p(y1(t))p(y2(t)) (6)

where p(y1(t), y2(t)) are the joint probability distributions and
p(y1(t))p(y2(t)) is the marginal along two components y1(t) and
y2(t). However the aforementioned denition of independence
has a drawback: lets consider a signal without time auto-
correlation and a second signal which is equal to the rst
signal but shied in time (oen known as signal with time-
delay). If one applies eqn (6) the two signals will appear to be
mutually independent. The time-delayed signal can be called
statistically independent if all the time-delayed correlations are
zero (second-order ICA).22 In biomolecular simulation second-
order ICA is known as time-lagged independent component
analysis (TICA).23,24 The rst step of second-order ICA/TICA is to
introduce a time-lagged (or time-delayed) correlation matrices
of the input variables r(t):

Cr(s) ¼ <r(t)r(t + s)T> (7)

where s is the lag-time or time delay between two signals. The
entries of Cr(s) (should be diagonal for all s) are denoted as
Cr
ij(s). The common practice is to express Cr(s) as a symmetrized

version of correlation matrices:

CrðsÞ ¼ 1

2

��
rðtÞrðtþ sÞT�þ �rðtþ sÞrðtÞT�� (8)

Symmetrization is a mathematical trick which allows
applying the algorithm to the reversible dynamics (as hr(t + s)
r(t)Ti ¼ hr(t)r(t � s)Ti). It also makes sure that the eigenvalues
25014 | RSC Adv., 2022, 12, 25010–25024
are real and two eigenvectors that comes from distinct eigen-
values are orthogonal. Finally the TICA problem can be
formulated a generalised eigenvalue problem (can be solved by
second-order blind source separation algorithms e.g. AMUSE):

Cr(s)A ¼ Cr(0)AL (9)

where A ¼ (a1, . aN) is the orthogonal matrix of generalised
eigenvectors and L ¼ diag(l1, . lN) is the diagonal matrix of
eigenvalues (the eigenvalues l1, . lN are associated with
eigenvectors of a1, . aN). A contains the independent compo-
nents (ICs) the original data r(t) can be projected on the TICA
space as: y(t) ¼ Ar(t). The scalar components of li captures the
magnitude of the auto-covariance where smaller li captures
largest auto-covariance:

l1 < l2 < . <lN; l1 captures largest auto-covariance and so

on (10)

The eigenvalues, li are associated with the relaxation time-
scales of a biomolecular process by:
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 9 Projection of slow features and TICs with lag time 1 along c2
angle of Tyr77 shows similarity of TICA and SFA in separating slow
conformational degree of freedom. The squared Pearson correlation
coefficient, R2 between SFA and TICA with lag time 1 is 1.00. This
example is a demonstration of mathematical concepts described in
ref. 27 in context of biomolecular simulation. It further raises possi-
bilities of combining the two algorithms and use it to develop Markov
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ti ¼ � s
lnjlij (11)

TICA has been routinely used on temporal data from MD
simulation to identify slow conformational degrees of freedom
such as ipping of side-chain dihedral angle (Fig. 7), transient
exposure of protein interior which leads of solvent exposure
(Fig. 8) and drive enhanced sampling simulations.25 Recently
Schultze and Grubmuller compared projection of TICs between
high-dimensional data from protein dynamics and random
walk.26 However the authors disregarded any discussion
surrounding the choice of input features and its effect on TICA.
Fig. 7 highlights the importance of input features in describing
conformational dynamics along TIC space. Lack of separation
aka population gap along TIC space in ref. 26 (see Fig. 7, le
panel) is a sign that either TICA analysis was performed on
a poorly chosen feature space or the sampling was not sufficient
enough to capture slow conformational dynamics in proteins.
Fig. 8 Time-series projection of first 5 TICs and corresponding
implied timescales showing how first few TICs captured slow
conformational degrees of freedom (transient loop opening as
depicted in Fig. 5) in BPTI. TICA analysis was performed on Ca atomic
positions of residues 6–56 using a lag time of 500 frames (all calcu-
lations were performed on M1 state as described by ref. 13). Transient
loop opening in BPTI leads to breaking of H-bond interaction between
Ile18–NH and Tyr35–O which makes the amide of Ile18 solvent
exposed and enables hydrogen–deuterium exchange.29 Projection of
water distance from Ile18–NH shows how TIC1 captures a metastable
solvent exposed basin where a water molecule comes within 0.25 nm
of amide hydrogen. Snapshot corresponding solvent exposed
conformation highlights the relative position of backbone amide and
closest (with 0.3 nm) waters.

state model.

© 2022 The Author(s). Published by the Royal Society of Chemistry
Wiskott and co-workers27 have shown how the objective
function of TICA with lag time 1 is formally equivalent to slow
feature analysis (SFA) which captures slowly varying features
from high-dimensional data (Fig. 9). SFA and TICA are based on
two different principles: slowness and statistical independence.
However, the similarity between SFA and TICA (second order
ICA with lag-time 1) opens up possibilities to combine these two
algorithms28 for capturing slowly varying statistically indepen-
dent components from high-dimensional temporal data
generated by MD simulation.

Sowares: MSMBuilder,20 PyEMMA21 and deeptime30 comes
with built in TICA functionality. A scikit-learn style imple-
mentation of SFA can be found here: https://github.com/
wiskott-lab/sklearn-sfa.

2.2.3 Kernel trick. MD simulation generates complex and
non-linear representation of biomolecular dynamics. Kernel
trick is a mathematical transformation which maps the original
data into a higher dimensional feature space which is then used
to nd linear projections using PCA (kernel PCA) or tICA (kernel
TICA31). For data points ri, rj in the input space ℕ, kernel
function k(ri, rj) generates modied inner products which maps
ℕ/ℤ

k
	
ri; rj


 ¼ �fðriÞ;f	rj
�ℤ (12)

where f is the mapping function and h:; :iℤ must be proper
inner product. One doesn't need to explicitly compute f as the
kernel matrix k(ri, rj) (modied inner product) can be easily
computed by a variety of functions:

(a) Polynomial kernel: k(ri,rj) ¼ (g$rTi rj + c)d, g > 0
(b) Sigmoid kernel: k(ri,rj) ¼ tanh(g.rTi rj + r).
(c) Gaussian kernel: k(ri,rj) ¼ exp(�g$kri � rjk2), g > 0. where

r, d and g are kernel hyper-parameters. A drawback of this
approach is that when wemap the data into higher dimensions,
we may overt the model. Hence the choice of right kernel
functions are of utmost importance. Schwartz and colleagues
RSC Adv., 2022, 12, 25010–25024 | 25015
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used kernel PCA (using polynomial kernel function) to identify
CVs in lactate dehydrogenase. Further, kernel TICA has been
used to identify CVs which captures folded to unfolded transi-
tion in small folded proteins.32

Sowares: scikit-learn and MODE-TASK33 have in-built
kernel PCA functionality. MSMBuilder has a built in kernel
TICA algorithm which can be applied on high-dimensional
features from MD dataset for discovering low-dimensional
representations aka CVs.

2.2.4 Diffusion map. Diffusion map is a non-linear
dimensionality reduction technique. It combines the concept
of random walk Markov chain and diffusion process by pro-
jecting the input data in a low-dimensional space where the
distance (e.g. Euclidean) between data points resembles the
diffusion distance in the original high-dimensional space.
When applied to MD dataset, diffusion map generated vector
space (CVs) are constructed in such a way that conformations
which are kinetically closed are placed together whereas kinet-
ically distant (separated by high free-energy barrier) conforma-
tions are placed far apart.

In a random walk Markov model the connectivity between
data points ri and rj is dened as the probability of jumping
from state ri to rj in one step of random walk. The connectivity
can be also expressed as a normalised kernel function k(ri, rj)
(similar to the functional form of Gaussian kernel. One can
choose other measures of distances as kernel functions e.g.
Mahalonibis distance, Jensen–Shannon divergence etc.) which
measures similarity between data points:

k
	
ri; rj


 ¼ exp
�
�gkri � rjk2

�
;g. 0

¼ exp

 
� kri � rjk2

a

! (13)

where the value of a decides the size of neighbourhood. It can
also be seen as a hyper-parameter which chooses the confor-
mations that are kinetically closed. In practice conformations
closer than the value of a are relevant for kij ¼ k(ri, rj) as the
contribution from distant conformations decays exponentially.
The diffusion kernel satises the following two properties:

(a) k is symmetric: k(ri, rj) ¼ k(rj, ri). This allows spectral
analysis of the distance matrix kij

(b) k(ri, rj) $ 0.
The transition probability p(ri, rj) can be expressed as:

p
	
ri; rj


 ¼ 1

D
k
	
ri; rj



(14)

where D is the normalisation factor. The normalised transition
matrix P with Pij ¼ p(ri, rj) (where

P
jPij ¼ 1) allows spectral (in

other words eigen) decomposition:

PA ¼ LA (15)

where a1, ., aN (A ¼ (a1, . aN)) are real valued eigenvectors
corresponding to eigenvalues l1, ., lN (L ¼ diag(l1, . lN))
where 1 ¼ l1 > l2 . $ lN. Similarly to TICA, the eigenvalues
generated from normalised transition matrix P shows spectral
gap which can be expressed as the difference between two
25016 | RSC Adv., 2022, 12, 25010–25024
largest eigenvalues l1 � l2 or more generally 1 � max{jl2j,jlNj}.
Diffusion map at time t can be approximated as mapping
between the original space and the latent space of rst k
eigenvectors:

A(r) ¼ (lt1a1(r),l
t
2a2(r), ., ltka1(r)) (16)

The diffusion distance (analogous to the functional form of
kinetic distance as proposed by Noe and Clementi ref. 34) at time t
can be expressed as a function of eigenvectors. Kevrekidis and
coworkers35 has shown that the diffusion distance can be
approximated as Euclidean distance on the diffusion map space:

Dt
2
	
ri; rj


 ¼X
l

ll
2t
	
alðriÞ � al

	
rj


2 ¼ kAtðriÞ � At

	
rj

k2 (17)

Eqn (16) provides justication of using Euclidean distance in
the diffusion map space for clustering. Diffusion distance can
also be interpreted as a measure of how kinetically close are the
two conformations. The distance is small if there are multiple
high probability transition pathways between two conforma-
tions. Diffusion map has been applied in biomolecular simu-
lation to capture slow transitions and guide enhanced sampling
simulations.36–38 Recently the functional form of eqn (16) in
combination with maximum entropy based CV selection
method SGOOP was used to capture kinetically relevant low
dimensional projection in small peptides.39

Sowares: MDAnalysis has an integrated diffusionmapmodule
which can be applied on selected features from MD simulation.

2.2.5 t-distributed stochastic neighbour embedding. t-
Distributed stochastic neighbour embedding (t-SNE) is a non-
linear dimensionality reduction method which performs
embedding of high-dimensional data to low-dimensional space
such that neighbouring data-points are assigned highest prob-
ability while distant points are assigned lower probability.40,41

For a high-dimensional space r1, ., rN the distance between rj
and ri can be expressed as:

pjji ¼
exp
�
�kri � rjk2

.
2si

2
�

P
ksi

exp
�
�kri � rkk2

.
2si

2

� (18)

where pjji is the conditional probability which captures the simi-
larity between data points rjwith ri such that piji¼ 0 and

P
jpjji¼ 1.

The functional form of eqn (18) is similar to Gaussian kernel in
eqn (13). The conditional probability can be transformed into
a joint probability distribution of symmetrized matrix Pij:

Pij ¼ pjji þ pijj
2N

(19)

where Pij ¼ Pji, Pii ¼ 0 and
P

i,jPjji ¼ 1.
The Gaussian bandwidth si has been set in such a way that

the perplexity of the conditional distribution equals to the
perplexity provided by the user (40 highlighted that there is
a monotonically increasing relationship between perplexity and
bandwidth). The perplexity is dened as:

Perp(pi) ¼ 2H(pi) (20)
© 2022 The Author(s). Published by the Royal Society of Chemistry
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where pi is the conditional probability distribution over all the
data-points given ri and H(pi) is the Shannon entropy H(pi) ¼
�Pjpjji log2 pjji. Perplexity can be thought as a measure of
nearest neighbours and the choice of perplexity heavily deter-
mines the outcome of t-SNE (Fig. 10).

t-SNE aims to learn a low dimensional manifold r01.r0N in
such a way that the new conditional probability p0 jji reects
similarity with pjji. p

0
jji can be expressed as:

p
0
jji ¼

�
1þ kr0 i � r0 jk2

��1
P
lsk

�
1þ kr0k � r0 lk2

��1; p
0
iji ¼ 0 (21)

The distance based metrics ð1þ kr0i � r0 jk2Þ�1 is a heavily
tailed distribution. In t-SNE, Student t-distribution has been used
to measure the similarity between low-dimensional data-points so
that the points that are far apart have p0 jji which are invariant of
perturbation. The algorithm aims to minimise the Kullback–Lei-
bler divergence (other measures of similarity e.g. Jensen–Shannon
divergence, Bhattacharya distance can be explored to improve the
embedding result) by comparing joint probability distributions P0

(low-dimensional) and P (high-dimensional):

KL
	
PkP0
 ¼X

isj

pij log
pij

qij
(22)

The gradient descent algorithm is usually effective for small
datasets but performs poorly in case of larger datasets. Recently
a time-lagged version of t-SNE42 was proposed using inspiration
from time-lagged ICA (TICA). However, the stochastic nature
(mainly due to perplexity) of t-SNE (as shown in Fig. 10 and
discussed in ref. 43) prevents its use as a meaningful CV for
reconstructing trustworthy free energy surface and calculating
kinetics from MD simulation. Clustering on the top of t-SNE
embedding can also produce articial clusters which might
Fig. 10 Projection of first two t-SNE components along c2 angle of
Tyr77 in plasmepsin-II shows how the embedding changes with
perplexity. Further t-SNE performed on the high dimensional torsional
features (Table 1 in ESI‡) didn't manage to separate flipping along c2
which is a slow degree of freedom. It further shows that clustering on
top of t-SNE reduced dimensions will generate artificial clusters which
in reality belong to same metastable state.

© 2022 The Author(s). Published by the Royal Society of Chemistry
trick the user of thinking that it discovers new metastable states
but in reality they belong to the same free energy basin.

Sowares: time-lagged version of t-SNE can be accessed here:
https://github.com/spiwokv/tltsne. Popular machine learning
package scikit-learn also has a t-SNE module: https://scikit-
learn.org/stable/modules/generated/
sklearn.manifold.TSNE.html. MODE-TASK https://github.com/
RUBi-ZA/MODE-TASK a python toolkit for analysing MD
simulation has an integrated t-SNE functionality. Tensorboard
embedding projector https://projector.tensorow.org has
a graphical user interface to perform t-SNE.

In recent years, several other dimensionality reduction
methods such as spectral gap optimization of order parameters
(SGOOP),44 isomap45 (https://scikit-learn.org/stable/modules/
generated/sklearn.manifold.Isomap.html), dynamic mode
decomposition (DMD)46 (https://mathlab.github.io/PyDMD/, see
ref. 47 for similarity between DMD and TICA and their variants),
multi-dimensional scaling (MDS),45 UMAP48,49 (https://umap-
learn.readthedocs.io/en/latest/, Fig. 11), iVIS50 (https://bering-
ivis.readthedocs.io/en/latest/) which are similar to some of the
aforementioned algorithms, were applied on temporal data from
MD simulation. Further, sparse regression based dimensionality
reduction method sparse identication of nonlinear dynamical
systems (SINDy)51 can possibility be applied on temporal data
from MD simulation to discover linear combinations of features
which best captures conformational dynamics in
macromolecules. Recent review by Glielmo et al.52 summarises
mathematical concepts, strengths and limitations as well as
applicability of few such methods in analysing high-dimensional
data from MD simulations.
Fig. 11 UMAP components projected along c2 of Tyr77 highlights how
the shape of UMAP vary as a function of nearest neighbour hyper-
parameter. UMAP converges with nearest neighbour 200. UMAP does
a better job compared to t-SNE in separating conformational space
along c2. I believe clustering on top of UMAP reduced dimensions
might be useful in understanding conformational heterogeneity within
a broad metastable basin.

RSC Adv., 2022, 12, 25010–25024 | 25017
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2.2.6 Learning co-ordinates for dynamics using variational
autoencoder. Variational autoencoder (VAE) is a dimensionality
reduction method which takes high dimensional data (e.g. multi-
variate geometric or abstract CVs) as inputs and learns latent
(compressed) representations that captures minimal essential
information necessary to describe the dynamics of the system. VAE
is a type of autoencoder whose principals are deeply rooted in
variational statistics.53,54 In this article we will use the language of
probability theory to describe VAE and try to establish a connection
between free energy and the loss function of VAE.

VAE takes high dimensional vector r ¼ [r1,r2, ., rN]
T as

inputs. Each components of r are probability distributions
along geometric or abstract CVs. The encoder part of the VAE
encodes the high dimensional data into the latent variables z.
The joint probability distribution of input and latent variables,
p(r, z) can be expressed as:

p(r,z) ¼ p(rjz)p(z) (23)

The generative process can be expressed as:
(a) sampling latent variables, zi from the prior distribution

p(z) and
(b) sampling of data point ri from the likelihood p(rjz) which

is conditional on the latent variables z.
The goal of VAE is to infer good approximation of the latent

variables (z) given input data (r) which is equivalent to calculate
the posterior distribution p(zjr) as following:

pðzjrÞ ¼ pðrjzÞpðzÞ
pðrÞ ¼ pðr; zÞ

pðrÞ (24)

where

p(r) ¼ Ðp(rjz)p(z)dz (25)

Estimation of p(r) is a computationally expensive process as
it requires integrating over all the possible values of z. VAE
approximates the posterior distribution p(zjr) by a new distri-
bution q(zjr) (tractable distribution). If ql(zjr) is similar to p(zjr)
then we can use it to approximate p(r). l is the hyper-parameter
which indicates type of distribution. If q(zjr) a Gaussian distri-
bution then lri ¼ (mri,sri

2) where m is the mean and s2 is the
variance of latent variables of each input component.

Now we want to measure how well ql(zjr) approximates p(zjr).
VAE uses Kullback–Leibler (KL) divergence tomeasure information
loss between two probability densities as described below:

KLðqlðzjrÞkpðzjrÞÞ ¼ Eq



log

qlðzjrÞ
pðzjrÞ

�

¼ Eq½log qlðzjrÞ � log pðzjrÞ�
¼ Eq½log qlðzjrÞ� � Eq½log pðr; zÞ� þ log pðrÞ; taking logof eqn 24

¼ �	Eq½log pðr; zÞ� � Eq½log qlðzjrÞ�

þ log pðrÞ

¼ �ELBOðlÞ þ log pðrÞ
(26)

We can reformulate eqn (26) as follows:
25018 | RSC Adv., 2022, 12, 25010–25024
log p(r) ¼ ELBO(l) + KL(ql(zjr)kp(zjr)) (27)

From eqn (27) we can see that minimising KL divergence (KL
divergence is always greater or equal to zero) is equivalent to
maximising Evidence Lower Bound (ELBO). It allows us to
bypass the hard task of minimising KL divergence between the
approximate q(zjr) and true posterior p(zjr), instead we maxi-
mise ELBO. ELBO term can be further expressed as follows:

ELBOðlÞ ¼ Eq½logpðr; zÞ� � Eq½logqlðzjrÞ�
¼ Eq½log pðrjzÞ� þ Eq½log pðzÞ� � Eq½logqlðzjrÞ�;

log transformation of eqn 23

¼ Eq½log pðrjzÞ� �KLðqlðzjrÞkpðzÞÞ (28)

Eqn (28) is known the VAE loss function (L):

L ¼ Eq½log pðrjzÞ� �KLðqlðzjrÞkpðzÞÞ# log pðrÞ (29)

In biomolecular simulation deep neural network (DNN)
encodes input data and computes l which approximates qw(zjr,
l). The decoder takes p(z) as input and maps into original
distribution pw0(rjz). w and w0 acts as a neural network weights.
w transforms the input data within the neural network hidden
layers and the resulting latent variable is a combination of
linear transformations that are modied by non-linear activa-
tion functions. Weights are learnable parameters during VAE
training. The value of weight dictates the importance of a vari-
able. A higher weight value corresponding an input component
indicates that it will have a signicant inuence on the output.

Mathematically speaking, the reason behind VAE's popu-
larity in biomolecular simulation community is due to the
interconnectivity between loss function and variational free
energy (F):

KLðqlðzjrÞkpðzjrÞÞ ¼
ð
qlðzjrÞlog qlðzjrÞ

pðzjrÞ dz

¼
ð
qlðzjrÞlog qlðzjrÞpðrÞ

pðr; zÞ dz

¼
ð
qlðzjrÞlog qlðzjrÞ

pðr; zÞ dzþ
ð
qlðzjrÞlog pðrÞdz

¼
ð
qlðzjrÞlog qlðzjrÞ

pðr; zÞ dzþ log pðrÞ;

as

ð
qlðzjrÞdz ¼ 1

¼ �
ð
qlðzjrÞlog pðr; zÞ

qlðzjrÞ dzþ log pðrÞ

¼ �F þ ln pðrÞ
(30)

where

Ð
ql(zjr) log p(r)dz ¼ 1 (31)

By comparing eqn (26) with (31) we can conclude that the
variational free energy (F) is equal to the ELBO(l). Thus
© 2022 The Author(s). Published by the Royal Society of Chemistry
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minimising KL divergence is equivalent to maximising the
variational free energy (F).

Fig. 12 shows a typical architecture of VAE in context of
biomolecular simulation. The encoder part of the VAE acts as
a non-linear dimensionality reduction of input r. Whereas the
decoder DNN acts an input reconstruction. VAE has been
primarily used a dimensionality reduction method to compress
multi-variate probability distributions. The weights of the
encoder layer which maps the input data onto the latent layer
has been further used to drive enhanced sampling simulations
such as metadynamics.55 As the latent layer of VAE represents
a non-linear combination of input data hence it reduces the
need of multiple CVs as inputs in metadynamics (traditionally
metadynamics is limited to a maximum of two CVs). However in
terms of exploration of the conformational space, metady-
namics bias applied to multiple CVs using parallel-bias meta-
dynamics framework will be equivalent to using VAE's latent
variable as CV in a 1D metadynamics. Several different avours
of VAEs have been developed which mainly differs in their
architecture (e.g. b-VAE which uses an additional hyper-
parameter b to learn disentangled latent variables by control-
ling the KL divergence56) and types of inputs (e.g. VAE-SNE
which takes output of tSNE as inputs, DMD-VAE which can
take multiple dynamic modes as inputs, SINDy-VAE which takes
outputs from SINDy algorithm as inputs). However, combining
autoencoder based machine learning architecture with
enhanced sampling algorithms or MD codes is a difficult task in
Fig. 12 Left panel showing a typical architecture of deep neural
network based variational autoencoder. The input distributions r can
be probability distributions of geometric variables, TICs, DMD etc.
Right panel shows how latent layer of variational autoencoder learned
the dynamics of the system using TICs as inputs. TICs were generated
using c1 and c2 angles of residues present in the flap region of plas-
mepsin-II (Table 1 in ESI‡) with lag-time 1000. Following hyper-
parameters were used during the training process of VAE, no of hidden
layers ¼ 2, no of neurons in each hidden layer ¼ 20, epochs ¼ 100,
batch size ¼ 500, learning rate ¼ 1e � 2.

© 2022 The Author(s). Published by the Royal Society of Chemistry
practice. Recently, Chen and co-workers57 proposed a user-
friendly tool called MLCV which uses an autoencoder archi-
tecture to transform arbitrarily dened CVs to autoencoder
learned CVs and integrate it with MD engines for enhanced
sampling calculations. In future, MLCV can be extended by
adding different variants of VAE to capture conformational
heterogeneity and drive enhanced sampling calculations.

Sowares & implementations: VAEs for post-processing
high-dimensional time-series data generated from MD simula-
tion can be implemented using popular machine learning
libraries e.g. PyTorch, Tensorow, Keras etc. Recently Pande and
co-workers58(variational dynamic encoder: https://github.com/
msmbuilder/vde) as well as Tiwary and colleagues59 (RAVE:
https://github.com/tiwarylab/RAVE) applied VAE to compress
high-dimensional temporal data and able to capture non-
linear dynamics in context of protein folding, protein-ligand
binding/unbinding etc. A collection of prebuilt VAE
architectures implemented with PyTorch (https://github.com/
AntixK/PyTorch-VAE) opens up the possibility to evaluate VAE
variants in context of MD simulation.

2.2.7 Classiers as CVs. Classiers are supervised learning
algorithms which uses feature vectors and feature values to map
input data into specic categories.60 In MD simulation, the
classiers are used as CVs to recognise different metastable
states (can also be used to identify features that distinguishes
wild and mutant variants) based on a common set of feature
values that distinguishes them (Fig. 13). Recently different
classes of classiers (e.g. support vector machine, logistic
regression, articial neural network, linear discriminant anal-
ysis etc.) have been applied to categorise different metastable
states and drive enhanced sampling simulations.61,62 In this
article, I will discuss support vector machine (SVM) and linear
discriminant analysis (LDA) and their applications in enhanced
sampling.

2.2.7.1 Support vector machine. Let A and B are two meta-
stable states which can be represented by unique points in
space where each point belongs to high-dimensional feature
vector r ¼ [r1, ., rN]. The goal of SVM algorithm is to nd
a separating hyperplane that maximises the minimum distance
between closest points (support vectors) of the two metastable
states (otherwise known as classes):

dH ¼ wTrþ b

kwk2
(32)

where dH is the distance of a point to hyperplane, w is the vector
of coefficients (it's direction gives us the predicted class: posi-

tive or negative), b is the intercept and
1

kwk2
is the normalisation

term. The SVM algorithm then maximise the minimum
distance w* ¼ argw max[minndH]. In context of biomolecular
simulation, eqn (32) acts a CV which can separate metastable
states and drive enhanced sampling simulations (Fig. 14).
Sultan and Pande showed how dH can be used as CV within
metadynamics framework to sample conformational space of
alanine dipeptide and chignolin folding.61 SVM algorithm can
be further extended for non-linear classication by using kernel
trick as explained before.
RSC Adv., 2022, 12, 25010–25024 | 25019
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Fig. 13 Schematic representation of showing how binary classifiers
can be used to separate metastable states and drive enhanced
sampling calculations.

Fig. 14 Coefficients (weights) correspond to linear SVM and passive
aggressive classifier63 trained on c1 and c2 angles of residue 74–84
(Table 1 in ESI‡) in plasmepsin-II showing the importance of sin c2
(feature 21) and cos c2 (feature 25) in separating twometastable basins,
normal (c2 � � 1 rad) and flipped (c2 � 2 rad). 50 ns trajectories from
each basins were used for training purpose using the scheme
described in Fig. 13. Further c1 and c2 angles of Tyr77 projected along
classifier decision boundaries demonstrated separation of metastable
states. Snapshots corresponding normal (grey) and flipped (blue) states
are also highlighted.
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2.2.7.2 Linear discriminant analysis. Linear discriminant
analysis (LDA) is a supervised dimensionality reduction method
which nds linear combinations of features that best separates
two or more metastable states.64 Imagine two metastable states
with common features~r have means~mA and~mB and covariances
SA and SB. The linear combinations of features ~w$~r(~w is known
as LDA coefficients) will have means ~w$~mA,B and variances
~wTSA,B~w. LDA objective function separates two distributions by
taking ratio between variance between the classes to variance
within classes:

sðLDAÞ ¼ ð~w$ð m!B � m!AÞÞ2
~wTðSA þ SBÞ~w

(33)

Mathematically it can shown that the maximum separation

occurs when ~wf
ð m!B � m!AÞ
ðSA þ SBÞ . LDA algorithm can be generalised

to more than one classes (Multi-class LDA). Eqn (33) acts as a CV
in metadynamics to drive transition between state A and B.
Recently Parrinello and co-workers used a harmonic version of
LDA (HLDA) as a CV to study folding of a small protein and
protein-ligand binding/unbinding.62,65 The framework of LDA
can be patched with neural network (Deep-LDA) as well as
kernel trick in order to introduce non-linearity. Recently Deep-
LDA framework has been applied in SAMPL5 host–guest
systems to accurately calculate binding free energy and to
understand the role of water molecule in ligand binding.66

In order to apply classier algorithms to separate metastable
states one rst need to sample different metastable states.
However, sampling of metastable states separated by high
entropic barrier oen requires ultra-long MD simulations or
enhanced sampling simulations e.g. parallel-tempering.
25020 | RSC Adv., 2022, 12, 25010–25024
Further, one needs to carefully choose a set of features that
can separate a set of metastable states. For complex systems,
selection of such features are not trivial and oen needs
signicant amount of trial and error.

Sowares: scikit-learn's supervised learning module incor-
porates both LDA and SVM algorithms for training purpose. It
further integrates various other supervised learning algorithms
that can be applied to classify metastable states and act as CVs
in enhanced sampling simulations.

2.2.8 Algorithms to predict temporal evolution of CVs:
proposing a challenging dataset. Recently neural network based
time-series prediction models such as long short-term memory
(LSTM) and transformers were proposed to predict rare events
and extract kinetics and thermodynamics.67,68 These methods
oen work quite well on simpler systems where the training
data has multiple recrossing. However in order to correctly
predict kinetics from time-series one rst needs to accurately
predict the frequency and lifetime of rare events. In case of
Fig. 15, temporal evolution along H-bond and dihedral angle
CVs showed multiple recrossing whereas evolution along TIC1
only captures transient recrossing between metastable states.
Intuitively one can say predicting temporal evolution along
TIC1 (rare uctuation) is far more challenging task when
compared with H-bond or dihedral angle. No such study is
currently available which compares the time-series prediction
capability of neural networks in context of different CVs. In
future, such study is necessary to understand the limit of neural
network based time-series prediction algorithms69 in terms of
capturing temporal evolution of rare events.

Sowares: Tiwary and co-workers67 used LSTM based neural
network to predict temporal evolution in model systems. Their
© 2022 The Author(s). Published by the Royal Society of Chemistry
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code can be accessed here: https://github.com/tiwarylab/LSTM-
predict-MD.Tensorow (https://www.tensorow.org/text/
tutorials/transformer and https://www.tensorow.org/guide/
keras/rnn) and Pytorch (https://github.com/jdb78/pytorch-
forecasting) based time-series forecasting modules can be
used for this purpose. Zeng and co-workers68 used LSTM/
transformers to predict temporal evolution of different CVs in
alanine dipeptide (https://github.com/Wendysigh/LSTM-
Transformer-for-MD).
3 Use of machine learning/AI in CV
selection: the hype

Recently numerous papers reported different combinations of
abstract order parameters to capture conformational dynamics
andmolecular recognition of macromolecules. In one such case
neural network based LDA (Deep-LDA) approach has been
applied on SAMPL5 host–guest systems to estimate binding free
energy.66 Previously funnel metadynamics using simple
Fig. 15 Pictorial representation showing time-series fluctuation of
different CVs and their hypothetical prediction difficulty using LSTM,
transformers style neural network. Along H-bond distance one can see
multiple recrossing between two states which makes it an easy case
for time-series prediction algorithms. In case of dihedral flipping along
c1, training data observes several recrossing between state 1 and 2
however, there are transient sampling of rare transitions to state 3
which makes it a medium level difficult task. In case of TIC1, the
training data contains rare transitions between state 1 and 2 hence I
believe it will be a hard task for time-series prediction algorithms. One
way to compare time-series projection results along a CV is compare
mean first passage transition time (MFPT) as well as lifetime of different
states with temporal data from long MD simulation.

© 2022 The Author(s). Published by the Royal Society of Chemistry
distance CV combined with articial restraint along binding-
site solvation managed to accurately predict the binding free
energy for the same host–guest systems.70 We can ask a ques-
tion: was deep-LDA framework necessary for a relatively simple
problem such as host–guest binding/unbinding which was
previously solved using simple geometric CVs? One can argue
that deep-LDA framework is more natural as it didn't impose
any articial restraint along solvent degrees of freedom. In
SAMPL5 host–guest systems, the solvation (when the binding
site is occupied by long-lived water molecule) of the binding site
is a slow process (Fig. S2 in ref. 70). In principal TICA/SGOOP
(which by design capable of capturing slow degrees of
freedom) could have solved such a problem. Further, deep-LDA
method is a slightly fancier application of previously described
work which uses binary classiers as CVs to drive conforma-
tional sampling.61 This is a classic example where the devel-
opers of a CV discovery method used buzzwords to solve a trivial
problem without pointing out how exactly such deep learning
based CV is superior compared to other geometric or abstract
order parameters.

In another case authors used TICs/SGOOPs as inputs within
a VAE and used the VAE's latent layer as CV for enhanced
sampling.55,71 Such an approach is advantageous if an enhanced
sampling algorithm is limited to driving along one CV. Further,
the eigenvalues corresponding each TIC/SGOOP can be used to
lter geometric CVs which then can be used as an input in VAE.
This approach can be seen as an extension of previous approach
where one inputs TICs/SGOOPs directly into VAE. However
a critic can ask: is there any advantage in terms of sampling if
one uses VAE's latent layer vs. multiple CVs (using parallel-bias
metadynamics) within metadynamics (Fig. 16) and more
importantly can you call suchmethod articial intelligence (AI)?

Most of the algorithms described in the previous section
either require extensive sampling or prior knowledge about
metastable states in order to capture conformational changes in
biomolecules. These algorithms can be best described as data
driven machine learning algorithms which solves a determin-
istic closed set nite problems using large amount of training
data.

In case of complex biological process e.g. protein-ligand
unbinding, protein–protein binding, protein folding involving
multiple metastable states and lack of prior knowledge about
transition states, an iterative machine learning based CV
discovery method combined with enhanced sampling can
accelerate sampling of the underlying free energy surface.73,74

However such protocol also requires initial guess of CVs. An
near-term articial general intelligence (AGI) on other hand will
learn about the dynamical system on the y without the external
supervision (e.g. feature selection, choice of algorithms, tuning
of hyper-parameters etc) and extract observables that can be
conrmed by biophysical experiments. Development of such
self-aware AGI will require signicant innovation in terms of
novel algorithms and soware design. Until that time, the
biomolecular simulation community should refrain from using
the word AI in context of identifying low-dimensional repre-
sentation to approximate kinetics and thermodynamics of
biomolecular systems.
RSC Adv., 2022, 12, 25010–25024 | 25021
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Fig. 16 Describes dilemma of choosing an enhanced sampling
strategy over other: in case of four different CVs (depicted by black,
blue, yellow and magenta) one can either choose to perform
a parallel-bias72 variant of well-tempered metadynamics simulation or
feed these four CVs within variational autoencoder and uses the latent
layer of variational autoencoder as CV in 1D well-tempered
metadynamics.
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4 Conclusions

In recent years data-driven machine learning models impacted
the eld of biomolecular simulation and have been applied in
context of protein folding, protein-ligand/protein binding and
capturing rare conformational changes during molecular
simulation. However a real challenge in comparing the power of
different machine learning models is due to absence of
a common dataset. We believe that the basic pancreatic trypsin
inhibitor (BPTI) can act as a reasonable dataset to test different
algorithms. The reasons behind that are accessibility of (a) 1 ms
long MD simulation and (b) experimental observables such as
NMR order parameter, kinetics of ring ipping (rare events) and
protection factors (measure of amide hydrogen–deuterium
exchange). Further transient loop opening of BPTI which leads
to amide hydrogen–deuterium exchange29 and aromatic ring
ipping75,76 are the rare events that can be captured by both
simulation and experiments. Transient loop opening leads to
amide hydrogen–deuterium exchange which is represented by
a metric called protection factor. A good machine learning
model for CV discovery combined with an enhanced sampling
framework should sample the rare events and predict experi-
mental observables (rate of ring ipping and protection factors).
Recent metadynamics based investigation with geometric CVs
(dihedral angles) highlighted the challenge of sampling slow
25022 | RSC Adv., 2022, 12, 25010–25024
ring ipping in BPTI. In order to live up to the hype, machine
learning based abstract CVs should do better in sampling such
rare events and predict kinetics.

A major leap forward in combining machine learning with
MD will be prediction of multi-dimensional spatiotemporal
evolution of biomolecular dynamics. Recently, transformer
network has been applied to model crowd motion dynamics
which managed to achieve state-of-the-art performance on
commonly used pedestrian prediction datasets.77 In future
extension of such work can be applied in context of MD simu-
lation to predict temporal evolution of CVs and corresponding
spatial representation. However prediction of spatiotemporal
evolution of bimolecular structure without correctly capturing
the water dynamics doesn't model physical reality as water plays
integral role in molecular recognition and conformational
dynamics of biomolecules. We hope breakthroughs in quantum
computer together with novel machine learning algorithms will
make spatiotemporal prediction of solvated biomolecular
system a reality, until then we have to carefully select geometric/
abstract CVs to capture dynamics of biomolecules from atom-
istic simulations.
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