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tric response in a nanocomposite
material through nanoparticle morphology†

Archita N. S. Adluri, Brett Henderson and Irina Paci *

Ceramic materials such as metal oxides, mixed metal oxides and silicates, constitute a broadly-used, high-

performance technology for electronic insulators. The introduction of metal cluster dopants and

molecular-scale inclusions in a dielectric matrix provides an opportunity for manufacturing new high-k

solid-state dielectrics with tunable field–response properties. The quantum properties of these metallic

nanoparticles depend strongly on their size and shape, a characteristic that can be exploited in changing

the response properties of a material, whereas the small nanoparticle size can help limit the issues of

conduction and current leakage. Here, we model the polarization of molecular-scale silver inclusions in

a magnesium oxide matrix, using the Modern Theory of Polarization and Car–Parrinello Molecular

Dynamics (CPMD). Details of the implementation are laid out, including handling of current jumps due to

the distortion of the matrix during the simulation. Several trends in the dielectric response are

considered in this work, including the effects of nanoparticle size, shape and orientation relative to the

applied field. Dielectric permittivity enhancements of 30–100% are observed with inclusion sizes varying

from 8 to 32 atoms, considering both rod-like and disk-like inclusions, with alignment either parallel or

perpendicular to the external field.
1 Introduction

Advancements in semiconductor manufacturing have lead to
increased miniaturization and densication of electrical
circuits, allowing for increasing computing power or more
efficient charge storage. At the current stage, miniaturization no
longer answers the need for advancing device performance, and
the focus has shied on the development and integration of
new materials, with improved properties and connectivity.1–3

One area in high need of development is that of materials with
tunable dielectric constant (k) for electrical and computational
devices that rely on metal-oxide semiconducting materials:
transistors, high-density charge storage super-capacitors, and
emerging technologies in quantum computing.4–8

Traditional Si/SiO2 has given way to more complex, higher-
permittivity materials such as silicon–germanium and
hafnium oxides,9 nitrogen-doping,10 polymer enriched metal-
oxides11 and other multi-phase materials in order to address
these issues. Nanocomposite (NC) materials that combine
a standard dielectric matrix with inclusions of very-high-k, even
ced Materials and Related Technologies,

Finnerty Road, Victoria, BC, V8W 2Y2,

I) available: A GitHub repository including
s and input les for a successful dielectric

publicly available at
nocomposite-QE. See DOI:

787
conducting materials, can be manufactured to specied
dielectric and mechanical properties.12,13 These composites
have thus been proposed as candidates for expanding the range
of materials available for device engineering.

Molecular metallic nanoparticles of various sizes and
shapes, 2D sheet-type dopants such as graphene sheets, metal
and halogen doping and mixed-metal oxides have all been
considered experimentally as inclusions.14,15 The aim is to
selectively modify the permittivity (dielectric constant k), and
therefore the charge capacity of the resulting material. The
research so far has shown that at the atomic scale, even a point
defect or a single atom defect lead to noticeable changes in the
polarization potential of a material.16,17

Metallic nanoparticles in the molecular regime (nano-
clusters with up to 100 or so atoms) bridge the gap between
single-atom dopants in classical semiconductors and tradi-
tional nanoparticles with “metallic properties”, while providing
a range of unique features.18,19 Molecular nanoparticles (mNPs)
are insulating, do not present a band structure and the high-
electron density of traditional nanoparticles, which oen
leads to low percolation thresholds and tunnelling. mNPs are
essentially a source of highly polarizable electron density, their
quantum behaviour requiring quantum mechanical treatments
to model their contribution to local polarization effects. In
recent years, methods for synthesis of noble metal mNPs (Ag,
Au, Pt) with atomic precision have been developed, and their
distinctive properties have been capitalized in applications such
as heterogeneous catalysis,20–23 photocatalysis,24 chemical and
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 The unit cell of the Ag18/MgO NC, before and after geometry
optimization. Mg2+, O2� and Ag are shown in orange, red and grey,
respectively.
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medical sensing,25–28 and in composite materials with intriguing
functionalities.29–31 As methods for their synthesis have been
developed, Ag nanoclusters have become a popular choice for
materials' synthesis, due to their enhanced optoelectronic
properties, low cost and reduced toxicity.32,33 From a computa-
tional standpoint, Ag is a well understood metal with a lower
electron count than Au and Pt, and does not require consider-
ation of relativistic effects in calculations.

MgO is a naturally abundant, common ceramic dielectric,
with a high permittivity for a single-metal oxide (3r z 9), with
applications generally driven by its high thermal conductivity,
a high coefficient of thermal expansion compatible with metal
contact layers, and highmelting point.34–39 More recently, highly
ordered MgO crystals were found to exhibit giant magnetore-
sistance40–42 and high transparency,43 making it a suitable
matrix component for new categories of multifunctional mate-
rials for electronic and optical applications. Moreover, its
simple face-centred cubic lattice with a low unit cell occupancy,
its predominantly ionic polarization, and its wide bandgap
(around 7 eV) make MgO relatively straightforward to treat
computationally, and thus a good model dielectric material for
metal/oxide nanocomposites. Particularly, the lower number of
polarizable d-electrons than those of other mid/high-k mate-
rials, such as HfO2, is important in Car–Parrinello molecular
dynamics, where valence electrons in matrix atoms greatly
increase the computational cost.

Theoretical approaches for predicting the response of mixed
materials to applied elds and for optimizing their morphology
and elemental composition have been developed, although
several challenges remain. Effective medium approxima-
tions44–46 are suitable for macroscale mixtures, especially where
experimental data is broadly available. Classical atomistic
approaches work at the nanoscale as well as for certain optical
responses, but do not capture, or provide insight into, the
quantum response and local eld effects that can dominate the
dielectric response in complex-structured solid-state mate-
rials.47,48 Direct DFT approaches have been used for doped
materials, but a complete treatment of the quantum polariza-
tion of the mixed material has not been attempted until
recently.49

In a previous publication from our group,49 we used the
modern theory of polarization50,51 to develop a model for
describing the polarization of mNP NCs. We sought to unravel
the contributions of the inclusion and matrix to the overall
response of a model Ag8/MgO NC and found signicant
interfacial effects between the mNP and matrix, contributing
to a greater than expected polarization response. Here, we
follow up on that initial study, to explore the effects of the
distribution and shape of the mNP inclusions on the dielectric
capacity of a metal-oxide material. We nd that for small mNP
sizes of less than 30 atoms, the size, shape and orientation of
the inclusion greatly alter how the inclusion electrons behave
and therefore affect polarization at both the atomic scale, and
at material scale. These effects are important to understand as
we leverage combinations of materials with desirable proper-
ties to design smaller and more precise microelectronic
devices.
© 2022 The Author(s). Published by the Royal Society of Chemistry
2 Theory and model systems
2.1 Models

We considered a series of NCs based on an MgO matrix, con-
taining silver mNPs inclusions of varying shapes and sizes.
Models were built using the Avogadro soware,52 based on an
ideal face-centered cubic (FCC) MgO lattice. An example NC
with a Ag18 inclusion is shown in Fig. 1.

Three rod-like inclusions and ve disk-like inclusions were
considered, as shown in Fig. 2 and 3. Inclusions were built
initially by replacing MgO ions with Ag atoms, and the entire
structure was allowed to relax in the structural optimization
phase of the calculation, as described in Section 2.2.1. The
matrix extended at least 2 Mg–O layers beyond the edge of the
inclusion in each direction. This was done to prevent the cell
from conducting into its periodic images while maintaining
control of loading and cell size, and ensuring appropriate lattice
continuation at boundaries. % loading ratios were between 3–
5.5%. Atom-based % loading values are slightly lower than
volume-based values. However, for atomistic calculations, the
denition of atomic and thus inclusion volumes is ambig-
uous,53 and moreover, inclusion volumes are subject to change
during the simulation. For consistency, we report atomic
number % loading here.

2.2 Low-frequency ionic and electronic polarization

The process for calculating the low-frequency polarization of
a NC material using the modern theory of polarization, as well
as our methodology of partitioning the complex material's
response, are described in detail in ref. 49. Briey, the CPMD
method is used in the Quantum Espresso (QE) code,54,55with the
two major stages of the calculation, structural relaxation and
polarization, outlined in the following two subsections.

2.2.1 Electronic structure calculations and structural
relaxation. The relaxed geometry of the periodic NC and its
electronic structure were found using CPMD. CPMD requires
RSC Adv., 2022, 12, 10778–10787 | 10779
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Fig. 2 Rod-shaped nanoparticles used in this work. The nanoparticles
were named for the number of repeating units in the x, y, and z
directions, and include 12, 16 and 20 atoms for panels (a), (b) and (c),
respectively.

Fig. 3 Disk-shaped molecular nanoparticles used in this work. The
nanoparticles were named for the number of repeating units in the x, y,
and z directions, and include 8, 16, 18 and 32 atoms for panels (a)–(d),
respectively.

Fig. 4 Structure calculation steps using Quantum Espresso.

Fig. 5 Polarization steps using Quantum Espresso – step numbers
continued from Structure calculation (Fig. 4).
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sequential optimization of the electronic structure, nuclei and
periodic cell boundaries,56 as shown in Fig. 4. Each new system
(new inclusions, new matrix materials, etc.) requires extensive
trial and error in establishing a minimization scheme and
appropriate runtime parameters. Furthermore, tight conver-
gence criteria are required by the subsequent polarization
calculation.49 Steepest descent initial electron minimization
using a Gram–Schmidt orthogonalization was followed by
a series of clamped and damped dynamics steps, to allow both
10780 | RSC Adv., 2022, 12, 10778–10787
ions and electrons to minimize fully. An additional step to relax
lattice vectors and remove additional stress on the cell due to
presence of the inclusion within the matrix was performed.
Sample input les are provided in the GitHub repository linked
in the ESI† section.

2.2.2 Polarization. Dielectric constants were calculated
from the polarization change of the periodic material upon
application of a nite electric eld, following the modern theory
of polarization. The low frequency dielectric constant (3r) is
calculated as:57,58

3r ¼ 1þ 4p
�
Prelaxed � Pzerofield

�

UE
(1)

where 3r is the static dielectric constant of the NC, U is the
simulation cell volume, and E is the applied static eld. Pzeroeld
and Prelaxed represent the polarization of the relaxed cell prior to
the application of the nite static eld, and aer the full
geometric relaxation in the eld, respectively.

Prior to applying an electric eld, the reference polarization
Pzeroeld is calculated in Step 7 (Fig. 5) for the relaxed geometries
and electronic structures produced in Step 6 (Fig. 4). This
damped polarization is prone to computational errors due to
sudden movements and high electron velocities that can cause
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Correction of cell polarization due to cell distortion effects. The
uncorrected cell dipole displays polarization jumps due to polarization
of electrons across cell boundaries [panel (a)], which upon correction
lead to the continuous corrected cell dipole [panel (b)].
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integration/orthogonalization errors. This is xed by manually
adjusting velocities and dampening parameters in Step 7.

The eld-induced electronic and ionic polarization were
calculated using damped dynamics. A homogeneous electric
eld E¼ 0.001 a.u. is applied in the z direction in Step 8 (Fig. 4),
and the electronic density is allowed to relax while holding the
ions xed (Fig. 4, Step 8). This step models the high frequency
dielectric response 3N and is necessary for calculating the Born
effective charges discussed below. Finally, the ions and elec-
trons are allowed to relax together in Step 9, which allows
calculation of the eld-induced polarization Prelaxed and the low-
frequency dielectric constant.

2.2.3 Quantum of polarization. One issue for consideration
in calculating the polarization of periodic solids is the quantum
of polarization.51 The polarization calculated for a periodic
system is multiply dened, and dependent on the choice of unit
cell and of coordinate system. Spaldin51 discusses this in some
detail. For the case of an innite one-dimensional chain of
alternating unit-charge anions and cations, different choices for
the unit cell and the coordinate system return an innite
number of equally-spaced polarization values: .�5/2, �3/2,
�1/2, 1/2, 3/2, .. That spacing is the polarization quantum.
That the absolute polarization of an innite solid is undeter-
mined is not an issue in practice: what normally needs to be
calculated is the change in polarization, such as upon applica-
tion of an electric eld. Provided that a consistent choice of unit
cell and coordinate system is made in the reference and the
polarized states, this polarization change is, in principle, single-
valued.

The requirement of a consistent choice of unit cell becomes
problematic when that unit cell is stressed during the polari-
zation process, or when charges are displaced beyond cell
boundaries. In the periodic calculations described here, some
of the charge density will polarize into neighboring image cells
(or, more specically, to the other side of the simulation box),
shiing the charge distribution relative to the coordinate
system in which the “reference” polarization was calculated.
The reported polarization then shis by a positive or negative
multiple of the quantum of polarization (in this case, one box
length along the polarization direction for each displaced
electron). These effects are more likely to arise when the matrix
is deformed by larger, anisotropic inclusions, thus monitoring
and correction of cell polarization becomes essential. However,
it is important to note that monitoring cell polarization for
quantum of polarization discontinuities should be performed
regardless of the system's anisotropy.

Consequently, care must be taken when calculating the
effective polarization, particularly for anisotropic, low-
symmetry systems or deformed crystal lattices. As discussed
in ref. 51 however, the system follows a single “polarization
branch” as it structurally and electronically adapts to the
applied eld – i.e., the evolution of polarization during the eld-
on simulation should be smooth. The corrections for polariza-
tion jumps can be done during post-processing, and involve
checking the full simulation run for discontinuities and
inconsistencies of the total dipole of the simulation cell [see
Fig. 6(a) for an example], followed by shiing its value (and
© 2022 The Author(s). Published by the Royal Society of Chemistry
respectively the value of the volume-adjusted permittivity) by
the required number of polarization quanta [Fig. 6(b)].
2.3 Born effective charge

To understand the electronic polarization effects in the
composite, we examine its Born effective charge tensor (Z*

a;ij,
BEC). BECs reect the changes in the polarization of a material
as a result of ionic displacements. The BEC of an individual
atom or ion is dened as the change in the force acting on that
atom or ion as a result of the application of an external electric
eld:

Z*
a;ij ¼ �e vFa;i

vEj

(2)

where Z*
a;ij are the BEC tensor elements at the nucleus a, Ej is the

j-direction component of the external eld, and Fa;i is the i-
direction component of the force acting on a.

In a bulk ionic crystal, the static charges of constituent
elements (or ions) are their nominal valence charge59 (�2 for
oxygen, +2 for magnesium in the case of MgO). Upon applica-
tion of an electric eld, the average overall BEC tensor remains
the same, as all the atoms experience the eld uniformly. In
a NC, however, signicant changes in the charge distribution of
the matrix ions arise from the inuence of mNP electrons,
especially under an applied eld. This impact is strongest for
the ions near the mNP–matrix interface, where the local eld
effects of the polarizable mNP electrons are strongest. BEC
maps are thus a useful tool for depicting the local charge
density and spatial distribution of induced elds at small
scales. Here, BECs are calculated using eqn (2).
2.4 Numerical details

Electronic structure calculations were carried out in a zero-eld
environment. Electronic structure, relaxed crystal structures
and polarization were calculated using the CPMD methodology
implemented in the Quantum Espresso code versions 6.0 and
6.6, with a plane wave-basis and the LDA functional. Test
calculations were run using GGA functionals such as PBE.
However, the structural minimization steps were signicantly
slower in these calculations, and furthermore, convergence of
the polarization was impeded in GGA-based calculations. Mg
atoms were described using Bachelet–Hamann–Schluter60
RSC Adv., 2022, 12, 10778–10787 | 10781
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Fig. 7 Density Of States (DOS) graphs for the Ag/MgONCwith the 224
rod-like inclusion. Panel (a) shows the DOS of the pure bulk MgO
(purple line) and the matrix-projected DOS (blue). Total and interface-
projected NCDOSs are presented in (b) in blue and green, respectively.
Panel (c) shows the mNP-projected DOS, in vacuum (red) and in the
NC (blue).
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norm-conserving pseudopotentials, whereas Rappe–Rabe–
Kaxiras–Joannopoulos61 ultra-so pseudopotentials from
Materials Cloud62 were used for O and Ag. The total energy
convergence criterion was increased from the standard 10�4 to
10�8 and a force threshold of 10�4 was used. A wavefunction
cutoff (wfcut) of 50–60 Ry and charge density (rhocut) cutoffs of
560 Ry were used for all calculations. Electron masses were set
initially at 300 a.u., and increased to 450 a.u. aer initial
damped minimizations, to accelerate convergence of the initial
structure.

All calculations were done using periodic boundary condi-
tions (PBCs), and the Brillouin zone was sampled at the G point.
The size and volume of the simulation cell were allowed to relax
with the matrix structure throughout the zero-eld dynamics
and structure minimization.

A thermostat was not applied nor were temperatures
controlled for the runs reported herein. No specic ensemble is
implemented. Instead, CPMD-based damped dynamics63 is
used to relax ion positions and electronic structure. Test runs
using thermostats between 200 and 600 K found that temper-
ature effects, especially those on geometry were negligible in
these systems. We attribute this to the intrinsic rigidity of the
lattice due to high ionic charges, as well as the high melting
temperature of the ionic matrix.

3 Results and discussion

Two types of effects accompany the inclusion of silver clusters
within a uniform MgO matrix, both contributing to the dielec-
tric response of the material in applied electric elds. On one
hand, the inclusion distorts local structure in the matrix (as
shown in Fig. 1 for example). In the cases considered here, the
somewhat compacted mNPs push outward against the ionic
layers of the matrix. Other types of lattice mismatch will lead to
inward buckling at the interface. Generally, this distortion only
encompasses the nearest neighbors of the inclusions (up to
around 3 Å from the edge of the mNP), since the doubly charged
ions of the matrix create a rigid lattice. This rigidity, as well as
the relatively low % volume loadings of 4–5% ensure that the
mNP-induced distortion does not extend to neighboring simu-
lation cells, in all cases. However, disruption of local structure
in the strongly ionic matrix changes the electronic structure at
the interface (dened here as the roughly 3 Å-thick layer of
matrix atoms neighboring the inclusion), and its response to
the applied eld.

The second class of effects has to do with the specics of the
charge density in the two mixture components, and at the
interface. In broad terms, the mNP electrons mobilize along the
applied external eld, creating strong local elds at the NP–
matrix interface, further impacting the ionic and electronic
polarization of the matrix. For the small Ag8 inclusion consid-
ered in our previous work,49 the eld of the polarized mNP
resembled that of a point dipole located at the mNP center. In
this analogy, using larger, anisotropic inclusions should further
enhance the dielectric response of the NC by creating stronger
induced dipoles through polarization of a larger charge density
over longer distances. We discuss the electronic structure of the
10782 | RSC Adv., 2022, 12, 10778–10787
composites, and the various effects impacting the materials'
response to applied elds, in the following paragraphs.

3.1 Electronic structure of the NC

Calculated bandgaps of polarizable materials require careful
consideration of the errors arising from the DFT formalism –
© 2022 The Author(s). Published by the Royal Society of Chemistry
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particularly when using the LDA functional. The calculated
bandgap is generally expected to be signicantly lower than the
corresponding experimental bandgap, due to DFT's known
underestimation of virtual orbital energies.64,65 For bulk MgO,
the electronic structure calculations described in Section 2.4
yield a bandgap of 5.5 eV [see Fig. 7(a)], compared to the
experimental value of z7 eV.

In large-bandgap materials (over 4–5 eV), metallic inclusions
introduce additional states in the bandgap.66,67 These states are
generally located in the vicinity of the Fermi level, and occupied
by the many mNP electrons. In Ag/MgO NCs, the bandgap of the
pure MgO [Fig. 7(a)] is populated. Comparison of the Fermi
regions in the NC DOS (blue line in Fig. 7(b)) and the matrix- and
mNP-projected DOSs in the composite (blue lines in Fig. 7(a) and
(c), respectively) suggests that all the states within �2 eV of the
Fermi level aremainly localized on the mNP. Interaction between
the NP and the matrix is reected in the splitting of NP states
[Fig. 7(c)], particularly in the region of overlap with the matrix
conduction band. Thus we expect that the response properties of
the NC are dominated by mNP effects, and thus DFT perfor-
mance for these properties will mirror more closely its perfor-
mance for nanoparticles,68,69 than that of bulk materials.
3.2 Dielectric response of NCs with rod and disk-shaped
inclusions

We have shown previously that the inclusion of “spherical” Ag8
mNPs at 4% loading increased the dielectric constant of the
MgO matrix by 30%.49 Larger, anisotropic NPs with rod-like and
disk-like geometries can further enhance the dielectric
response, both by increasing the inclusion volume ratios, and
through specic local eld enhancements. Dielectric constants
for the series of Ag/MgO NCs with rod-like and disk-like inclu-
sions are presented in Table 1. The data indicate that asym-
metric inclusions bring on dielectric enhancements that are,
depending on orientation, larger than expected based on
volume ratios alone. For example, multi-layer disks (Disks 332,
432 and 442) exhibit more than 70% enhancement in 3r over the
matrix permittivity, at loadings of around 4% (see Table 1).
Table 1 Dielectric constants of Ag/MgO nanocomposites with
anisotropic inclusions

Inclusion Ninc Natoms % loadinga 3k
b 3t

c

None (bulk MgO) 0 9.8
SPHERE 222 (ref. 49) 8 216 3.7 11.9
ROD 223 12 288 4.2 12.9 12.2
ROD 224 16 288 5.6 13.9 12.3
ROD 225 20 360 5.6 14.9 12.8
DISK 332 18 384 4.7 15.0 13.3
DISK 432 24 800 3 15.9 14.8
DISK 442 32 800 4 16.9 15.9
DISK 241 8 192 4 11.3 10.7
DISK 441 16 384 4.2 12.6 11.0

a Calculated as a ratio of the number of atoms in the mNP to the total
number of atoms in the cell. b k indicates that the eld is applied
parallel to the longest axis of the inclusion. c t indicates that the
eld is applied perpendicular to the longest axis of the inclusion.

© 2022 The Author(s). Published by the Royal Society of Chemistry
The series of rod-like inclusions considered here have
similar cross-sections, with longer mNPs featuring additional
atom planes along the inclusion's principal axis (see Fig. 2). NCs
with rod-like inclusions exhibit stronger response when the
applied eld is parallel to the principal axis of the inclusion (3k)
than when the eld is applied perpendicular to the inclusion
(3t). This is because of the larger polarization distance available
along the principal axis in the longer rods. That polarization
distance within the inclusion is an important factor in the eld
response of these NCs is illustrated by the discrepancy between
the size dependence of 3k and that of 3t (Table 1): whereas 3k
increases signicantly with mNP length, 3t is roughly constant
in the series of rod-shaped inclusions.

However, dielectric enhancement in general is more complex
than a simple correlation to the mNP length or the availability
of polarizable electrons. This is evidenced by comparison of 3k
(Table 1) for Rod225 and Disk332: the mNPs have similar atom
numbers but have different shapes, and Rod225 has a longer
dimension parallel to the eld with two more atoms than
Disk332. Despite this, NCs containing Disk332 inclusions have
similar 3k values to those containing Rod225. Moreover,
response to transverse applied elds (3t) is generally stronger
in multilayer disks and increases with mNP size, in contrast
with the relatively constant transversal response of rods of
varying sizes.

When the polarizing eld is applied along the mNP's longest
axes, NCs with disk-shaped inclusions show increased response
for larger nanoparticles, with marked increases in 3k over their
rod-like counterparts. The effect can be attributed to the larger
number of electrons and polarization length in the larger mNPs.
Moreover, NCs with disk-like inclusions show stronger depen-
dence of dielectric response on the eld direction and NP shape
than those with rod-like inclusions. NCs with 3-dimensional
mNPs (Disk332, Disk432 and Disk442) had stronger response
than rod inclusions with similar axis ratios, a fact that can be
traced back to the availability of larger numbers of polarizable
electrons, with greater overall space to move in the disk-like
mNP. On the other hand, dielectric response is weaker in NCs
with 2-dimensional NPs (Disk421 and Disk441), regardless of
applied eld direction. This observation holds even when
accounting for the fewer metal atoms in these mNPs, and is
attributed to the small polarization distance in the direction of
the smallest NP axis, and the overall lower number of electrons
for these mNPs (see Table 1).

Broadly, disk-like inclusions do not conform asmuch as rods
to the induced-point-dipole analogy, from both electronic and
a structural perspectives. In these cases, consideration of
polarization volumes instead of polarization lengths, and
a more sophisticated classical model such as a polarizable
metal disk or ellipsoid are necessary to help interpret many of
the observed trends.53
3.3 Local polarization elds and Born effective charges

Beyond the mNP polarization, the dielectric response of the Ag/
MgO NCs presented in Table 1 includes signicant interfacial
and matrix contributions. The different contributions (NP
RSC Adv., 2022, 12, 10778–10787 | 10783
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Fig. 8 Interpolated BEC plots for NCs with rod-like and disk-like inclusions. Plots show Rod224/MgO [panels (a)–(d)] and Disk332/MgO [panels
(e) and (f)]. Blue and red show areas of increased and decreased polarization compared to bulk matrix values, respectively. The static field is
perpendicular to the longest mNP axis in panels (a), (b) and (e) and parallel to the longest axis in (c), (d) and (f). Two sections are shown for each
rod-inclusion simulation: (a) and (c) are sections along the field direction, whereas (b) and (d) are taken perpendicular to the field. For Disk332/
MgO, only sections along the field are shown.
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electrons, interface, matrix ions and electrons) are not directly
separable, as polarization modes are coupled. One such
coupling, between the electronic polarization in the NP and that
of the matrix, is described by the matrix-ion BECs. The BECs
reect the inuence of the NP polarization on the charge
distribution within the matrix ions. To illustrate this effect in
the three-dimensional lattice, we generated interpolated plots
of BECs. These serve as effective maps of the local electrostatic
eld created by the NP's polarization in the matrix (see Fig. 8 for
example).
10784 | RSC Adv., 2022, 12, 10778–10787
Fig. 8 shows the interpolated BEC maps for NCs with a 224
rod-like inclusion and a 332 disk-like inclusion. Enhancement
of the matrix polarization eld (blue regions in Fig. 8) is
observed in regions adjacent to the NP poles, in the applied eld
direction. In the equatorial regions, a depolarization arises (red/
yellow regions in BEC plots), where the effective ionic charge is
weaker than in the absence of the external eld. The enhance-
ment is intense andmainly localized to two layers of matrix ions
at the interface. The increased charge density in the mNP close
to the interface, particularly strong along the polarization
© 2022 The Author(s). Published by the Royal Society of Chemistry
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direction, leads to increased forces acting on the nearby ions,
along the direction of polarization [see Fig. 8(a) and (c)]. This
raises the overall dipole moment in the cell, beyond the NP
polarization, and prior to ionic movement in the overall eld.
The opposite effect arises perpendicular to the polarization
direction [Fig. 8(b) and (d)].

From a classical perspective, the polarization of the NP
creates an electric eld, similar to the eld of a dipole, which
modies the local eld in which matrix ions polarize. However,
the classical picture neglects the quantum coupling of the mNP
electrons and those of the matrix ions – particularly coupling to
the electrons in the oxygen ions. The BECs capture this inter-
action, in the clamped ion regime. The movement of nuclei in
Step 9 (Fig. 5) further modies this polarization picture.
Nevertheless, the BEC plots bring out the importance of the
interface in the polarization of nanocomposite materials.
Interfacial effects also impact the ionic movement under the
eld, as ions at the interface are not bound in the crystal lattice
in the same fashion as bulk ions, and lattice mismatches
between the inclusion and the matrix can further modulate this
effect. In the systems considered here, the larger interfacial area
present in NCs with disk-like inclusions enhances further the
overall polarization of the material. The relative importance of
these effects would have to be reconsidered for matrix materials
with more diffuse charges, or with weaker ionic or even covalent
bonding.

4 Conclusions

This work examines the effects of nanoparticle size and shape
on optimizing dielectric response in metal/metal oxide nano-
composite materials, aiming to develop an understanding of
how polarization in molecular-scale metallic inclusions affects
in turn the polarization of the metal-oxide matrix. Introduction
of molecular scale metal inclusions of silver in a magnesium
oxide matrix is found to increase the dielectric capacity of the
material, by up to 80% at below 5% volume loading, an
enhancement depending on the shape, size and orientation of
the inclusion relative to the external eld. As the inclusions are
small enough to behave as molecules, their polarization
behaviour is quantized, requiring quantum approaches to
model the material's response to an applied static eld.
Calculation of electron dynamics and Born effective charges
provide a picture of the local elds generated around the
polarized inclusions. The electronic and ionic polarization
modes are coupled and cannot be individually described;
however, the BEC picture suggests that induced elds at the
matrix–inclusion interface enhance the matrix response to the
applied eld beyond the bulk level. The extent of the interface is
particularly important, both as it relates to the accumulation of
charges, and as it affects the mobility of nearby ions. The
balance of polarization enhancement and destruction in the
vicinity of the inclusion points towards a specicity of the
outcome to individual matrix materials.

The qualitative trends discussed above should be applicable
to a broad range of composites, particularly those based on
ionic matrices with a large band gap. Lower-bandgap matrix
© 2022 The Author(s). Published by the Royal Society of Chemistry
materials will exhibit further interaction with nanoparticle
states, likely leading to a more pronounced effect of nano-
particle polarization on the dielectric response of the
composite. Other oxide matrix materials exhibit more covalent
bonding, altering the matrix polarization mode. In these
systems, the interfacial effects should be distinct from those
observed here. We are currently extending our calculations to
other relevant matrix materials, including SiO2, Al2O3 and HfO2,
as well as other inclusion options. These calculations are
extremely lengthy, and rely on highly uniform mNP distribu-
tions. Such distributions are challenging to achieve experi-
mentally, particularly from the point of view of nanoparticle
alignment with the eld. We are working on developing alter-
native, quantum/classical approaches for estimating polariza-
tion response in nanocomposite materials, to mitigate these
problems and enable studies of polydisperse, non-uniform
systems, including broader nanoparticle size and orienta-
tional distributions.
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