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Phonons play a key role in the physical properties of materials, and have long been a topic of study in

physics. While the effects of phonons had historically been considered to be a hindrance, modern

research has shown that phonons can be exploited due to their ability to couple to other excitations and

consequently affect the thermal, dielectric, and electronic properties of solid state systems, greatly motiv-

ating the engineering of phononic structures. Advances in nanofabrication have allowed for structuring

and phonon confinement even down to the nanoscale, drastically changing material properties. Despite

developments in fabricating such nanoscale devices, the proper manipulation and characterization of

phonons continues to be challenging. However, a fundamental understanding of these processes could

enable the realization of key applications in diverse fields such as topological phononics, information

technologies, sensing, and quantum electrodynamics, especially when integrated with existing electronic

and photonic devices. Here, we highlight seven of the available methods for the excitation and detection

of acoustic phonons and vibrations in solid materials, as well as advantages, disadvantages, and additional

considerations related to their application. We then provide perspectives towards open challenges in

nanophononics and how the additional understanding granted by these techniques could serve to enable

the next generation of phononic technological applications.

Introduction

Pioneering studies of confined acoustic waves were first per-
formed by Lord Rayleigh1 in 1885. He demonstrated the exist-
ence of surface acoustic waves (SAWs) propagating along the
surface of an isotropic solid half-space. These waves are non-
dispersive and elliptically polarized in the sagittal plane, with
velocities that are slightly smaller than that of bulk shear
waves, and with amplitudes that decay exponentially, confining
them to roughly within a wavelength of the surface. Following
his results, other scientists further developed this topic, par-
ticularly: Stoneley,2 who described waves that propagate along
the interface between two half-spaces, i.e., a generalization of
Rayleigh modes; Love,3 who described horizontally polarized

surface waves; and Sezawa,4 who demonstrated the existence of
surface waves in layered structures. The propagation of SAW
modes in these types of systems has been widely studied by
the seismology community, who were the first to study the con-
finement of acoustic waves, although their relevance is perva-
sive and extends throughout modern devices.5 Years later, the
acoustic properties of other finite systems and geometries were
also studied. Pochhammer6 and Chree7 described the propa-
gation of waves in infinite cylindrical rods. Lamb developed
theoretical models to describe the natural vibration of
spheres8 and suspended thin films.9 While all the aforemen-
tioned models were originally applied in “bulk-like” or macro-
scale systems, the results are scale invariant and still hold
down to the nano-10 and molecular11 scales.

The quantization of the vibrational energy of an atom or a
group of atoms in matter is a quasiparticle known as a
phonon. As phonons are bosonic quasiparticles, they obey
Bose–Einstein statistics and have an energy ħω and a pseudo-
momentum p = ħq, where ω = 2πf, f is the phonon frequency, ħ
is the reduced Planck constant (h/2π), and q is the wavevec-
tor.12 Similar to other quasiparticles, the wavelength depen-
dence of the phonon energy can be represented by a dis-
persion relation, or a relationship between the phonon fre-
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quency and its wavevector. The phonon group velocity, vg =
dω/dq, can be determined from the slope of a dispersion
relation curve. For bulk material, the dispersion relation of
acoustic phonons with short wavevector (i.e., near the Γ-point
in the first Brillouin zone) is linear and the group velocity in
the material is constant.13 Upon decreasing the characteristic
dimensions of the material, this linear dependence no longer
holds, and the phonon energy is quantized into many discrete
modes. This spatial confinement resulting from the reduction
of bulk material down to “finite” nanometer sizes affects a wide
array of physical properties such as the phonon density of
states, group velocity, specific heat capacity, and electron–
phonon and phonon–phonon interactions, among others.14–19

Phonon statistics and the interaction of phonons with other
particles sets a limit to properties such as the electrical and
thermal conductivity, sound transmission, reflectivity of ionic
crystals, the linewidth of semiconductor quantum dot emission,
the maximum power that can be carried by optical fibers, and
the inelastic scattering of light, X-rays, and neutrons.20,21 Thus,
the engineering of new devices that are able to generate, control,
and detect phonons becomes a key issue that is essential for the
understanding and development of future technologies.

The elastic continuum model predicts that the acoustic/
mechanical frequency scales inversely with the characteristic
dimension of a structure. For example, the first natural mode

of a solid sphere scales as f¼ θ

πD

ffiffiffiffi
G
ρ

r
where θ is a root of a poly-

nomial equation, D is the diameter, G is the shear modulus,
and ρ is the density.8 As the size of the structure decreases,
these modes increase in energy and can interact with particles
or quasi-particles existing in the medium. Moreover, the
decrease in size can also reduce the phonon mean free path
due to diffusive scattering caused by the surface roughness of
the boundaries. This has a direct impact on properties such as
the thermal transport, where phonons are the main energy car-
riers in semiconductors and insulators. At the nanoscale, heat
conduction is affected by: (i) the increase in boundary (inter-
face) scattering and (ii) the effect of phonon confinement. At
room temperature, the impact of phonon confinement on
thermal transport is negligible. Rather, the modification of the
thermal conductivity is mainly attributed to diffuse scattering
of phonons at boundaries. Although this mechanism has been
widely explored and exploited,22–24 recent works propose using
phonon coherence to control heat flow.25–27 In this scenario,
modification of the phonon dispersion relation by adding
additional periodicity to the system by alternating thin layers
of dissimilar materials (superlattices),28 patterning holes in a
suspended system,29,30 or by self-assembling colloidal
particles,31,32 offers a simple strategy to manipulate phonon
waves. These kinds of systems are known as phononic crystals
(PnCs) or acoustic metamaterials.

The generation, manipulation, and detection of phonons
are three central concepts that are addressed by the phononic
community, and their appropriate incorporation and consider-
ation are essential towards realizing the aforementioned appli-
cations. Compared to its photonic and electronic counterparts,

phononics has received less attention, in part due to the
difficulty associated with the experimental excitation and
detection of acoustic phonons. Beyond characterization of
phonons, even the development and fabrication of platforms
that operate at higher energies (i.e., GHz) are challenging due
to limitations in nanofabrication and the difficulties associ-
ated with pushing fabrication resolution to a few nanometer
feature size. While phonons have traditionally been considered
to be an inconvenience in most materials and devices, recent
research has shown that phonons can be exploited for a wide
variety of applications. Existing reviews have focused on
thermal phonons25,30,33–36 or have provided a holistic analysis
of the interaction and transduction between photons, elec-
trons, and phonons within electro- and opto-mechanical
systems,37,38 though a comparison of existing experimental
methods available to probe and directly measure mechanical
modes and acoustic phonons (i.e., low energy phonons, <THz)
is still missing. Thus, we summarize the available experi-
mental methods for the excitation and detection of acoustic
phonons and their associated advantages, disadvantages, and
additional considerations. We review the advances in Raman
spectroscopy, Brillouin light scattering spectroscopy, laser
Doppler vibrometry, scanning probe microscopy, cavity opto-
mechanics, pump–probe techniques, and interdigitated trans-
ducers, and highlight interesting applications of each tech-
nique within each section. Finally, we conclude by offering per-
spectives of the field.

Excitation and detection techniques
Raman spectroscopy

Raman spectroscopy is a non-contact, optical characterization
technique widely used for the elemental analysis of materials.
This technique detects light scattered by atomic/molecular
vibrations (i.e., phonons) of the system under study. As
vibrations depend on the nature of atomic/molecular bonds
and the specific atoms in the system, each vibrational mode
provides a unique fingerprint allowing for chemical identifi-
cation of different materials. Raman spectroscopy is most com-
monly used as a basic characterization tool to identify
materials by comparing measured spectra with that of a data-
base (see e.g., https://www.rruff.info or https://www.irug.org).
However, the potential of Raman spectroscopy can go much
further and additionally provide a plethora of information
such as crystal orientation, amorphous domains, chemical
stoichiometry, contamination traces, strain, ferroelectric and
ferromagnetic domains, pseudo phases, and thermal pro-
perties, to name a few. Fig. 1 presents a simplified schematic
of a basic Raman setup. The most critical components are the
rejection filter (edge, notch, or Bragg filter), the grating, and
the CCD detector. The rejection filter is used to eliminate the
laser line by only allowing for the transmission of photons
with wavelength greater/less than that of the incident light
(edge filter) or by blocking photons at a particular wavelength
(notch or Bragg filter). Depending on the specific configur-
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ation, a dichroic mirror can be used instead of a beam splitter,
which acts as a rejection line, allowing photons with a higher
energy than that of the incident light to be transmitted. The
use of a notch or Bragg filter require the use of a beam splitter
and allow for the detection of Stokes and anti-Stokes bands.
Once the main laser line is rejected, the grating will disperse
the remaining signal onto the detector by reflecting each wave-
length at a different angle. A polarizer-analyzer configuration
is commonly used in Raman spectroscopy, which enables
polarization-dependent measurements. It is also worth noting
that the reflectivity of the grating is polarization-dependent, so
a half or quarter wave plate is required in front of the slit to
eliminate this effect. With the long history of Raman spec-
troscopy, a plethora of additional advanced Raman techniques
have also been developed, including: Fourier transform
Raman,39 time-resolved impulsive stimulated Raman,40,41

Raman-induced Kerr effect spectroscopy,42 spontaneous
Raman, hyper-Raman scattering, and coherent anti-Stokes
Raman spectroscopy,43 to name a few.

In recent years, with the rapid development of low-dimen-
sional material-based applications, Raman spectroscopy has
been used to characterize the size and chemical functionali-
zation of low-dimensional materials such as nanodots, nano-
wires,44 and two-dimensional (2D) layered materials.45 These
low-dimensional materials are particularly interesting in nano-
phononics due to their ability to confine phonons as they
approach length scales in which their finite size or thickness
begins to have a strong effect on material properties such as
the thermal conductivity.22,46 For example, in the case of nano-
particles, the confinement resulting from the edges of the
nanoparticle leads to a break in translational symmetry in the
crystal (i.e., absence of periodicity beyond the limits of the par-
ticle). This loss of symmetry leads to a shift of the optical
Raman modes and an asymmetric broadening of the signal,
usually observed as a “shoulder” at lower wavenumber as
shown in Fig. 1b. This is induced by the well-known phonon
confinement effect. Historically, this effect has been described
by a Gaussian confinement model (the Richter–Cambell–

Fauchet RCF model),47,48 an elastic49,50 and dielectric51 conti-
nuum model, microscopic lattice dynamic calculations for
nanoparticles,52 and Density-Functional Perturbation Theory
(DFPT).53 The calculation of the line shapes in Fig. 1b were
done using the RCF Gaussian confinement model47,48 assum-
ing a spherical Brillouin zone as an approximation for inte-
gration, with experimental data for diamond nanocrystals
taken from Ager et al.54 More in-depth reviews of how confine-
ment affects Raman modes can be found in.44,55

The finite size of low-dimensional materials is conducive to
the activation of forbidden modes56 or the detection of con-
fined acoustic phonon modes.57,58 In general, Raman spec-
troscopy can only detect zone-center optical phonons (i.e., q =
0). This selection rule is a consequence of the infinite period-
icity of a crystal lattice.55 However, in finite-sized systems in
which the translational symmetry is broken, the zero-center
optical phonon selection rule is relaxed. This causes the
Raman spectrum in these finite systems to also have contri-
butions from phonons that are further away from the
Brillouin-zone center. This effect can be observed in systems
smaller than ∼20 lattice parameters.55 Beyond this limit for
larger systems, the contribution of this effect to the Raman
spectra is negligible. Acoustic modes (i.e., the natural elastic
vibrations of a system) are always present in materials,
although they may be difficult to detect. As finite length scales
are approached, acoustic modes can begin to be detected. For
spherical nanoparticles, their finite size allows for the detec-
tion of several discrete Lamb’s modes that are associated with
spheroidal and torsional modes of the particle.57,59–61 Early
demonstrations of detection of phonon confinement using
Raman scattering were performed by Colvard et al.62 who
measured the folding of longitudinal acoustic phonons in
GaAs/AlAs superlattices. They also demonstrated that the
phonon folding follows the well-known Rytov equation for infi-
nitely long superlattices,63 a model based on the elastic conti-
nuum theory. The first unambiguous demonstration of con-
finement of optical phonons was measured by Jusserand et al.
in 1984, detected using Raman spectroscopy in GaAs/GaAlAs
superlattices.49

Confinement in superlattices can be considered to be one-
dimensional (1D) since the confinement occurs along the
layered axis. Other examples of 1D confinement occur in thin
films and van der Waals layered materials. In thin films, con-
finement of both acoustic58,64 and optical phonons54,55 can be
detected. For acoustic modes, the thin film behaves essentially
as an acoustic cavity with a wavevector q = nπ/d, where d is the
film thickness and n is an integer. For van der Waals
materials, the finite number of layers leads to the activation of
interlayer modes. These vibrations are associated with an out-
of-plane or in-plane displacement of the layers, which are
known as breathing modes and shear modes, respectively.
Both types of modes are thickness-dependent and are typically
used as a fingerprint to determine the number of layers (N) of
a van der Waals material.65–68 The thickness dependence of
both types of modes can be simulated by using a one-dimen-
sional linear atomic chain model.50,68 This model considers

Fig. 1 (a) Schematic of a basic Raman scattering setup. (b) An example
demonstrating the band shift and band broadening of a Raman signal
for diamond nanocrystals54 as a function of number of unit cells (uc)
with Raman line shape calculated via a Gaussian confinement approxi-
mation (RCF model47,48).

Review Nanoscale

13430 | Nanoscale, 2022, 14, 13428–13451 This journal is © The Royal Society of Chemistry 2022

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
Se

pt
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 7

/2
8/

20
25

 1
0:

11
:5

5 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2nr04100f


each layer to be a large artificial atom with an effective mass
per unit area μ, connected by a spring with an effective inter-
layer breathing (K⊥) or shear (Kk) force constant per unit area
and separated by a distance d given by the interlayer distance.
The thickness-dependence of the frequency of the breathing
and shear vibrations are given by:

f ij ðdÞ ¼
ffiffiffiffiffiffiffi
Ki

μπ2

r
sin

qN;jd
2

� �
ð1Þ

where i represents shear (i = k) or the breathing (i = ⊥)
vibration, qN,j is the phonon wavevector qN,j = πj/(Nd ), j is the
index of the acoustic mode (i.e., j = 1, 2, 3…), and Ki is the
interlayer force. By measuring the frequency of the breathing
or shear vibration versus the number of layers, the interatomic
force can be estimated by fitting the experimental data.
Furthermore, the multiplication of Ki by the interatomic dis-
tance provides the C33 (breathing) and C44 (shear) elastic con-
stants. From eqn (1) we can also calculate the group velocity
(vg = 2πdf/dq). In the limit as N → ∞ the expression gives the
limit of the cross-plane longitudinal and shear velocity,
respectively.

vg j iðdÞ ¼ d

ffiffiffiffiffi
Ki

μ

r
cos

πj
2N

� �
ð2Þ

Another interesting property of these modes is that they are
also sensitive to the stacking orientation, and the spectral pro-
perties of the modes (relative intensities, linewidth, and peak
position) can vary as a function of the stacking angle.69–71

These spectral changes are associated with a change in the
interlayer coupling strength as well as a change in the crystal
symmetry generated by the stacking. This can be observed in
Fig. 2, which shows how the Raman spectra changes in a low
frequency Raman spectroscopy measurement of bilayer MoS2
for two stacking orientations: A–A (red triangle) and A–B (grey
triangles). In another example, Fig. 3 shows a systematic
change in the peak position of the breathing mode of bilayer
WSe2 films as a function of twist angle.70 It also shows the

appearance of the moiré-phonon bands indicated by dashed
lines in Fig. 3b.

Beyond confinement in these types of 1D systems, two-
dimensional (2D) confinement can be observed with Raman
spectroscopy in self-assembled molecules (e.g., nanoporous
graphene, nanoparticles embedded in a host matrix, or in
PnCs), where phonon propagation is restricted to the in-plane
direction along the direction of periodicity in the nano-
structure. For the case of PnCs, current fabrication techniques
are still limited to a minimum pitch of 10’s of nm. Since PnCs
rely on wave interference, the phonon energy roughly scales
inversely with the characteristic length, meaning these pitches
correspond to acoustic confinement in the 10–100’s of GHz
(∼0.3–3 cm−1). Sub-100 GHz frequencies are difficult to
measure in Raman spectroscopy, and consequently, the obser-
vation of phonons in these types of structures with this tech-
nique is limited. Three-dimensional confinement has also
been observed in nanoparticles, where the phonon propa-
gation is restricted in all directions.72

Brillouin light scattering

Brillouin light scattering (BLS) spectroscopy is a non-destruc-
tive, contactless characterization technique which relies on the
interaction of incident light with thermally excited acoustic
phonons in a material. The incident light is inelastically scat-
tered by phonons of the sample, modifying the frequency of
the scattered light relative to that of the incident light.73 The
mechanism is the same as that observed in Raman scattering,
with the primary difference being the energy of the phonon
involved in the process. Raman scattering generally probes
optical phonons in the THz or sub THz range. By contrast,
light in BLS is scattered by thermally excited dynamic fluctu-
ations, or MHz–GHz acoustic phonons. These thermal exci-

Fig. 2 Unpolarized low frequency Raman spectra of MoS2 for A–A and
A–B stacking orientations. The measurement was performed using a S&I
Raman spectrometer (https://www.s-and-i.de) using a 532 nm wave-
length laser with an incident power below 100 μw focused on MoS2
crystals on a SiO2/Si substrate grown via chemical vapour deposition.

Fig. 3 Twist-angle dependence of breathing (B) and shear (S) modes in
bi-layer WSe2. (a) Schematic illlustration of the twisted bilayer stacks. (b)
Raman spectra for varying stacking angle. Asterisks indicate the inter-
layer breathing modes and dashed lines indicate the moiré phonons. (c)
Peak positions as a function of the stacking angle. Reproduced from ref.
70 with permission from John Wiley and Sons, copyright 2021.
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tations are governed by the equipartition principle of thermo-
dynamics, which states that at a temperature T, a lattice will
vibrate randomly with an average amount of energy equal to
kBT, where kB is the Boltzmann constant. One advantage of
BLS spectroscopy relative to Raman spectroscopy is that for
bulk material, it can resolve phonons in the vicinity of the
Brillouin zone center, in contrast to Raman which generally
can only resolve phonons at the Γ-point.

While BLS spectroscopy is usually used in the frequency
domain, it can also be resolved in the time domain. Time-
domain BLS spectroscopy is a technique that allows for the
generation and detection of nanometer-long acoustic pulses
using ultrafast, picosecond pulsed lasers to probe the acousti-
cal, optical, and acousto-optical parameters of materials.74

Similarly, pumped BLS spectroscopy combines pulsed photo-
excitation at high repetition rates with BLS spectroscopy detec-
tion.75 This technique offers a transducer-free source and a
detector of spatially confined, standing, and propagating giga-
hertz acoustic waves, where the photoexcited BLS signal is
strongly enhanced compared to that of spontaneous BLS. The
main mechanisms that enable the BLS process are the photo-
elastic76 and moving boundary or ripple77 effects. Both mecha-
nisms are schematically illustrated in Fig. 4. The photoelastic
mechanism describes the change in the refractive index of a
material caused by strain resulting from propagation of acoustic
phonons in the bulk of the material. This mechanism is domi-
nant in transparent materials, and the contribution from the
photoelastic effect increases with increasing scattering volume
(i.e., material thickness). In these materials, this mechanism is
independent of the incident angle of light as only the backscat-
tered light that follows the same path in which it entered is col-
lected. While light is scattered in all directions by the acoustic
phonons, the scattered wave is also collected with the same lens
that the incident wave entered from. In this case, the mechani-
cal wavevector is always twice that of the incident optical wave-
vector. It is worth noting that in an anisotropic material, the
photoelastic effect can be dependent on the azimuthal angle, as
a different crystallographic plane is probed. The photoelastic
mechanism is schematically illustrated in Fig. 4a. The phase-
matching condition for this mechanism is:

k
*

ac ¼ n2
n1

k
*

i þ k
*

s;PE ¼ 2
n2
n1

k
*

i ð3Þ

where k
*

ac is the resultant photoelastic scattered acoustic wave-
vector, k

*

i is the incident wavevector, k
*

s;PE is the photoelastic
scattered wavevector inside the material, and n1 and n2 are the
refractive indices outside and inside the material, respectively.
In Fig. 4a, θ denotes the incident angle and k

*

r denotes the
wave reflected by the surface. The moving boundary mecha-
nism, on the other hand, results from dynamic corrugations at
the interface, produced by surface displacements. These corru-
gations act as a moving phase grating that changes the refrac-
tive index at the interface and therefore scatters light. This
mechanism is dominant in opaque materials and is pro-
portional to the normal displacement of the surface. A larger
displacement implies that more light will be scattered at the
surface because of the increase in the scattering volume. The
moving boundary mechanism is schematically illustrated in
Fig. 4b. The inset shows the normal displacement of the
moving boundary surface/interface, ~Uz, which is different for
each mechanical mode. The phase-matching condition for this
mechanism is:

k
*

jj ¼ k
*

i þ k
*

s;MB ¼ 2k
*

i sin θ ð4Þ

where k
*

jj is the parallel component of the scattered wave and
k
*

s;MB is the wavevector of the scattered wave via the moving
boundary mechanism. For opaque materials, the normal com-
ponent of incident light is absorbed by the material, meaning
that the conservation of energy and momentum occur via the
parallel component of the incident light. In this case, different
mechanical k

*

jj ’s from the sample can be probed by changing
the incident angle for the phase-matching condition in eqn (4)
to be satisfied. This allows for angle-resolved measurements
such as experimental mapping or reconstruction of phonon
dispersion relations,29,78,79 which generally cannot be done in
transparent materials due to the incident angle-independence
of the photoelastic mechanism.

In BLS spectroscopy, as only a small fraction of light is
inelastically scattered, the intensity of scattered light is
approximately 109 times less than that of an elastically scat-
tered signal and is therefore difficult to detect. In Raman spec-
troscopy, this problem is solved by incorporating diffraction
gratings. However, the several order of magnitude difference in
energy between optical (∼10’s of THz) and acoustic phonons
(GHz) greatly complicates the detection of Brillouin scattered

Fig. 4 Schematic representation of the (a) photoelastic and (b) moving boundary scattering mechanisms. The inset indicates the normal displace-
ment of the moving boundary surface/interface.
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photons. A high contrast spectrometer that is able to achieve
high extinction of the elastically scattered light, is required to
effectively distinguish BLS signals. This is accomplished with
Fabry–Pérot interferometers (FPIs). The spectral resolution of
the instrument is defined by the width of the transmitted
peak, which depends on the distance over which the mirrors
are separated.80 This distance sets the free spectral range, and
consequently the spectral resolution that can be obtained with
BLS spectroscopy, which is usually on the order of MHz. A
single FPI itself does not provide sufficient contrast to detect
inelastically scattered light. Two solutions are implemented to
circumvent this problem: multi-pass systems, where the light
passes multiple times through the same interferometer,80 and
a tandem interferometer configuration, where two or more
interferometers are placed in series. The additional contrast
that is obtained with two FPI in series, which results from an
increase in the free spectral range and additional trips through
the cavities, is sufficient to detect inelastically scattered light.81

A diagram of this configuration is shown in Fig. 5a. The main
disadvantages of such a configuration are the necessity for
high spectrometer mechanical stability and the long acqui-
sition times (sometimes days) required for such a
measurement.

To reduce the acquisition time required using tandem FPIs,
confocal microscope systems based on virtually imaged phase
array (VIPA) spectrometers have been developed in recent
years.82 In these systems (Fig. 5b), the scattered light passes
through a VIPA (a solid etalon), producing a spectrally dis-

persed pattern in the focal plane of the spherical lens that is
placed after the VIPA, and the resulting pattern is projected
onto a CCD camera.82 As is the case with a single FPI, the
main limitation of a single-VIPA spectrometer is the low extinc-
tion (or spectral contrast) of the elastic signal. To improve the
contrast, two VIPA spectrometers have been orthogonally
placed in tandem to one another.83 Additional strategies have
been implemented to increase the contrast of this type of
spectrometer, such as: placing a third VIPA spectrometer
stage,84 using a Fabry–Pérot etalon as a narrowband filter,85

and optimizing signal collection efficiency,86 among others.
With the incorporation of VIPA based spectrometers, acqui-
sition time can be drastically reduced down to ∼100 ms, even
for low-power incident light, extending the application of this
technique to biological materials which are generally more
sensitive to damage by light.83 As a consequence, the capacity
to measure mechanical properties non-invasively and in vivo at
the cellular scale has extended applications of BLS imaging to
the realm of biomedicine and biomaterials.83–85

Originally, Brillouin spectroscopy was intended primarily to
determine the elastic properties of bulk materials and layered
structures.87 Subsequently, it has been deployed to determine
elastic properties of materials such as polymers88 or biological
systems.89 More recently, this technique has been applied to
the investigation of other physical phenomena in diverse
materials and structures. One of the main applications of BLS
spectroscopy has been the detection of confined modes in a
variety of nanostructures such as nanoporous alumina,90 thin
films,17,91 nanospheres,31 nanowires,92 nanocubes,93 2D
materials,94 and core–shell structures.95 Additionally, there has
been growing interest in the use of Brillouin scattering to
investigate acoustic phonons in phononic crystals29,30,96 and to
detect guided modes in phononic waveguides.78 BLS spec-
troscopy has also been shown as a promising technique to
study and detect theoretically predicted topologically protected
phonon states, phonon chirality, and phonons in the hydro-
dynamic regime.97 At higher incident powers, stimulated BLS
can occur, which is an effect that is particularly relevant to
consider in optical fibers.98,99

Laser doppler vibrometry

Laser Doppler vibrometry (LDV) is a characterization technique
that allows for the contactless measurement of vibrational dis-
placements by detecting the reflected laser beam that experi-
ences a Doppler shift resulting from a moving surface.
Interferometric analysis of the backscattered light combined
with advanced interferometric (typically heterodyne) detection
and signal analysis methods100 are used to quantitatively
reconstruct the vibration amplitude and frequency.101 LDV
finds applications at various length scales ranging from macro-
scopic scales (e.g. to perform contactless structural health
monitoring of mechanical structures in industry
applications102,103 down to the nanoscale where it is used to
characterize micro- and nano-mechanical vibrations.104 A
general treatment of LDV can be found in other reviews.105,106

Although LDV can be adapted to detect in-plane waves,107

Fig. 5 (a) Simplified schematic of a tandem Fabry–Pérot interferometer
used to measure and enhance the backscattered signal. BS: beam split-
ter, M: mirror, P: prism, FP: Fabry–Pérot cavity. (b) Schematic of a
single-stage VIPA spectrometer. C1: cylindrical lens, α: angle inclination
of VIPA (this inclination is optional, but is sometimes used to increase
the contrast of the interferometer), S1f: spherical lens. (b) Reproduced
from ref. 84 with permission from Optica publishing group, copyright
2011.
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shear waves,107 or torsional motion,108 we limit the scope here
to scanning-LDV approaches as it is better suited to the study
of on-chip phononic devices. In this case, the optical probing
apparatus is coupled to an imaging technique that enables
reconstruction of the surface displacement field (schematically
illustrated in Fig. 6). Scanning-LDV can be adopted for the
detection of any planar waves that display a significant out-of-
plane component.

Contactless techniques such as Raman or Brillouin spec-
troscopy and LDV are essential to sense vibrational motion
without altering the local elastic properties while providing
access to the natural mechanical properties. Some of the other
techniques that are discussed later on in the review can be
more invasive. For example, integrated transducers such as
interdigitated electrodes or plasmonic resonators introduce
dissipation and can perturb the vibration frequency. Moreover,
these solutions often cannot be implemented due to appli-
cation-specific device geometry or material requirements. As
such, interferometric optical techniques such as LDV present
an advantage in that they allow for remote determination of
the mechanical properties of all types of solid state systems,
regardless of the material. That being said, the detection
requires sufficiently high back-scattered intensity which
implies that the surface reflectivity should be reasonably high.
It is also worth noting that local changes of the elastic pro-
perties at the laser spot position such as changes in the
mechanical frequency of a free-standing structure or changes
in the reflectivity can also occur with photo-thermal absorptive
materials. Standard LDV generally utilizes frequency-domain
analysis of the mechanical motion, and can be used to
perform a modal analysis of a structure,109 although time-
domain studies are also possible for the elucidation of transi-
ent dynamics of mechanical motion. LDV time-domain
measurements are sensitive enough to be applied even to the
detection of thermally excited motion by measuring the
noise spectrum of the displacement in the time domain,
which provides information regarding the eigenmodes of the
system.

Modern scanning-LDV systems fulfil the requirements to
investigate nanomechanical motion in most phononic plat-
forms. With sub-picometer displacement sensitivities,110 these
systems can be used to sense the out-of-plane displacement
induced by the propagation of surface acoustic waves.
Commercial scanning-LDV systems are now capable of high-
frequency demodulation (i.e. above 2 GHz), which makes this
technique particularly attractive for the study of acoustic plat-
forms operating in the GHz frequency range, such as for the
characterization of piezoelectric actuators111 or for their com-
bination with suspended nanomechanical waveguides.112 In
addition, scanning-LDV provides a singular advantage over
other sensing methods by enabling displacement fields to be
accurately mapped spatially, both within reasonable acqui-
sition times and with lateral resolution limited essentially by
diffraction.113 The displacement field which is acquired point-
by-point can be reconstructed over a mechanical oscillation
cycle using a reference clock. This contains crucial infor-
mation that is generally not obtainable with other detection
techniques. For example, scanning-LDV facilitates identifi-
cation of a given mechanical mode with regards to the associ-
ated finite-element simulations, which would otherwise be
limited to a comparison of the mode’s spectral position in
experiment versus simulation. It also enables an advanced ana-
lysis of the dissipation mechanisms by identification of the
loss channels, highlighting the weakness of a given design.
Accounting for these loss mechanisms is particularly relevant
in the context of topological phononics.114 Scanning the dis-
placement field can also reveal extremely insightful infor-
mation that is useful to highlight the chirality of a mechanical
oscillation on both sides of a topologically protected
interface.115,116 Fast mapping experiments enabled by LDV
also greatly facilitate the investigation of collective dynamics
encountered in nano- and micro-mechanical arrays.117,118

Despite its advantages, LDV is limited to relatively low fre-
quencies compared to other sensing techniques such as cavity
optomechanics or Brillouin light scattering. The frequency
demodulation of a heterodyne signal remains limited by the

Fig. 6 Layout of a typical LDV system. (a) Schematic of scanning-LDV system. (b) Working principle of the LDV: an electrical excitation causes the
suspended sample to vibrate. The laser from the interferometer in the scanning head is focused on a sample. A photo detector records the inter-
ference of the back scattered light with the reference beam. An output voltage which is proportional to the velocity of the scanned point parallel to
the measurement beam is provided by the vibrometer. Finally, the output signal is obtained as velocity or displacement signal using the velocity or
the displacement decoder. (b) Reproduced from ref. 121 with permission from IOP Publishing, copyright 2009.
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laser spot size,113 although recent progress in modal analysis
has allowed for an increase in the limit demodulation fre-
quency.119 Furthermore, thermally excited phonon modes gen-
erally remain too weak to be accessed by LDV, especially for
high frequency systems which exhibit weaker displacements.
Therefore, LDV detection must often be accompanied by a
separate excitation method such as interdigitated
transducers111,112 or other types of actuation.120

Scanning probe microscopy

Surface acoustic waves (SAWs) can be generated by applying an
oscillating signal to a suitably designed set of surface gates.
While the detection of SAWs most commonly incorporates
optical techniques, their application often suffers from limited
lateral spatial resolution due to the optical diffraction limit.
Furthermore, conventional optical methods are not applicable
for subsurface imaging. Acoustic methods122 and non-invasive
optical123 and scanning probe microscopy (SPM) based tech-
niques that incorporate a physical probe to scan a surface have
been extensively employed for the detection of SAWs. For
instance, acoustic techniques such as scanning acoustic
microscopy (SAM) provide improved spatial resolution as they
use ultrasonic waves with higher frequencies, although the
spatial resolution is still limited by the Rayleigh criterion.
These techniques have been applied for detecting cracks,
voids, and delaminations within micro-devices.124,125

Commercial SAM setups usually operate at frequencies
between 10 and 100 MHz.

To overcome the diffraction limited resolution in acoustic
microscopy, near-field scanning probe techniques have been
developed such as scanning near-field ultrasonic holography
(SNFUH).126 SNFUH uses ultrasonic plane waves that enter
through the bottom of a sample for the characterization of the
elastic properties of surfaces as well as of buried structures (or
material) in 3D geometries,127 providing a quantitative
method for SAW detection. The technique uses an aperture or
tip as an antenna, which is brought into close proximity with
the sample. The spatial resolution is then determined by the
size of the contact area between the antenna and sample. One
of the earlier demonstrations of this concept was by Zieniuk
and Latuszek,128 who built a scanning near-field acoustic
microscope using a pin probe as the antenna, although this
was limited to a poor spatial resolution of about 10 μm.
Progress in SPM techniques has since yielded higher resolu-
tion near-field acoustic imaging. Today, SPM methods incor-
porate nanometer size tips (∼10 nm), which allow for nano-
scale near-field acoustical imaging. The main drawback and
difficulty of the detection of ultrasound waves via SPM
methods is the limited frequency detection bandwidth,
limited by the frequency of the cantilever which ranges from
5 MHz to a few kHz.

Several works have reported similar acoustic imaging instru-
ments based on scanning tunneling microscopy (STM), which
takes advantage of quantum tunneling and piezoelectric
effects to scan a surface using a conductive metal tip to which
a voltage is applied.129–131 In these methods, the surface dis-

placement is monitored either through the tunneling current
or through the ultrasonic transmission through the tips.
Scanning tunneling acoustic microscopy (STAM), for instance,
combines STM with acoustic techniques.132,133 The main prin-
ciple of STAM is based on the detection of strain-generating
interactions. By modulating such an interaction, strain located
at the surface near the tip is transformed into an acoustic wave
that is transmitted into the sample and subsequently detected
by a piezoelectric transducer. The detected acoustic wave pro-
vides information regarding the interaction itself, the trans-
mission of the wave, and the elastic properties. Following the
invention of STM, Chilla et al. used ultrasonic STM to detect
both the out-of-plane and in-plane components of SAWs.134

While STM presents many advantages, its application is
limited only to conductive samples.

As an alternative, atomic force microscopy (AFM) has no
such limitation, which resulted in significant efforts to realize
acoustic imaging with AFM. For example, in atomic force
acoustic microscopy (AFAM), a transducer is used as a genera-
tor while a scanning probe tip is used as a detector. The gener-
ated acoustic wave penetrates through the sample and is sub-
sequently detected by a scanning probe working in the near
field. Calculating the amplitude or phase of this wave reveals
the acoustic properties or defects of a material.135,136 The
resolution in AFAM is wavelength independent, and therefore
can be implemented down to the nanoscale even for speci-
mens with thicknesses on the order of hundreds of microns.
Many other similar methods for detecting ultrasonic vibrations
with an AFM have also been proposed. First, Yamanaka
et al.137 developed an AFM-based method to detect ultrasonic
vibrations of the sample at frequencies much greater than
those of the AFM cantilever resonances. Later, the same group
used an ultrasonic force microscope for imaging subsurface
defects in graphite with a resolution better than 10 nm.137,138

To date, this technique has been used for nanoscale imaging
of structural and mechanical properties of complex nano-
structures and thin films.139 Similar ultrasonic AFMs were
used for the mechanical mapping of material surfaces.140–142

Furthermore, the detection of ultrasonic surface vibrations
with MHz range bandwidth has been accomplished by adding
an optical knife-edge detector in an AFM setup.143,144 In
addition, AFM based probe systems for the detection of laser-
induced SAWs have been reported.145 One of these systems is
shown in Fig. 7a. A pulsed laser beam irradiates a surface at
point A and induces a SAW which propagates along the
surface. The vibration of the surface at point B is then
measured by an AFM probe.

To improve detection sensitivity, the AFM technique must
be operated at the resonance frequency of the cantilever in
contact with the sample. Consequently, several ultrasonic AFM
techniques have been developed based on different excitation
and detection schemes for ultrasonic waves such as ultrasonic
atomic force microscopy (UAFM)146 and AFAM.147,148 The latter
uses ultrasonic waves between the AFM scanner and a sample.
The sample is bonded to an external transducer which gener-
ates longitudinal ultrasonic waves with a center frequency of
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several MHz supplied by a function generator. The ultrasonic
waves propagate through the sample resulting in out-of-plane
vibrations of the sample surface. Those vibrations are moni-
tored via deflections of the AFM cantilever in contact mode
operation. To simultaneously extract surface topography along
with the acoustic amplitude and phase of the cantilever
vibrations, the signals are analyzed with a lock-in amplifier. A
schematic of an UAFM technique is shown in Fig. 7b.

Further progress has been achieved with the development
of ultrasonic near-field optical microscopes (UNOM) that
enable local mapping of ultrasound with deep sub-optical
wavelength spatial resolution. As an example, Ahn et al. gener-
ated ultrasonic waves with a pulsed laser and detected them
with a scanning near-field optical probe over a broad frequency
bandwidth (see Fig. 7c).149 They used a plasmonic probe
which enhanced the scattering of evanescent light at the
probe-tip and enabled reliable measurement of the motion of
the surface. Lastly, an AFM-based technique has recently been
developed for the imaging of hyperbolic phonon polaritons in
two-dimensional (2D) materials,150 demonstrating the poten-
tial of SPM methods for characterizing nanomaterials.

Cavity optomechanics

Cavity optomechanics (OM) studies the interaction between
light and mechanical motion. Within cavity OM systems, a
driving laser couples to mechanical motion via the radiation
pressure force where light–matter interactions result from the
exchange of momentum between an object and the electro-
magnetic field. The mechanical motion also modulates the
output optical field, which is measured. This interaction is
enhanced within an optical resonator. The canonical system
for cavity OM is that of an optical cavity created between two

mirrors, where one mirror is movable by suspension or by
attachment to a spring. Both static and dynamical phenomena
arise in this configuration. Firstly, the static displacement of
an optomechanical cavity under the radiation-pressure force
acts analogously to the Kerr nonlinearity for the optical cavity
in that its resonance frequency is power-dependent, which can
lead to a bistability.152 Secondly, the mechanical motion which
changes the cavity length subsequently also dynamically
affects the optical field by shifting the optical resonance fre-
quency. This feedback loop in which the optical and mechani-
cal oscillators act on one another is known as optomechanical
backaction. In this manner, cavity OM allows for the control
and detection of nanomechanical motion using light. The
work done by the radiation pressure can effectively lead to
heating (amplification) or cooling (damping) of a mechanical
resonator depending on if the driving laser is red or blue
detuned relative to the cavity resonance. To maximize
efficiency, these processes require that the cavity decay rate is
at most on the order of the mechanical frequency which
causes the system to enter what is known as a resolved side-
band regime. This requirement implies that cavity OM systems
are generally designed to maximize their optical quality factor.
While cavity OM is a very active and growing area of research,
many of the recent breakthroughs in modern optomechanics
began with the work by Braginsky,153,154 who studied the
measurement of small signals towards the goal of gravitational
wave detection. This goal was experimentally demonstrated by
LIGO.155 Cavity OM shows significant promise in metrology,
sensing, and the study of mechanical systems even down to
the quantum level.156–158 Recent advances in the field of cavity
OM include the generation of optomechanical entanglement
via optomechanical amplification159 and the ability to observe

Fig. 7 (a) Schematic of an AFM-based probe system for detecting laser induced surface acoustic waves. A photo-sensitive detector (PSD) and laser
diode (LD) are indicated. (b) Schematic of an AFAM setup. The vibrations of the cantilever are excited either by a transducer below the sample (trans-
ducer 1) or by a transducer which is positioned on the top end of the cantilever (transducer 2). The low frequency components of the beam deflec-
tion signal are used to control the static deflection of the cantilever. (c) Schematic of an ultrasonic near-field optical microscopy setup using a plas-
monic probe. (b) Reproduced from ref. 151 with permission from AIP Publishing, copyright 2020 and (c) from ref. 149 with permission from AIP
Publishing, copyright 2013.
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quantum phenomena in mechanical oscillators via ground-
state cooling.160–163 There have been many additional
examples of OM systems at various length scales to date, and a
more general treatment of the basics of cavity OM can be
found in other reviews.37,164,165 While the entire field of OM is
quite broad, and can in the most general sense be used to
describe any system in which mechanics are probed by light,
we limit the scope of this section of the review to the detection
of mechanical modes solely in on-chip cavity OM crystal
systems at the micro/nano-scale, while many of the same ideas
are further applicable to cavity OM systems at other length
scales as well. It is worth noting that many other exotic
systems also exist such as optical tweezers and levitated
nanoparticles166–171 or levitated superfluids.172–175

Realizing cavity OM at the nanoscale can be difficult, and
common systems towards this end include microwave cir-
cuits,176 micro/nano-mechanical resonators,177,178 and OM
cavities in 1D (e.g. nanobeams)179–187 and 2D (photonic/pho-
nonic crystals).188–190 At these scales, these systems sustain
mechanical frequencies from the kHz up to the 10’s of GHz
scale. Recently, some systems have demonstrated resonant
mechanical frequencies up to 100 GHz.191 Limitations in fabri-
cation resolution at the nanoscale and detection of these high
frequency oscillations prevent the realization of nanoscale OM
systems at even greater frequencies. Cavity OM systems enable
extremely sensitive readout of mechanical motion, even when
the motion is driven by thermal forces. However, the detection
of such weak perturbations of the optical field requires the use
of appropriate tools. Radiofrequency (RF) photodetectors and
electrical spectrum analyzers (ESAs) constitute a common
approach to extract this signal, although low-noise amplifica-
tion of the optical and/or the electrical signal can sometimes
be essential to extract these signals from the residual noise of
the detectors (e.g. dark noise/shot noise). Interferometric
methods, such as homodyne192 or heterodyne detection193,194

can also be implemented to subtract the noise originating
from laser fluctuations. Measurements are often frequency-
resolved, although time-resolved OM measurements can also
be done to study the dynamics of a system. These time-
resolved measurements tend to be limited to relatively lower
frequency mechanical modes. While the frequency resolution
that can be obtained is usually limited by the resolution band-
width (RBW) of an ESA, this is generally not a limiting factor
in cavity OM, as OM resonances are at least on the order of a
few 10’s of kHz in the lasing regime, or on the order of several
MHz in the thermal regime. These systems tend to be limited
by the displacement sensitivity (smallest displacement change
that can be detected) and the dynamic range (measurement
limit due to nonlinearities in the cavity system or electronic
limitations of the detection equipment) which compete with
one another.195 The displacement sensitivity is limited by the
quality factors of the optical resonances within the cavity, and
consequently also require extremely narrow-linewidth, low
noise lasers. Optical quality factors on the order of 105–106

have been reported in nanoscale cavity OM platforms at room
temperature, though much higher quality factors can be

reached at cryogenic temperatures.196 Within these systems,
displacement sensitivities less than fm/Hz1/2 can be reached,
although this limits the dynamic range to a few nanometers.197

The dynamic range is limiting since any mechanical motion of
the cavity is detected by tracking the linear part of an optical
resonance. The consequence of this is that relatively low
optical powers must be used, such that a linearized OM
approximation can be used, and any non-linearities (e.g.,
thermo-optic, free carrier dispersion, or Kerr effects) that affect
the linear regime of a cavity optical resonance are avoided.
Noise limitations such as dark noise, a generated current due
to thermal excitations that is present even in the absence of
incident photons, and shot noise, an electronic noise resulting
from the discrete flow of charged particles, in any detection
readout electronics such as the ESA and photodetectors also
must be considered. Even the dynamical back-action is itself a
source of noise (radiation pressure shot noise).198 Many of
these limitations are not unique only to cavity OM, though
they become practically relevant due to the much better displa-
cement sensitivities that can be achieved in cavity OM which
are generally much smaller than many other experimental
techniques.

OM systems are often engineered to be monomode photo-
nic crystal cavities. Coupling into these guided optical modes
of an OM cavity can be complex, often requiring the use of a
bus waveguide, grating couplers, or a tapered fiber that
enables coupling from free space. Using a tapered fiber from
which light can evanescently couple to a cavity enables
phonon detection at high spatial resolutions as light can be
coupled even to specific individual nanocavities, although this
could be considered an invasive probe. Any additional wave-
guide architectures on the same chip that are coupled to the
device of interest could also be considered invasive. Recent
work has studied the ability to access and excite mechanics by
driving with Anderson-localized optical modes,190,199 while
direct experimental evidence of localized mechanical modes
still has yet to be demonstrated. Spatial mapping of the mech-
anics is also possible, following a procedure such as that
demonstrated by Ren et al.200 in which a 300 MHz topological
channel can be probed by optomechanically interrogating the
optical cavities embedded in a lower length scale photonic
crystal. In this example, the dissipation occurring at the sharp
corners of the acoustic channel allow for a comparison
between trivial and topological waveguides.

While OM serves as a powerful tool to detect and control
phonons in the kHz–GHz regimes at the micro/nanoscale, OM
ideally requires strong confinement (i.e. high quality factors)
of both the photons and of the phonons, to increase the
quality factors of the optical and mechanical modes while
maintaining a small mode volume to enhance photon–phonon
interaction and coupling. Within these types of systems,
careful consideration of design is required to enable this con-
finement and utilize OM detection. Fabrication imperfections
can lead to the breaking of symmetries and allow coupling
between the different phononic symmetries, though this can
be overcome by surrounding the OM crystal with a phononic
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radiation shield that possesses a full phononic gap.180,182

These careful design considerations limit the use of OM tech-
niques for phonon detection to those in which photonic/
phononic cavities can be incorporated. However, OM crystals,
particularly those based on silicon platforms, are readily incor-
porated into integrated photonic/phononic circuits due to
their compatibility with existing CMOS technologies.

Pump–probe

The invention and widespread adoption of femtosecond (fs)
lasers opened the possibility to study non-equilibrium systems
with fs resolution dynamics. When a material is illuminated
by an ultrashort pulse of light, rapid dynamics are triggered.
During this process, a photon–electron interaction occurs. In
semiconductor materials, an electron–hole pair is gener-
ated.201 In metals, electrons that are within the Fermi energy
are excited to higher states, then subsequently diffuse into the
sample and transmit their energy to the lattice via electron–
phonon interactions.202–204 Thermalization with the ion lattice
then follows this photon–electron interaction for both semi-
conductor and metal materials. This process converts electro-
magnetic energy into mechanical energy, which produces a
photo-induced stress. The relaxation of this stress can launch
coherent mechanical vibrations (i.e., coherent acoustic
phonons) in a system with frequencies up to 10’s of
THz.205–208 The different modes and the frequencies at which
a system vibrates depend on its shape, composition, and sur-
rounding medium.205,209–213 Generation and characterization
of phonons and measurement of the different oscillation
mode frequencies is usually done by employing pump–probe
techniques. The study of the different mechanical oscillation
modes is of fundamental importance as it provides infor-
mation regarding mode lifetimes (and indirectly the losses
within a certain material, the nature of forces between layers
in van der Waals materials, and the nature of the adhesion of
nanostructures to a substrate, to name a few examples. These
techniques generally begin with a single mode-locked laser
that is divided into two separate beams. One is the excitation
beam (pump) which excites and induces dynamical processes
in a sample while the other is the detection beam (probe) with
which the state of the sample at any given moment can be
detected. During a measurement, they are temporally and
gradually delayed from one another, and the transmittance/
reflection of the probe is collected. This process is schemati-
cally illustrated along with a typical expected optical response
in Fig. 8.

The incident pump beam used for excitation causes a con-
version of optical to mechanical energy, which manifests as
stress in a sample (and eventually the generation of a phonon).
Consequently, the dielectric properties around the illuminated
area undergo periodic perturbations due to the vibrations pro-
duced from the stress relaxation. These mechanical oscil-
lations depend on the properties of the material, the surround-
ing medium, and on the characteristics of the pump pulse,
and cause a change in the refractive index due to the volume
change associated with a specific excited mode. The affected

area of the sample then oscillates at a certain frequency, until
it once again reaches mechanical equilibrium. The two main
mechanisms by which stress in a solid can be generated fol-
lowing optical excitation are via the deformation potential and
thermoelasticity. The dominant mechanism is material depen-
dent, but consideration should also be given to the specific
geometry of a system (e.g., thickness), which also plays a role
in determining which mechanism contributes a greater effect.
The deformation potential mechanism tends to dominate in
semiconductor materials, where coherent phonons are gener-
ated by a change in the electronic distribution (and hence in
the electron–ion and ion–ion interactions). More specifically,
the incident laser pulse modifies the carrier distribution,
causing some bands to be populated and depopulated. This
change in carrier distribution perturbs the lattice configur-
ation equilibrium, notably, without heating the lattice. As the
equilibrium position of the lattice is modified, photo-induced
mechanical stresses are introduced in the lattice that lead to
subsequent generation and emission of a coherent
phonon.212,214,215 In the case of the thermoelastic mechanism,
which tends to dominate in metals, acoustic coherent
phonons are generated due to lattice anharmonicities and the
interaction between acoustic and optical modes. Following the
incidence of a short light pulse over a metallic surface, light
absorption causes electrons within the photon energy of the
Fermi surface to be excited,202,216 producing a population of
hot electrons that are in non-equilibrium with the
lattice.201,214 These hot electrons undergo thermalization via
electron–electron electron–phonon interactions, and excitation
energy of the electrons is transferred to the lattice through
electron–phonon collisions leading to a temperature increase
relative to that of the lattice temperature. The increase in
lattice temperature and associated thermal expansion cause
induced thermoelastic stresses that eventually lead to the gene-
ration of phonons.201,202,215–219

Following the dynamics caused by a pump pulse, mechani-
cal vibrations in a material modulate an optical response that
can be detected as a change in reflection/transmission of a
probe pulse. The oscillatory modification of the dielectric pro-
perties produced by the phonons will cause a change in the

Fig. 8 Pump–probe technique. (a) Pump–probe measurement
configuration. (b) Typical optical response of a sample under pump–
probe excitation.
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transmission/reflection of the probe beam in the time
domain.212 From these transmission/reflection measurements
of the probe beam for different time delays after the pump
incidence, the state of a system can be determined at any given
moment in time, with each moment determined by the time
delay between pump and probe. The dynamics launched by
the pump beam can be readily reproduced with a temporal
resolution that depends on the delay between pump and probe
beams and the width of the laser pulses, which are usually on
the order of 10’s of fs. The time delay is typically generated
after sending the probe beam through a linear translation
stage controlled with a stepper motor. For each step of the
stage (in units of distance), there will be a temporal separation
between the beams that can be calculated after every step by
considering the light’s velocity. Since the function of the probe
is to interrogate the sample, ideally without affecting it in any
manner, the power of the probe tends to be an order of magni-
tude smaller than the pump. The polarization and wavelength
of the pump, the probe, or both, can be readily manipulated,
as required by the specific phenomena of interest.
Additionally, at the moment in which detection occurs, the
probe beam must be differentiated from that of the pump.
One way to achieve this is with a non-linear crystal, which is
commonly placed in the path of one of the beams to modify
its wavelength. This allows the beams to be easily separated
from one another at the detector using color or interference
filters. Other separation methods include separation by polar-
ization or angular separation in which the beams can be fil-
tered spatially. Additional details regarding detection via
pump–probe techniques can be found in.218

One state-of-art technique for the generation and detection
of coherent phonons in nanostructures is the Asynchronous
Optical Sampling spectroscopy (ASOPS).220 The ASOPS method
is based on traditional ultra-fast pump–probe techniques,
although it produces pulses from two mode-locked lasers with
slightly detuned repetition rates rather than incorporating a
mechanical delay line for the temporal dephasing of the
lasers. ASOPS uses the detuning of the repetition rate between
the pump and probe pulses. This detuning creates a mono-
tonic temporal window that allows the dynamics of the system
under study to be scanned without requiring any readjust-
ments of the mechanical stage. The scan rate is determined by
the difference in frequency, ΔfR, and the temporal window is
given by the inverse of this difference, 1/ΔfR. For example, if
the repetition rates of the pump and probe are 1 GHz and
0.999999 GHz, respectively, a temporal window of one nano-
second can be probed in 0.1 ms.

One application of the pump–probe technique has been the
measurement of coherent phonon modes from which the life-
times can be extracted and compared with different theoretical
models over different frequency regimes.19 Phonon lifetimes
are crucial for efficient device performance, as they are closely
linked to the quality factor, and therefore to the energy
damping time and attenuation factor.19,221,222 For sufficiently
long phonon lifetimes and phonon coherence, information
can be preserved, allowing for the robust control and storage

of information.223 A phonon’s lifetime refers to the timescale
over which a phonon is scattered or attenuated. The reason for
this attenuation can be due to either its collision with impuri-
ties or defects within a sample or its boundaries (extrinsic
mechanism), or due to the intrinsic anharmonicity of the
lattice, which occurs even in perfect crystals (intrinsic mecha-
nism). Together with the group velocity, the phonon lifetime
defines how far a phonon can carry its energy, which is known
as the phonon mean free path. Despite the fundamental
importance of this parameter, accurate measurements of
phonon lifetimes are challenging, and their values are
unknown in most materials. Although silicon is the most
important material for nanoscale devices, there are very few
direct measurements of phonon lifetimes in the gigahertz to
terahertz range even in this platform.19,224–227 Recently, the
phonon lifetime was measured over the entire Brillouin zone
in bulk silicon using neutron scattering.228 The chosen tech-
nique to model phonon interactions depends largely on the
frequency range of interest. One way to visualize the various
frequency regimes is as a function of material thickness (e.g.,
see eqn (1) for layered materials), as different decay processes
dominate at different material thicknesses.19,66,226,229 At lower
frequencies (thicker materials), phonon–phonon scattering
dominates. Conversely, at higher frequencies (thinner
materials), surface boundary scattering is dominant.66 The life-
time for the full acoustic range of frequencies can be estimated
via Matthiessen’s rule,19,66 which treats each scattering
process as independent from one another and determines an
effective or total lifetime as τ�1

Total = τ�1
Boundary + τ�1

p–p + …. Fig. 9
shows a comparison of phonon lifetimes for a variety of
different material systems obtained for silicon
membranes19,226 and nanobeams,182 layered PtSe2,

230 and
MoSe2

66 over a range of frequencies. For silicon-based

Fig. 9 Comparison of the phonon lifetimes as a function of the fre-
quency measured for different material systems compared to the
phonon lifetime values as determined by the boundary, Akhiezer, and
Landau-Rumer approach for each system. The total lifetime is estimated
by Matthiessen’s rule.
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materials the total lifetime includes a combination of bound-
ary scattering and phonon–phonon scattering described by the
Akhiezer approximation.231 For the case of MoSe2, Soubelet
et al. show that the phonon–phonon interaction is better
described by the Landau–Rumer approximation.66 The princi-
pal difference between the Akhiezer and Landau–Rumer
approaches is how the phonon absorption is described. In the
Landau–Rumer approach the phonons are described as par-
ticles with absorption caused by collisions between them. The
calculation is based on quantum mechanical perturbation
theory defined by the Fermi golden rule. On the other hand, in
the Akhiezer model, the absorbed phonon is treated as a
macroscopic strain field in the crystal, causing a shift in the
equilibrium distribution of thermal phonons. The system
tends to return to equilibrium via phonon–phonon inter-
actions, resulting in a time-dependence of the system’s
entropy, which leads to phonon mode absorption.

Beyond phonon lifetimes, the pump–probe technique is
versatile with wide-reaching applications and has been used to
measure all types of matter from gases and liquids232–234 to
solids.205,235,236 Many diverse systems have been characterized
such as metallic films,210 acoustic nanocavities,237 piezoelec-
tric materials,238 and 2D materials.209,215,239 The first measure-
ments specifically involving the generation and detection of
acoustic phonons by picosecond laser pulses were performed
in the 1980s.201,240 The technique was later applied to measure
the attenuation of phonons in amorphous SiO2, for frequen-
cies up to 440 GHz.241 Pioneering experimental studies of the
detection of confined phonons using a pump–probe technique
were performed by Thomsen et al. in 1984.240 They used the
modulation of the optical transmission through picosecond
pump-and-probe to detect coherent phonons in α-As2Te3 and
cis-polyacetylene thin films. Later, Thomsen et al. used the
reflected signal to detect confined phonons in α-As2Te3, α-Ge,
α-As2Se3, and Ni films.201 Today, this method is widely used to
detect confined phonons in many types of nanostructures,212

van der Waals materials,215 and topological superlattices.237 A
more exhaustive general analysis of the systems in which
coherent acoustic phonons have been studied using the
pump–probe technique can be found in other
reviews.212,215,236,242,243 For example, Arregui et al. studied the
generation of coherent acoustic phonons with frequencies on
the order of 100’s GHz in topological nanocavities,237 Lin K.
et al. demonstrated the generation of acoustic pulses injecting
light carriers in piezoelectric materials,238 and Lee et al. and
Miao et al. studied the generation and detection of coherent
acoustic phonons in black phosphorus.209,239 The generation
and propagation of coherent longitudinal acoustic phonons
along the cross-plane direction have also been studied in two-
dimensional systems, such as organic–inorganic hybrid per-
ovskites,244 van der Waals InSe layered material, and InSe/hBN
heterostructures,245 using picosecond ultrasonic pump–probe
techniques. Time-domain pump–probe experiments have also
enabled the exploration of ultrafast far-from-equilibrium
phonon behavior in van der Waals thin films.215,246 In one
example, evidence of non-linear lattice dynamics was demon-

strated in WTe2 crystals by detecting a large phonon softening
with increasing pump power.247 In addition to 2D materials,
the resonant vibrational modes and phonon generation and
propagation have also been studied in a variety of other nano-
scale systems such as nanowires243,248–252 and nanowire arrays,
and nanoparticles.204,235,253–256 For example, the coherent
generation of longitudinal optical and acoustic phonons in
CdTe0.68Se0.32 nanocrystals embedded in glass was demon-
strated using femtosecond laser pulses.253

A peculiar case with interesting dynamics arises at the
nanoscales in metal nanostructures, where clouds of free elec-
tron oscillations known as plasmons can be generated within
these structures. If excitation occurs at the resonance fre-
quency of a plasmon, the oscillation amplitude of the elec-
trons can be enhanced. The oscillation frequency and conse-
quently the acoustic phonons that are generated when energy
is transferred from hot electrons to the lattice can be con-
trolled by the shape, size, and composition of the specific plas-
monic nanostructure.211,242,257–260 These generated mechani-
cal oscillations have shown to be useful for understanding
electronic relaxation, sound propagation, and heat manage-
ment at the nanoscale for sub-diffraction limit dimensions.211

The field of nanoplasmonics, concerned with the study and
application of electron oscillations at the metal-dielectric inter-
face of metal nanostructures, has presented unique properties
such as nanoscale light confinement and geometrically
tunable plasmon resonances, which have been extended into
the realm of phonon generation and its associated
applications.261–266 For example, coherent acoustic phonons
generated by light-induced vibrations in gold nanoantennas
have been shown to create propagating surface acoustic waves
in the substrate, with the oscillation amplitude and frequency
set by the nanoantenna geometry.267,268 In another example,
induced coherent acoustic phonons generated via gold nano-
rods also allow the measurement of the mechanical moduli of
polymers at GHz frequencies.269 These represent a few of the
many applications in which pump–probe techniques have
been incorporated for phonon generation and detection.

Interdigitated transducers

Phonons readily interact with a variety of other quanta, fields,
and forces, enabling the realization of devices based on
phonon-mediated modulation. However, such devices rely on
the emission and detection of traveling phonons, which in
most cases tend to require bulky experimental setups such as
the techniques described above. To overcome this challenge
and leverage these industrially relevant emerging technologies,
advanced methods that combine platforms have been recently
proposed. These platforms are mainly based on optomechani-
cal interactions, to exploit their technological and functional
complementarity. This section provides a brief overview of
other remarkable approaches that take advantage of interdigi-
tated electrodes or transducers (IDTs) and surface acoustic
waves (SAWs) that lay the foundations for a platform for inte-
grated phononics and photonics.

Review Nanoscale

13440 | Nanoscale, 2022, 14, 13428–13451 This journal is © The Royal Society of Chemistry 2022

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
Se

pt
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 7

/2
8/

20
25

 1
0:

11
:5

5 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2nr04100f


The evolution of IDTs has been constant since their first
demonstration in the 60s.270,271 IDTs are metallic comb-like
electrode arrays that were traditionally fabricated on a piezo-
electric substrate. In this configuration, the piezoelectric pro-
perties of the substrate enable electromechanical coupling
(i.e., actuation), where a sinusoidal electrical signal on the
order of the IDT array period that is applied to the IDT gener-
ates a SAW, a surface-localized guided mechanical wave that
propagates along the plane of a surface (see Fig. 10a).
Conversely, IDTs can also detect a propagating SAW by convert-
ing the mechanical wave into an electrical signal.

Even many decades following their inception, IDTs and
SAWs continue to see widespread application. The potential
realization of many types of physical sensors using IDTs has
led to an explosion of their use in modern mainstream
technologies.270,272–280 In more recent years, improved nano-

fabrication techniques have resulted in the development of
high frequency IDTs operating up to the GHz regime.281–283

Fundamental research has exploited the ability to generate
phonons from a RF signal as well as read them out with excel-
lent sensitivities,284–286 and has used them to interact with a
wide range of different systems such as optomechanical
systems,284 nitrogen-vacancy centers,285 and superconducting
qubits.287–289 IDTs have been also employed to manipulate the
optical properties of 2D semiconductors by acting as an exter-
nal stimulus and introducing dynamic 2D lateral modulation
of the electronic band structures in 2D materials. In one
instance, Rezk et al.290 used SAWs generated by an IDT to effec-
tively modulate the photoluminescence (PL) in quasi-2D MoS2,
demonstrating that spatial manipulation of the electroacoustic
field associated with the SAW leads to alterations in the exci-
tonic PL. More recently, Scolfaro et al. used the in-plane piezo-
electric field carried by SAWs to manipulate charged exciton
emission energies and recombination rates in MoSe2 and
MoS2 multilayers on LiNbO3 substrates.

291

The wide variety of IDT designs (see Fig. 10) make the cat-
egory of IDTs very peculiar when compared to the other tech-
niques that are discussed within this review. Generally, IDTs
operate from the kHz regime up to ∼10’s of GHz.283 The exact
characteristics (e.g., frequency and spatial resolution, fre-
quency range, bandwidth, signal shape, etc.) that can be
obtained are highly dependent on the specific IDT design.292

For example, bandwidth is dependent on the number of digits
in the IDT, where more digits result in a more intense signal
but a narrower bandwidth. The frequency resolution is a prac-
tical limitation, dependent on the experimental equipment
available. There are additional considerations when incorpor-
ating IDTs that may limit their application, such as the inva-
siveness of their integration into the underlying sample.

While the field of SAWs generated via IDTs in piezoelectric
materials is quite a developed field that has resulted in a
plethora of applications,270,273 the electromechanical coupling
that is dependent on the requirement of a piezoelectric
material substrate can be a limiting factor in many appli-
cations. Notably, the lack of CMOS compatibility impedes
monolithic integration with electronics. These ideas have
already been extended to the realm of photonics, where exist-
ing platforms in standard silicon-on-insulator (SOI) have
demonstrated simultaneous support of optical and acoustic
signals with the goal of on-chip acousto-optic signal proces-
sing. Recently, Munk et al. proposed a surface acoustic wave-
photonic device fabricated on SOI, completely foregoing a
piezoelectric substrate, and operating at frequencies up to 8
GHz (Fig. 10b).293 The photonic device uses surface waves that
are launched through the thermal absorption of a modulated
optical pump pulse (1540 nm) in a gold grating IDT. The
resulting strain from thermoelastic expansion and contraction
of the grating is transferred to the underlying silicon device
layer, which in turn, can excite a surface acoustic mode of the
SOI layer stack. Detection of the surface acoustic waves is
based on the photo-elastic modulation of an optical probe in
standard race-track resonators. They demonstrate that this

Fig. 10 Examples of IDT systems based on: (a) Piezoelectric actuation
of acoustic waves; device with metal IDT patterned onto an (Al,Ga)As-
based heterostructure (top); SEM images of the IDT (bottom). (b) Photo-
elastic coupling; schematic of device where modulated light is absorbed
and converted into acoustic waves via thermal expansion of illuminated
gold grating (top); optical microscope image of a race-track resonator
waveguide and gold grating (bottom). (c) Electro-optomechanical coup-
ling; experimental setup of the nano-electro-optomechanical platform
where Al concentric IDTs are used to piezoelectrically launch phonons
in a nc-Si optomechanical system which is embedded in photonic cir-
cuitry (SEM image, bottom right). (a) reproduced from ref. 298 with per-
mission from American Physical Society, copyright 2017, (b) from ref.
293 with permission from Springer Nature, copyright 2019, and (c) from
ref. 295 with permission from American Chemical Society, copyright
2022.
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photonic device can serve as a discrete-time microwave-photo-
nic filter based on acoustics, with high relevance to signal pro-
cessing applications. Based on a photonic–phononic emit–
receive process, Kittlaus et al.294 proposed a RF filter that uses
high-Q phononic signal processing. The architecture is based
on an all-silicon photonic–phononic emitter-receiver that exhi-
bits high-fidelity narrow-band filtering (5 MHz) and has the
advantage of using a single intensity modulator to encode RF
signals onto light. Such a device converts intensity-modulated
light in the emit waveguide into phase-modulated light
(probe) in the receive waveguide. This is achieved through a
linear acousto-optic scattering process mediated by a resonant
Lamb-like acoustic mode within a silicon membrane. The
probe light signal is filtered through the phononic response of
the device (via the acoustic wave generated by the pump) and
encoded onto the probe wave by the resulting phase modu-
lation. This device exhibits record-high modulation efficiency
compared to state-of-the-art phononic emit-receive devices and
exhibits robust performance as a RF-photonic filter.

Other platforms aim to gather together electromechanical
or piezoelectrical actuation and optomechanical systems.
These electro-optomechanical platforms represent another way
of integrating photonics and phononics on a chip. The follow-
ing examples are potentially straightforward to integrate onto a
chip, though they also support electrical actuation, in addition
to optical and mechanical signals. Recently, a proof-of-prin-
ciple technology platform was proposed by Navarro-Urrios
et al. (Fig. 10c).295 This platform consists of a nanoelectro-
opto-mechanical system that supports the coexistence of elec-
trical, mechanical, and optical signals on a chip. Aluminum
IDTs on an aluminium nitride layer generate coherent
mechanical waves (2 GHz) that interact with the optical fields
confined in nanocrystaline silicon optomechanical nanobeam
cavities. The surface acoustic waves generated by the IDTs are
converted into guided mechanical waves supported by the
nanobeam. At cavity resonance, these mechanical waves
strongly interact with the confined optical waves in the
released nanobeam OM cavity, enabling microwave radiofre-
quency-to-optical conversion at room temperature, with a peak
sensitivity below 3 phonons. Mayor et al., recently proposed a
mechanical waveguide of LiNbO3 (LN) on sapphire (LISA) in an
attempt to combine electrical, mechanical, and optical signals
altogether onto a single platform, to achieve efficient electro-
mechanical wave transduction for phononic circuits.296 This
waveguide combines the high piezoelectric coupling coeffi-
cient of LN with the confinement of the mechanical wave
achieved through index guiding, due to the slower propagation
in LN relative to that in sapphire. The higher refractive index
of LN (≈2.2) compared to sapphire (≈1.7) also allows for simul-
taneous optical guiding within the same waveguide. The eva-
nescent mode profile in the sapphire substrate enables coup-
ling between adjacent waveguides. With this platform,
mechanical waves at ≈3.23 GHz are efficiently excited by Al
IDTs and guided through the LN ridge waveguide, at room
temperature. Delay lines, racetrack resonators, and meander
line waveguides are all demonstrated in the proposed platform.

Furthermore, this platform has the advantage of being “unre-
leased” in that the device layer is not suspended, which facili-
tates its fabrication, scalability, and integration with other
photonic circuits. The lack of suspension allows for more
ready incorporation with existing CMOS technologies and
greatly simplifies the fabrication of dense monolithic all-in-
one photonic and phononic circuits.296,297

These advances in complex electro- and piezo-optomechani-
cal circuits show promising avenues for optimal information
transmission using multi-state variables in a single chip.
Beyond this, they can find applications in integrated micro-
wave photonics, microwave quantum technologies at cryogenic
temperatures, and in general, quantum and classical phononic
circuits and systems. The rich and diverse physical phenom-
ena that manifest in these electro- and piezo-optomechanical
devices may draw a new technological frontier with capabilities
beyond the reach of current technologies.

Summary/conclusions

The field of nanophononics is an active and growing field of
research, as demonstrated by the many examples provided
here. Phonons themselves play a fundamental role throughout
various scientific processes, and a complete understanding of
their mechanisms and effects is required to realize next gene-
ration applications. With the recent advancements in nanofab-
rication technologies, the limiting factor in further advance-
ment of the field of phononics is largely practical, due to chal-
lenges associated with the excitation and detection of phonons
or vibrations. Here, we focused on highlighting seven of the
available techniques for manipulating acoustic phonons, and
provided an overview of the advantages, disadvantages, con-
siderations, and general development of these techniques,
which are summarized in Table 1. Cavity OM and IDTs are a
particular case among these techniques, in that they require
specific nano-architecture on the substrate to enable their
incorporation, unlike the other techniques which allow for
direct measurement. We define the incorporation of any
additional on-chip architecture or physical probe as “invasive”.
In this table, the type of modes that can be detected (bulk/
surface), bulk refers to modes within the material that are not
surface waves, including in the case of low-dimensional
materials.

Emerging directions

The experimental techniques described in this review have
been developed and optimized over time and have resulted in
significant progress towards furthering the understanding of
phonon behavior. Their continued development will lead to
further improvements in temporal and spatial resolution, and
consequently provide further insights into the interactions of
phonons with other quanta, fields, and forces. Advances in
nanotechnology will continue enabling more compact tech-
niques for phonon generation, detection, and control, which
serve as a step towards the full integration of phonon sources,
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waveguides, cavities, and detectors with existing electronic and
photonic devices on a single chip. One promising avenue of
research that could take advantage of these developments is
information and communication technologies (e.g. quantum
information, signal processing, etc.).

Up until now, platforms exploiting phonon-mediated
modulation of optical fields based on photo-acoustic inter-
actions have found applications in acousto-optic signal proces-
sing. Numerous devices for tunable optical filtering or wave-
length conversion have been demonstrated.299–304 Beyond this,
more complex platforms that integrate multi-state variables
onto a single chip using electro- and piezo-optomechanical
circuits that operate at telecom wavelengths pave the way
for optimal information processing and optical
communications.295–297 Integrated microwave photonics,
microwave quantum technologies at cryogenic temperatures,
and in general, quantum and classical phononic circuits and
systems are just a few examples of the wide variety of appli-
cations that could benefit from the rapid development of the
field of nanophononics.

Another emerging direction in early stages of development
that is directly relevant to information technologies is topologi-
cal phononics. Following the recent landmark development of
Dirac acoustic materials, the field of topological phononics
has garnered a significant amount of additional attention due
to its potential to overcome the problem of disorder and per-
turbation-related losses. Since the pioneering work on the
engineering of the acoustic band structure through a two-

dimensional periodic array,305–307 PnCs have become a rich
and emerging research field. The precise tuning of the dis-
persion relation has allowed for the observation of exotic
phenomena far beyond those found in nature. For example,
Dirac cones can be generated by simply tuning lattice sym-
metry and fill factor.308–311 The Dirac cone manifests as a
crossed linear dispersion relation at a point in reciprocal space
and is highly robust even under disorder and perturbations.
Dirac materials are described by a massless Dirac-like equation
and their discovery is considered to be one of the great
achievements of condensed matter in the last century. Along
these lines, acoustic or phonon topology has recently attracted
significant scientific attention. In contrast with topological
electronic materials, acoustic topology does not depend on the
atomic arrangement of materials. Rather, its properties and
manipulation depend only on geometrical parameters, greatly
reducing the difficulty associated with the fabrication of struc-
tures that exhibit phononic topology.

Xia et al.311 showed that small variations of the geometric
parameters can shift the position of the Dirac point without
opening it. A break in the mirror symmetry of the geometry
can open the dispersion at the Dirac point, yielding directional
or complete acoustic band gaps. Lu et al. predicted312 and
later demonstrated313 the creation of acoustic vortices in a 2D
waveguide via rotational symmetry of a crystal. Using a hexag-
onal array of triangular rods, Lu demonstrated the existence of
an acoustic analogue of the quantum valley-Hall effect.
Complementary observations were reported by Yan et al.314

Table 1 Comparison of experimental characteristics of each experimental technique discussed in this review

Experimental
technique

Frequency
range

Frequency
resolution

Spatial
resolution

Time/
frequency
resolved

Spatial
mapping Invasive Bulk/surface

Additional
considerations

Raman 3–4000 cm−1

(0.089–119.9
THz)

0.5 cm−1

(14.98
GHz)a

Optically
limited (λ/2)

Yes/Yes Yes No Both Requires Raman
active mode

BLS 0.1–1200 GHz MHz Optically
limited (λ/2)

Yes/Yes Yes No Both Long acquisition
times (∼days)

LDV DC (kHz)–2.5
GHz

Few kHz Optically
limited (λ/2)

Yes/Yes Yes No Surface Detection of out-of-
plane motion

SPM 10 kHz–
100 MHz

A few kHz <10 nm Yes (∼μs)/
Yes

Yes Yes Both (mainly
surface)

Differentiate the
contribution to
contrast by surface
versus sub-surface
material properties

Cavity OM kHz–10’s of
GHz

kHzb — Yes/Yes No Yes Both
(indistinguishable)

Designs limited to
sufficiently strong
OM cavities

Pump–Probe GHz–THz 10’s of MHz Optically
limited (λ/2)

Yes/No Yes No Both —

IDTs kHz–10’s of
GHz

Design-
dependentc

— Yes/Yes No Yes Surface Design-dependent;
requires
piezoelectric
material; can also
generate acoustic
waves

aDependent on laser wavelength, spectrometer focal length, and grooves per mm in the grating. bOM systems are generally limited not by fre-
quency resolution, but rather by displacement sensitivity and dynamic range which compete with one another. c Frequency resolution depends
on the experimental equipment available. Bandwidth is set by number of IDT digits.
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adopting a similar structure, where an array of triangles was
fabricated on a silicon chip using CMOS microfabrication
techniques. Other unusual properties have also been observed
by concatenating two or more lattices with different symmetry,
e.g., acoustic pseudospin,315–318 and by a smooth breaking of
the symmetry such as is in the case of acoustic pseudomag-
netic fields.319

Until now, efforts in topological phononics have generally
been limited to low-frequencies (0.1–100 kHz) in rather bulky
(10−2–10−3 m) structures.320–322 GHz applications have been
demonstrated in one dimensional multilayer systems237,323

while two dimensional systems have been mainly limited to
theory.319,324,325 Nevertheless, as the acoustic problems are
scale-invariant, sooner or later, macroscopic phononic crystals
will be replicated at the nanoscale. At the nanoscale, the prin-
cipal existing challenge is the selective excitation and detection
of acoustic waves that possess these special aforementioned
properties. Towards this goal, Brendel et al.319 suggested the
use of the radiation pressure in an optomechanical cavity. In
this configuration, it is relatively simple to change and control
the optical power that couples into the optomechanical cavity.
The radiation pressure can then be carefully controlled such
that the desired acoustic waves can be effectively generated
and launched. Later, the readout can be measured by detect-
ing the sidebands of the reflected laser beam used to excite
the acoustic wave. Another possibility is the use of IDTs as
“acoustic wave launchers”.326 This platform consists of two
IDTs coupled to an acoustic waveguide. One of the IDTs
focuses the acoustic power at one end of the waveguide
(emitter) while the second one is positioned at the other end
of the waveguide (receiver). This particular arrangement could
allow for the generation and detection of acoustic phonons tra-
velling through a topologically protected waveguide.327 Simply
by reversing the emitter-receiver configuration, it is possible to
demonstrate the unidirectionality of a topologically protected
acoustic waveguide.

Several scientific advancements have shown the increasing
relevance of phononics for information and communication
technologies (ICTs) such as resonant acoustic nanocavities,
surface phonon polariton lasers, micro-/nano-electromechani-
cal devices, and non-diffusive thermal transport, all of which
open the way for manipulating phonons as information car-
riers. The concept of topologically protected states has enor-
mous potential for information and communication techno-
logy as these states can transport energy without dissipation.
Similarly, the acoustic version of a topological insulator will
allow for phonon transport along surface or edges but not
within the bulk. A topological phonon is also immune to scat-
tering by defects and other perturbations (i.e., they can travel
along a surface without backscattering). Such technology
could enable a platform for robust waveguides, improved
acoustic-based devices (e.g., mobile phone sensors, touchsc-
reen, gas, mass and pressure sensors among others), and
radio (RF) and intermediate frequency (IF) filters.328 The use
of phonons as information carriers opens the possibility of low
power computation processes, which would help to reduce

energy consumption. Much more generally, robust control over
phonon coherence, dynamics, and mean free path promises
access to the tunability of all material properties that are
dependent on the phonon physics that we have mentioned
throughout this review.
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