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We report on the deterministic fabrication of quantum devices aided by machine-learning-based image

processing. The goal of the work is to demonstrate that pattern recognition based on specifically trained

machine learning (ML) algorithms and applying it to luminescence maps can strongly enhance the capa-

bilities of modern fabrication technologies that rely on a precise determination of the positions of

quantum emitters like, for instance, in situ lithography techniques. In the present case, we apply in situ

electron beam lithography (EBL) to deterministically integrate single InGaAs quantum dots (QDs) into cir-

cular Bragg grating resonators with increased photon extraction efficiency (PEE). In this nanotechnology

platform, suitable QDs are selected by 2D cathodoluminescence maps before EBL of the nanoresonators

aligned to the selected emitters is performed. Varying the electron beam dose of cathodoluminescence

(CL) mapping, we intentionally change the signal-to-noise ratio of the CL maps to mimic different bright-

ness of the emitters and to train the ML algorithm. ML-based image processing is then used to denoise

the images for reliable and accurate QD position retrieval. This way, we achieve a significant enhancement

in the PEE and position accuracy, leading to more than one order increase of sensitivity in ML-enhanced

in situ EBL. Overall, this demonstrates the high potential of ML-based image processing in deterministic

nanofabrication which can be very attractive for the fabrication of bright quantum light sources based on

emitters with low luminescence yield in the future.

1 Introduction

The fabrication of highly optimized quantum devices for appli-
cations in photonic quantum technologies is very demanding
and requires the development and application of sophisticated
nanoprocessing technology platforms. Of particular impor-
tance are optically active devices delivering single photons and
entangled photon pairs, acting as information carriers in
photonic quantum networks,1–3 on demand. Such determinis-
tic non-classical light sources are often based on solid-state
quantum emitters such as NV centers in diamond,4 defect
centers in hBN5 and in monolayer transition metal
dichalcogenides,6,7 and self-assembled quantum dots (QDs).8,9

These nanostructures can act as close-to-ideal single-photon
emitters,10–17 however, they have in common that their posi-
tion and emission wavelength are per se non-determined
which makes device integration to control their optical and
electronic properties very problematic. In fact, using standard
nanoprocessing concepts such as electron beam lithography
(EBL) of regular patterns leads typically to process yields in the

few percent range, and scaling up for instance to complex inte-
grated quantum photonic circuits becomes practically
impossible.18,19 To overcome these severe technological issues,
deterministic quantum device fabrication concepts have been
developed and very successfully been applied in recent years.
With respect to QD-based devices, they include the site-con-
trolled growth of QDs,20–26 pick-and-place techniques,27–29 and
marker-based30–34 as well as in situ lithography
techniques.34–37The latter are based on the pre-selection of
suitable QDs based on their emission properties using either
photoluminescence (PL) or cathodoluminescence (CL)
mapping of the sample emission before the optical lithogra-
phy or EBL step.

In situ lithography techniques are particularly efficient
since they do not require additional alignment markers, but in
the case of in situ EBL there are strong constraints regarding
the luminescence mapping of the sample because in this step
the resist is already present on the sample surface.38,39

Essentially, the dwell time per CL mapping pixel and corres-
ponding spectrum is limited to a few ten ms, which can lead
to low signal-to-noise ratios (SNRs) or even make in situ litho-
graphy impossible in the case of dim emitters, such as not yet
fully optimized QDs emitting in the telecom O-band and
C-band at 1.3 μm and 1.55 μm, respectively. In addition, the
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latter wavelength ranges require the application of InGaAs-
based 1D array detectors that suffer from an intrinsically worse
SNR as compared to cooled Si-CCD detectors at wavelengths
below 1 μm. This issue can potentially be relaxed using
efficient image processing of 2D luminescence maps to
improve the SNR with the goal to precisely locate suitable
quantum emitters for device integration. Unfortunately, to our
experience conventional smoothing, filtering, or averaging
methods are not suitable for this task, especially in the case of
very noisy luminescence maps. This calls for the development
and application of more advanced image processing methods
to use in situ lithography (and especially in situ EBL) also for
dim emitters. In this regard, machine-learning (ML) enhanced
image processing is very attractive. ML is in general very power-
ful and has been applied for different optimization purposes
in nanophotonics, like numerical device modelling,40,41

reverse engineering of resonators, data analysis. It can even be
further enhanced when combined with artificial intelligence
for automatic ML technologies.42–49

Here we apply ML-based image processing to improve the
capabilities of in situ EBL. We demonstrate the advantages of
ML-enhanced in situ EBL by comparative studies on the deter-
ministic integration of InGaAs QDs into circular Bragg grating
(CBG) resonators. In this study we vary the dwell time during
CL mapping to reduce the SNR intentionally, thereby mimick-
ing the properties of dim emitters. Training the chosen ML
algorithm using data sets obtained for different CL maps we
optimize the image processing for the reliable identification of
dim emission centers in noisy luminescence maps. A statisti-
cal analysis of the obtained data demonstrates the high poten-
tial of ML-enhanced in situ EBL which will be very beneficial
in the future, especially in the case of deterministic devices
integration of quantum emitters with low luminescence yield.

In the following we use a InGaAs QD sample emitting at
about 930 nm, which is sufficiently bright for conventional
in situ EBL in order to directly compare the two techniques
and demonstrate the capabilities and limits of the employed
ML algorithm. First we introduce the ML approach chosen to
implement advanced in situ EBL and the necessary training
steps using CL-maps. Then we apply conventional and ML-
enhanced in situ EBL to deterministically integrate single QDs
into CBG devices. Within a comprehensive statistical analysis,
we compare the device yield and optical properties of QD-CBG
devices fabricated by conventional and ML-enhanced in situ
EBL.

2 Results and discussion

In the ML-enhanced in situ EBL process we apply ML to
improve the quality of 2D CL-maps which enables the precise
localization of suitable QDs for device integration. The CL-
maps are obtained at low temperature (10 K) using a scanning
electron microscope (SEM) equipped with a He-flow cryostat, a
CL extension and an EBL pattern generator. Recorded CL-
maps with a typical size of 20 × 20 μm2 are fed into the trained

ML algorithm to enable the localization of suitable QDs for
the subsequent EBL process of nanophotonic structures pre-
cisely aligned to the pre-selected QDs, as illustrated in Fig. 1(a,
c and d).

A key goal of the employed ML algorithm is to reduce the
noise level of CL-maps while improving the visibility of QDs.
We decided to apply a ML algorithm based on an autoencoder
used to denoise data sets from the Modified National Institute
of Standards and Technology (MNIST) database50 which is
optimized for finding specific features in noisy 2D images.
More details about the ML algorithm are given in section 1.
Before utilizing the ML algorithm for deterministic device inte-
gration, it has to be trained by suitable experimental data. In
our case this means that training has to be performed using
CL-maps with different SNRs as indicated in Fig. 1(b). For this
purpose, we used the same sample material which was also
used later for the ML-enhanced in situ EBL integration of QDs
into CBG resonators.

Before growing the semiconductor heterostructures, the
layer- and CBG-design was optimized for maximum photon
extraction efficiency (PEE) using the finite element method
(FEM) solver JCMsuite.51 The sample is based on an n-doped
GaAs wafer. It includes a lower AlGaAs/GaAs distributed Bragg
reflector and a GaAs capping layer into which a single layer of
low-density InGaAs QDs is integrated. More details on the
layer design and on the epitaxial growth are given in section 2.
For ML training purposes we studied a planar piece of this
heterostructure sample via low temperature CL mapping with
integration times (electron beam doses) between 80 ms per
pixel (8 mC cm−2) and 5 ms per pixel (0.5 mC cm−2). Here

Fig. 1 Basic principle of ML-enhanced in situ EBL. (a) Noisy CL-map in
which a precise determination of QD positions is not possible. (b)
Training of the ML algorithm by dose-dependent CL-maps of a QD
sample. (c) ML-processed CL-map of (a) with significantly higher signal-
to-noise ratio enabling the precise localization of QDs. (d) EBL writing of
a one-ring CBG resonator aligned to a pre-selected QD. (e) Schematic
view of the final QD-CBG device.
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8 mC cm−2 constitutes an optimized dose strength during
in situ EBL to ensure that the resist is neither under- nor over-
exposed in combination with the immediately following CBG
patterning via EBL. Two examples (series A and B) of such
series of CL-maps are presented in Fig. 1(b). Each map has a
size of 20 × 20 μm2 and the electron beam dose was varied
from 8 mC cm−2 to 0.5 mC cm−2. While QD positions are
clearly identifiable at high dose values, the CL-maps are very
noisy for the lowest dose of 0.5 mC cm−2, and especially for
series B QD positions cannot be identified anymore.
Noteworthy, we often observe CL-maps with SNRs values like
that for telecom QDs which make deterministic device inte-
gration by conventional in situ EBL very difficult and strongly
reduces the QD-nanostructure alignment accuracy.

Overall, 83 CL maps with the mentioned size of (20 ×
20 μm2) at 12 different positions on the sample were taken as
the data basis for ML training. Compared to typical ML train-
ing data sets consisting of thousands of images this is a rather
small number, which can be increased in the future to obtain
even better performances of ML-enhanced in situ EBL. In the
present case, we took advantage of the fact that we do not only
record the position dependent CL intensity but also the spec-
tral information at each pixel of the CL map. This way, by
feeding CL-maps with different spectral windows (with a width
of 4–10 nm), and thus different QDs, in the overall spectral
range of 880 nm to 954 nm we could efficiently expand the
data base to a total of 279 CL-maps used for ML training.

Once trained, we applied the ML algorithm for the determi-
nistic fabrication of bright single-photon sources (SPSs) based
on single InGaAs QDs integrated into CBG resonators. This
optimization process happened in the timespan of ≤1 min.
The layer structure and CBG design parameters of these
quantum light sources are shown in section 2. Essentially, the
devices consist of a lower Al0.9Ga0.1As/GaAs DBR back reflector
and a CBG formed by a central mesa and one ring. Compared
to high-performance (hybrid) CBG SPSs with up to 9 rings and
backside Au mirror yielding ηext > 70%,13,52 the structures
chosen here are rather simple. Still, numeric optimization of
the structures results in ηext ≈ 43% for a collective optics with
a numerical aperture (NA) of 0.4 and a target emission wave-
length of 945 nm. We chose this design because of the simpler
fabrication process which allowed us to focus on the primary
goal of the present work, namely, demonstrating the advan-
tages of ML-enhanced in situ EBL, without elaborate device
fabrication efforts.

The application of ML-enabled denoising of CL-maps is
illustrated in Fig. 2. Here, we show three CL-maps with a size
of 15 × 20 μm2 recorded at 8 mC cm−2 (panel (a)), 2 mC cm−2

(panel (b)), and 0.5 mC cm−2 (panel (c)), respectively, at the
same sample position. We would like to note that later in the
in situ EBL process the same map size (15 × 20 μm2) was used,
to reduce the CL-mapping time to 1:57 minutes (for 8 mC
cm−2), to mitigate the thermal shift of 14 nm min−1 of the
sample stage in the used SEM system. As expected the SNR
decreases form panel (a) to panel (c), and the pronounced QD
emission spot at (x, y) = (4.7 μm, 15.5 μm) in panel (a) is very

distorted and hardly visible in panel (c) at the lowest electron
beam dose. Next, we determined the x–y coordinates for the
same QD also for the CL-maps of panels (b) and (c) recorded
at smaller dose through 2D-Gaussian fits. The fit accuracy is
reduced from 14.4 nm to 130.1 nm with decreasing dose from
panel (a) to (c), which in turn will also negatively affect the
QD-CBG alignment accuracy. As the next step we applied the
ML-algorithm trained to identify QD emission features in
noise CL-maps to the data presented in panel (c). The result of
this denoising procedure is presented in panel (d).

It is clearly visible that the quality of the image is strongly
improved and comparable to the CL-map shown in panel (a)
recorded with a factor 16 higher electron beam dose. This
qualitative assessment is confirmed by comparing the widths
of the respective 2D-Gaussian fits of 14.4 nm and 21.4 nm for
the CL-maps recorded at 8 mC cm−2 (panel (a)) and the ML-
denoised one recorded at 0.5 mC cm−2 (panel (d)). Within a
systematic study of 102 QD positions in 102 different CL-
mapping areas we investigated the ML-enhanced emitter local-
ization accuracy for five different dose values in the range of
0.5 mC cm−2 to 8 mC cm−2. The results of this study are
plotted in Fig. 3. For the unprocessed data the fit deviation
(black data points) increases continuously from (32.4 ± 6.9)
nm at a dose of 8 mC cm−2 to (129.7 ± 35.4) nm at the lowest
dose of 0.5 mC cm−2, and it surpasses the in situ accuracy goal
of 50 nm for CBG fabrication for dose values below 2 mC
cm−2. In contrast, the fit deviation (red data points) of the ML-
processed data stays below 50 nm in the whole studied dose
range below 4 mC cm−2, and reaches a fit deviation of (40.2 ±
5.1) nm for the lowest dose of 0.5 mC cm−2. This is a central
result of our work because it demonstrates that ML can indeed

Fig. 2 Comparison of CL-maps recorded at different dose levels and
ML-enhanced CL-map. (a)–(c) show a CL intensity map of the same
sample area which includes one prominent single QD in the upper left
corner. The CL-maps were recorded for electron beam doses of 8 mC
cm−2, 2 mC cm−2 and 0.5 mC cm−2 in (a), (b), and (c), respectively. (d)
High-quality ML-enhanced CL-map obtained by denoising the data
from (c).
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significantly improve the QD identification in noisy CL-maps
to enable in situ EBL of dim quantum emitters, like telecom
wavelength QDs, in the future. Interestingly, the fit accuracy
even improves slightly with decreasing dose. This observation
is explained by the fact the ML algorithm was specifically
trained for pattern recognition in CL-maps with low SNR,
which reflects the importance of training the ML algorithm for
the correct target function. The obtained results clearly

demonstrate the potential of ML-based image processing,
which is in the following applied for deterministic in situ EBL
device processing.

As the next step we performed deterministic in situ EBL pro-
cessing of QD-CBG devices with and without ML CL-image
processing. In this systematic study we again varied the
mapping dose in the range of 0.5 mC cm−2 to 8 mC cm−2. In
fact, CL-mapping needs to be performed in the positive tone
regime of the EBL resist, with an onset dose of typically
around 15 mC cm−2 for the negative tone regime. Thus, even
for dim emitters the maximum dose is in practice typically
limited to about 5–15 mC cm−2 and only ML-enhanced
improvement of noisy CL-maps can enable a reliable in situ
EBL device fabrication. Overall, we processed 93 QD-CBGs
with and 98 QD-CBGs without ML processing of the CL maps.

The fabricated structures were studied by micro-photo-
luminescence (μPL) spectroscopy to assess the improvement of
process yield when using ML-enhanced in situ EBL. Two
exemplary (μPL) spectra of QD-CBG devices fabricated at a
dose of 8 mC cm−2 without ML-enhanced processing (panel
(a)) and with ML-enhanced processing and a dose of 0.5 mC
cm−2 are presented in Fig. 4. Both spectra show distinct single-
QD emission lines with very comparable emission intensity.
This result shows that ML-enhanced processing at a signifi-
cantly lower dose leads to a similar device quality than conven-
tional in situ EBL fabrication. To underline this statement, the
PEE was further investigated for the realized CBGs (section 3).
Fig. 5(a) shows the PEE plotted over the mapping dose. Black
data points correspond to structures fabricated by convention-
al in situ EBL and red data points are associated with struc-
tures fabricated by ML-enhanced in situ EBL. It can be clearly
seen that the PEE for structures written without ML enhance-

Fig. 3 Statistical analysis of the deviation of the 2D-Gaussian fit to the
emitter position in dependence of the electron beam dose with (red
data points) and without (black data points) ML data processing. The
accuracy goal (max. 50 nm deviation) for CBG fabrication via the in situ
EBL process is indicated by the horizontal blue line.

Fig. 4 Optical characterization of deterministically fabricated QD-CBG devices. (a) μPL spectrum of a QD-CBG device fabricated by conventional
in situ EBL using a CL mapping dose of 8 mC cm−2. (b) μPL spectrum of a QD-CBG device fabricated by ML enhanced in situ EBL. CL mapping was
performed at a dose of 0.5 mC cm−2 followed by ML denoising. Insets show the corresponding CL maps with the QD (left corner) before and after
ML enhancement.
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ment systematically decreases towards lower doses. On the
other hand, applying ML enhancement leads to a significant
improvement, reaching even at low doses PEE values ((34.8 ±
3.4)% at 1 mC cm−2) that are comparable to the ones at high
doses ((35.6 ± 3.5)% at 8 mC cm−2) without ML. Those results
are congruent with the data from Fig. 3 and even though there
is quite some scattering in the plotted data, the (expected)
overall trend of improved PEE in the case of ML-enhanced
in situ EBL towards low dose values is clearly observed, as also
supported by the black and red lines acting as guide to the
eyes. We attribute part of the scattering to potential mis-
matches between the QD emission wavelength and the CBG
mode and deviations in the desired structure dimensions (see
section 2), both lowering the achievable PEE. Additionally, a
large gap between the simulated (≈43%, blue line) and
measured PEE is apparent. This is because the desired etch
depth of 480 nm was not achieved due to a mismatch of the
etching rate. An adjusted simulation for the measured etching
depth of ≈520 nm yields a PEE of ≈35% (green line) which is
in agreement with the experimental data. These promising
results are further substantiated by an evaluation of all pro-
cessed devices regarding optically active ones which show
clear single-QD emission lines, as seen in Fig. 4, and others
which are optically inactive. Here, optical inactivity is attribu-
ted to a non-successful QD integration because of insuffi-
ciently precise QD location in the CL-mapping step, mainly
caused by a too noisy CL-map. The result of this evaluation is
shown in Fig. 5(b), in which the fraction of optically active
devices is plotted as a function of the electron beam dose

applied in the CL-mapping process. Again, black data points
correspond to structures fabricated by conventional in situ EBL
and red data points are associated with structures fabricated
by ML-enhanced in situ EBL. While a high ratio of optically
active devices is obtained at high dose without ML denoising
of the CL-maps, ML-enhanced in situ EBL clearly outperforms
the conventional processing at low dose values with close to
80% (50%) optically active devices with (without) ML enhance-
ment at a dose of 0.5 mC cm−2.

3 Methods
3.1 Machine learning algorithm

The overarching goal of this work was to realize a ML algor-
ithm which could sufficiently denoise 2D CL-maps of QDs to
determine their positions through a 2D Gaussian fit. General
approaches which are traditionally used to filter signals and
enhance the signal-to-noise ratio are for example based on
Fourier transformation or averaging over intensity values.
Those constitute classical computer algorithms without the
ability of pattern recognition. A classical algorithm is a
sequence of single, consecutive commands and requests. Every
step is a simple static instruction which is independent from
the input value or an expected result. ML however, employs
statistical models with a high number of free parameters and
no physical laws or mathematical correlations are placed on
this model, the parameters are simply optimized through a
large number of training images. The code of the ML algor-

Fig. 5 (a) Photon extraction efficiency PEE for QD-CBG devices with (red data points) and without (black data points) ML data processing in depen-
dence of the electron beam dose applied in the QD-selection mapping step. The theoretical efficiency limit of ≈43% (blue line) is achieved for an
etching depth of 430 nm. In experiment a depth of ≈520 nm was achieved, leading to a slightly lower simulated efficiency of ≈35% (green line)
which is reached for the best structures. The red and black lines serve as guide to the eye and indicate a strongly improved process yield of ML-
enhanced in situ EBL at low mapping doses if compared to conventional in situ EBL. (b) Fraction of optically active QD-CBG devices with (red data
points) and without (black data points) ML data processing in dependence of the electron beam dose applied in the QD-selection mapping step. The
red and black lines serve as guide to the eye and indicate a strongly improved process yield of ML-enhanced in situ EBL at low mapping doses if
compared to conventional in situ EBL.

Nanoscale Paper

This journal is © The Royal Society of Chemistry 2022 Nanoscale, 2022, 14, 14529–14536 | 14533

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
Se

pt
em

be
r 

20
22

. D
ow

nl
oa

de
d 

on
 2

/1
7/

20
26

 1
1:

02
:3

0 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2nr03696g


ithm is based on an autoencoder used to denoise data sets
from the MNIST database and had 28 353 free parameters. The
used applications were TensorFlow (version CPU 2.4.0) and the
user interface Keras (version 2.4.0). Since Keras runs also on
the computer processor, no graphics card was required to
perform the necessary calculations. For training purposes 83
(20 × 20 μm2) CL-maps at 12 different positions with a E-beam
dose range of 0.5 mC cm−2 to 8 mC cm−2 were obtained. This
is a highly insufficient amount to train the ML algorithm con-
sidering that test trials with data from MNIST delivered accep-
table results for 7500–10 000 training images. Since the CL-
maps also contained spectral information at each pixel with a
range of 880 nm to 954 nm, it was possible to extent the avail-
able data to 279 maps by examine different spectral windows.
Being still orders of magnitude from the required amount
away, each CL-map was divided into submaps. The submaps
were created by moving a window of 28 × 28 pixel with a step
size of 5 pixel over the CL-map. As a consequence, the pooling-
function of the autoencoder, which is responsible for the
downsampling, always received a different pixel group. This
method resulted in a total of 26 880 available maps which
made the training of the ML algorithm possible.

3.2 Device design

The device design for our study was optimized using the FEM
solver JCMsuite. The goal was to achieve maximum outcou-
pling efficiency whilst keeping the layout simple in order to
put the main focus or our present work on the development
and evaluation of ML-enhanced in situ EBL. Based on the opti-
mized layer design, first the back-side Al0.9Ga0.1As/GaAs DBR
with 23 mirror pairs (see Fig. 6(a)) having layer thicknesses of
79 nm and 67 nm, respectively, was grown on a 2-inch n-doped
GaAs wafer. Subsequently, 158 nm of GaAs were grown, fol-
lowed by the QD-layer (In0.38Ga0.62As) which was then capped
by additional 275 nm of GaAs. For this layout, CBG designs
were optimized resulting in a central mesa with a radius of
339 nm, a surrounding 416 nm wide trench and a 504 nm-

thick ring. The optimal etching depth for those parameters
was 480 nm, etching deep inside the last GaAs-layer of the
DBR. This device design results in a simulated PEE of ≈43%
for a collection optics with an NA = 0.4 and a target emission
wavelength of 945 nm. The corresponding electric field distri-
bution is presented in Fig. 6(b). Furthermore, the design leads
to broadband enhancement over a wide wavelength range of
approximately 30 nm (FMHM). Noteworthy, adding further
rings to the CBG does not have a positive effect on ηext in the
chosen design. However, additional rings lead to higher direc-
tionality of emission, which can be beneficial for on-ship fiber
coupling. An SEM image of a fully processed structure depicted
in Fig. 6(c).

3.3 Experimental setups

3.3.1 In situ electron beam lithography. The in situ EBL
system combines the measurement technique of CL spec-
troscopy with the fabrication technique of EBL. The system is
based on a JEOL JSM 840 SEM which was upgraded for low
temperature CL spectroscopy. An elliptical mirror is built into
the sample chamber and redirects the emission signal from
the sample to the spectrometer. The spectrometer is equipped
with a Si-CCD camera and an InGaAs 1D array detector cover-
ing a combined spectral range from 300 nm to 1700 nm, both
are liquid nitrogen cooled. Furthermore, a beam-blanker was
integrated into the electron beam path which can be triggered
externally by a pattern generator to enable EBL. The beam-
blanker can blank out the E-beam by applying an electrical
field with a short response time of 50 ns. The beam-blanker is
controlled by an AD/DA converter card and the entire operating
software for the CL and EBL sequence is written in LabView.
The original sample holder was replaced by a liquid helium
flow cryostat enabling sample temperatures down to 5 K. In
situ EBL starts with spin-coating the QD sample with the elec-
tron beam resist CSAR62 from Allresist GmbH, followed by
low-temperature CL mapping for QD selection and EBL of CBG
structures aligned to the positions of selected QDs at high
doses in the negative tone regime of the resist. After develop-
ment the remaining resist acts as etch mask in the final
plasma etching step. For more details on this deterministic
device processing platform, we refer to ref. 39.

3.3.2 Micro-photoluminescence spectroscopy. The spectro-
scopic evaluation of the produced QD-CBGs to determine the
number of optically active structures and the PEE was carried
out using μPL setup with a spectral resolution of 30 μeV. The
sample was mounted into a liquid helium flow cryostat with a
base temperature of 5 K. For the excitation of the CBGs a con-
tinuous wave laser with a wavelength of 675 nm was used. A
microscope objective (MO) with a 20× magnification (NA = 0.4)
was used to focus the laser beam to a 3 μm wide spot onto the
sample and excite the QDs non-resonantly. Through the MO
the luminescence signal was collected, coupled into the beam
line and directed to the spectrometer. After passing through
an entrance slit of 75 μm into a monochromator with a grating
of 1200 lines per mm the signal was detected by a liquid nitro-
gen cooled Si-CCD camera. The measurements to determine

Fig. 6 (a) Schematic illustration of the device design (cross-section of
half the structure). The layer structure consists of an Al0.9Ga0.1As
(green)/GaAs (grey) DBR with 23 λ/4-thick mirror pairs and a single low
density layer of self-assembled In0.38Ga0.62As QDs, which are embedded
275 nm below the surface of the 433 nm thick GaAs capping layer. The
layer structure and the geometry of the one-ring QD-CBG resonator
was optimized by FEM simulations which yield ηext = ≈43% for an NA of
0.4. (b) Simulated electric field strength distribution in the device. (c)
SEM image of a fabricated QD-CBG device.
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the PEE were carried out at saturation pump power of the
brightest excitonic line and a setup efficiency of (5.1 ± 0.5%)
was taken into account.

4 Conclusions

In summary, we developed an advanced deterministic nano-
fabrication technology for the fabrication of single-emitter
quantum photonic devices. To be more precise, we applied
ML-based denoising of CL intensity maps to improve the QD
pre-selection capabilities of in situ EBL. The developments
include the target-specific training of a ML algorithm opti-
mized for image processing using CL-maps recorded on a QD
sample at different electron beam dose values. This training
aimed at reliable identification of QDs in noisy CL intensity
maps and a statistical evaluation of the achieved results show
a remarkable improvement of the QD pre-selection accuracy
and photon extraction efficiency of ML-enhanced in situ EBL
in comparison to conventional in situ EBL. Indeed, in case of
ML-enhanced processing the QD positions can still be pre-
cisely determined at dose values more than a factor of ten
lower than used in conventional in situ EBL, while still achiev-
ing the same PEE. These results are very promising with
regard to the deterministic device integration of single
quantum emitters with low luminescence yield, such as
telecom-wavelength QDs. Indeed, first tests on CL-maps with
QDs in the telecom C-band show promising results, even
though our ML algorithm was trained with CL data obtained
for QDs emitting at lower wavelengths. This leads us to believe
that ML-based image processing of noisy CL maps can strongly
improve the QD-selection and device-alignment accuracy to
increase the process yield and to optimize the optical pro-
perties of these quantum devices. Furthermore, our reported
approach is not only limited to the here used in situ electron
beam lithography but could be extended to all technologies
which require accurate position determination based on 2D
luminescence maps.
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