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metamaterials and metamaterial-
microcavity based on deep neural networks†

Guoqiang Lan, ab Yu Wang c and Jun-Yu Ou *c

Computational inverse-design and forward prediction approaches provide promising pathways for on-

demand nanophotonics. Here, we use a deep-learning method to optimize the design of split-ring

metamaterials and metamaterial-microcavities. Once the deep neural network is trained, it can predict

the optical response of the split-ring metamaterial in a second which is much faster than conventional

simulation methods. The pretrained neural network can also be used for the inverse design of split-ring

metamaterials and metamaterial-microcavities. We use this method for the design of the metamaterial-

microcavity with the absorptance peak at 1310 nm. Experimental results verified that the deep-learning

method is a fast, robust, and accurate method for designing metamaterials with complex nanostructures.
1. Introduction

Metamaterials are novel articial composite materials with
unique properties not found in nature. With special properties,
metamaterials have several applications in various elds.
Photonic metamaterials play the role of an import in cloaking,
antennas, subwavelength imaging, optical sensors, light
modulation, optical polarization control, broadband perfect
absorber, etc.1–13 Metamaterials are oen composed of a set of
small, carefully engineered, regular structures such as spots,
rings, rods, or a three-dimensional geometry. These are then
fabricated as an array to obtain a metamaterial with certain
desirable bulk behaviors.14 Two-dimensional metamaterials are
also well known as metasurfaces. Several metamaterial struc-
tures such as split-ring resonators, negative refractive index
shnet, letter-shaped structures, and common geometric
structures with symmetry and asymmetry15–18 have been pre-
sented in the past two decades and most of them are important
designs for different applications. Among them, the split-ring
structure has been extensively used and will continue to be
used because it can support narrow Fano resonance, trapped-
mode magnetic resonances, and, quasi-bound states in the
continuum (BIC).19–29 Optical properties of single-layer meta-
materials such as reectance, transmittance and absorptance
are generally a function of wavelength only when the structure
andmaterial of the metamaterial are xed. If we want to provide
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functionalities on demand for exible applications of meta-
materials, temporal or space modulation of metamaterial-based
devices is needed. Several methods such as adding a mirror to
accommodate a Fabry–Pérot microcavity to modulate optical
response by nanomechanics or using light to actuate individual
metamaterial elements on demand with different mechanical
resonances have been proposed.30,31 The optimal design of such
metamaterial structures remains challenging.

Several methods such as the nite difference time domain
(FDTD) and nite element method (FEM) are applied for
simulating the optical properties of split-rings with a certain
structure; however, it is difficult and time consuming to opti-
mize all the possible features of the split-ring structure.
Therefore, the nal design may not be the most appropriate one
for the application. Many new methods such as articial neural
networks and deep neural networks (DNNs) have been proposed
in recent studies to aid metamaterial design.32–37 Here, we
theoretically and experimentally demonstrated the usage of
a DNN to achieve the forward prediction and inverse design of
a split-ring aperture metamaterial. For the forward prediction of
the spectral response of the metamaterial, we rst generated
original training data using COMSOL Multiphysics, and then
trained the neural network (NN) using Keras in Python, and
nally predicted the spectral response for arbitrary parameters
of the split-ring. For the inverse design of the split-ring meta-
material, i.e., from the desired spectral response to the struc-
tural parameters, three different methods were discussed and
compared in this study. The rst method is training the NN
inversely by setting the spectral response as the input data and
setting the parameters of the split-ring as label data. The second
method involves xing the pretrained weights of the forward
prediction and setting the parameters of the split-ring as
trainable input data for training. The last method realizes a new
network by connecting the inverse design NN and the
Nanoscale Adv., 2022, 4, 5137–5143 | 5137
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pretrained forward prediction NN. The pretrained forward
prediction NN and the tandem NN inverse design method were
veried by experimental data, respectively. The results demon-
strated that they are in excellent agreement. Notably, this
method has a big priority for solving the one-to-many problem
of the inverse design of metamaterials (one spectral response
corresponding to several parameter combinations).

This paper is organized as follows: Section 2 introduces the
forward prediction NN. Section 3 discusses the three methods
for the inverse design of the split-ring metamaterial. Section 4
veries the forward prediction NN and the inverse design
method by experimental data. Section 5 proposes the optimi-
zation of metamaterial-microcavity. The conclusions are pre-
sented in Section 6, followed by the methods.
2. Forward prediction

Fig. 1 shows the forward prediction and the inverse design
processes.

Seven parameters of the split-ring including the cell size (C),
slot length (L), slot height (H), slot width (W), upper and lower
central positions of the slot (P1 and P2), and nally the thick-
ness of the split-ring (T) can determine the entire structure of
the split-ring metamaterial, and therefore are selected as the
input data of the NN. There are four layers in the NN. The three
hidden layers have 100 neurons each, and the output layer
provides a one-dimensional vector with 86 elements covering
the broadband spectral data (650–1500 nm with the step of 10
nm). Forward predictions of the reectance (R) (or trans-
mittance (T)) of the y-polarized light of the split-ring meta-
material can be obtained from the NN using the input
parameters and pretrained weights. For inverse design, the
spectral response of the y-polarized light is set as the input data.
Aer training the NN, the predicted parameters of the split-ring
are obtained accordingly. Through the pretrained weights, the
exact parameters of the split-ring for the expected spectral
response of the metamaterial can be obtained. Gold was used as
the metal lm of the split-ring metamaterial in this study, and
the substrate of the metamaterial was silicon nitride. We set the
Fig. 1 Overview of the forward prediction and inverse design process by t
applied as training data. A DNN with four layers is adopted for the for
interchange for the forward prediction and inverse design. Three hidden l
(R) or transmittance (T) of the split-ring with arbitrary parameters can be r
cell.

5138 | Nanoscale Adv., 2022, 4, 5137–5143
range of each parameter as follows: C (300–500 nm), L (150–450
nm), H (130–230 nm), W (40–60 nm), P1 (100–180 nm), P2 (100–
180 nm), and T (40–60 nm). For different C, we set different
ranges of L, H, P1 and P2 to maintain the split-ring within the
cell and without overlap. The above parameters were divided
into ve values separately, resulting in a total of 78 125 combi-
nations. Furthermore, these parameter combinations were
simulated using COMSOL Multiphysics. The simulation results
including the reectance and transmittance of each group of
parameters were obtained simultaneously and used as the input
data separately for the DNNs with Keras, 90% (10%) of which
was training data (validation data). All input data were divided
by 500 nm (maximum value of cell size) and normalized to
values of 0–1. This can facilitate training and faster solution
convergence. In forward prediction, a continuous value between
0 and 1 is predicted, which is a common type of machine-
learning problem called regression. Therefore, the following
model architecture was adopted. The fully connected network
for this application included four layers and 100 neurons per
hidden layer and a total of 29 686 parameters including the
input and output layers need to be trained. The mean squared
error ‘mse’ loss function, ‘adam’ optimizer, and mean absolute
error ‘mae’ metric were used for compilation, and ‘sigmoid’
activation was added to all hidden layers; there was no activa-
tion in the last layer.

Aer training, we used the trained model to predict three
types of split-ring structures with new parameters that are not
present in the training or validation dataset. Fig. 2 compares
different spectral responses of the NN prediction results and
COMSOL simulation results with the same parameters. The
purple, green, and red data represent the specied combination
of test parameters, respectively (see Table S1 in the ESI). The
prediction results are in good agreement with the simulation
results, not only in the smooth ranges but also in the peaks and
dips. This establishes that the trained NN can well predict any
split-ring structure rapidly (sub-second), although the model is
trained with each parameter only ve times.
he DNN. Seven parameters (C, L,H,W, P1, P2 and T) of the split-ring are
ward prediction and the inverse design. The input and output layers
ayers have 100 neurons each. The spectral response for the reflectance
apidly predicted by the trained NN. Inset is the diagram of the split-ring

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Comparison of the prediction and simulation results of the reflectance (a) and transmittance (b) for the three types of split-ring structures
(the parameters of each split-ring are given in the ESI†). The dots represent the NN forward predictions, whereas the lines represent the COMSOL
simulation results.
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3. Inverse design

In practice, we aim to obtain a specic spectral response at
a certain wavelength. For example, we expect a split-ring met-
amaterial with a transmittance peak at a wavelength of
1000 nm. This can be achieved using several deep learning
approaches32,33,38–42 such as training the NN inversely, setting
the input data as trainable weights by xing the pretrained
weights (optimization of input data), or building a new NN
composed of a pretrained forward prediction NN and an inverse
design NN, also called tandem NNs. We applied each of these
three methods for inverse design in this study and chose the
best one for further applications.

Inverse training of the NN (as shown in Fig. 1) implies that
the forward prediction NN can be used inversely; hence, the
input layer has 86 elements based on the spectral response of
the split-ring (650–1500 nm with a step of 10 nm), and the
output layer has seven elements (C–T) representing the
Fig. 3 Three types of inverse design methods to predict the expected re
comparison of the inverse predicted reflectance and transmittance of
expected reflectance and transmittance. The predicted data are obtained
COMSOL simulation.

© 2022 The Author(s). Published by the Royal Society of Chemistry
predicted parameters of the split-ring. In addition, this network
is similar to the forward prediction network. For optimization of
input data, we applied the forward prediction NN, but xed all
the pretrained weights and only set the input data as trainable
(as shown in Fig. S2(a)†). For training the tandem NNs, it
consists of an inverse design NN and a forward prediction NN.
All the pretrained weights from the forward prediction NN are
xed in the new network. The spectral response data are the
input as well as output data for training the tandem NNs (as
shown in Fig. S2(b)†). Aer training, the trained NN can be used
to predict any spectral response or extract the transition layer
weights as the parameters of the split-ring for COMSOL simu-
lation. To verify the three inverse design methods, we used the
reectance and transmittance data (simulation results from
COMSOL with C–T (nm) of 333, 272, 151, 52, 130, 132 and 55,
respectively) as the input data to obtain the predicted parame-
ters of the split-ring. Aer the parameters of the split-ring were
predicted, we simulated the structure again in COMSOL, and
flectance and transmittance of the split-ring metamaterial: (a) and (b)
the split-ring by the three different inverse design methods with the
from corresponding NNs. The expected data are determined through

Nanoscale Adv., 2022, 4, 5137–5143 | 5139
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compared the simulation spectrum (inverse predicted spec-
trum) with the previous input data (expected spectrum) to
evaluate the accuracy. It is to be noted here that the predicted
parameters of the split-ring are generally different from the
initial parameters. Fig. 3(a) and (b) display the expected and the
predicted reectance and transmittance with the three different
methods. To evaluate the accuracy of each method, we
compared all the test data and used the ‘mse’ to determine the
best solution for the inverse design of a split-ring aperture. The
results show that training the tandem NNs is a little better than
training the NN inversely, meanwhile optimization of input
data is not suitable for this application. Therefore, we apply
training the tandem NNs for inverse design in the subsequent
sections.
4. Experimental verification of the
split-ring metamaterial

In this section, we used the split-ring metamaterial samples to
verify the above methods experimentally. Metamaterial samples
were fabricated through the thermal evaporation of gold on
a silicon nitride substrate, followed by focused ion beam
milling of the gold lm. The reectance and transmittance of
each metamaterial sample were determined using a micro-
spectrophotometer (CRAIC Technologies) with a halogen light
source.

The rst sample with parameters shown in Fig. 4(a) was
fabricated for testing the forward prediction. The experimental
reectance (black-line) of the rst metamaterial sample and
forward predicted reectance using the pretrained forward
prediction NN (red-line) are depicted in Fig. 4(a). Inset is the
scanning electron micrograph (SEM) image of the meta-
material. Parameters C–T of the split-ring aperture measured
through SEM (shown in the gure) are the input data of the
pretrained NN. The experimental and predicted transmittance
of this sample are depicted in Fig. 4(b). Furthermore, the
experimental and predicted reectance (transmittance) of the
second metamaterial sample is displayed in Fig. S4(a) and (b) in
the ESI.
Fig. 4 Comparison of the experimental and forward predicted values by
reflectance of the metamaterial with a cell-size of 350 nm (the measured
Experimental transmittance and forward predicted transmittance of the

5140 | Nanoscale Adv., 2022, 4, 5137–5143
The other samples were fabricated to test the inverse
prediction of the split-ring metamaterial. The experimental
reectance data of the metamaterial sample were added to the
pretrained tandem NNs, and inverse prediction of the input
spectral data was directly obtained from the output data of the
tandem NNs (similar to Fig. 3(a)). The experimental reectance
(transmittance) as well as the inverse predicted reectance
(transmittance) of the sample is shown in Fig. 5(a) and (b). In
this case, the exact parameters of the split-ring can be ignored,
which are only used for the transition layer in Fig. S2(b).†
Furthermore, the experimental reectance (transmittance) and
inverse predicted reectance (transmittance) of another sample
are depicted in Fig. S5(a) and (b).†

The forward prediction results in Fig. 4 almost match the
corresponding experimental data around three peaks; hence,
the predicted results are satisfactory considering the measure-
ment error of the split-ring size as well as the fact that the corner
of the slot is not a perfect right angle. Therefore, it can be
concluded that forward prediction based on an NN has the
same accuracy as the theoretical simulation and can be applied
as a practical method for designing split-ring metamaterials.
Concerning the inverse prediction of the experimental data in
Fig. 5, all the predicted results well match the experimental data
indicating that the tandem NNs can learn the exact details of
the metamaterial and “accommodate” certain aws of the
metamaterial, not just tting the training data. The transition
layer in Fig. S2(b) in the ESI† contains the predicted parameters
of the split-ring, which can be retrieved for further usage. It may
not be possible to simulate and optimize such inverse predic-
tion directly with COMSOL because a spectrum corresponds to
a couple of parameter combinations (one-to-many problem).
5. Optimization of metamaterial-
microcavity

The optical reectance, transmittance, and absorptance of
a single-layer metamaterial are important parameters in prac-
tice. However, single-layer metamaterials (<100 nm) can hardly
achieve extreme reectance (transmittance or absorptance) due
the pretrained NNs. (a) Experimental reflectance and forward predicted
parameters of the split-ring metamaterial are shown in the figure). (b)

metamaterial. Inset is the SEM image of the metamaterial sample.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Inverse prediction of the experimental spectral data by the pretrained tandem NNs. Experimental reflectance (a) and transmittance (b) of
the metamaterial sample compared with corresponding inverse predicted reflectance and transmittance. Inset is the SEM image of the meta-
material sample.

Fig. 6 Dependence of metamaterial-microcavity reflectance on gap
and wavelength according to the inverse design parameters of the
metamaterial. Inset is the 2D illustration of the metamaterial-
microcavity.

Fig. 7 Metamaterial-microcavity and its optical reflectance. (a) SEM imag
mirror (bottom). (b) Experimental and expected optical reflectance of m
metamaterial and the distance of the gap are given in the inset.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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to the limited interaction between light and the metamaterials.
Theoretical analysis and experimental results show that the
metamaterial-microcavity composed of a single-layer meta-
material and an optical mirror can greatly improve the optical
response characteristics.29,30 In this case, its overall optical
reectance will be determined by the reection and trans-
mission coefficients of the single-layer metamaterial as well as
the gap of the microcavity, and can be described theoretically as
follows:29

R ¼
�
�
�
�
rþ e�i2amt2

1� e�i2amr

�
�
�
�

2

(1)

where r and t are the complex Fresnel reection and trans-
mission coefficients of the single-layer metamaterial, m is the
reection coefficient of the mirror, a = 2pd/l is the phase
change and d is the distance of the gap. The external force can
modulate this distance, thus changing the optical response of
e of the fabricated metamaterial (top) and the whole membrane on the
etamaterial-microcavity. Inverse design parameters of the split-ring

Nanoscale Adv., 2022, 4, 5137–5143 | 5141
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the microcavity. In particular, magnetic eld sensors which use
Lorentz force to change the distance of the gap are an important
application eld of this kind of metamaterial-microcavity.30

Next, we expect this sensor to be able to transmit signals over
long distances by optical ber for non-contact and harsh envi-
ronmental applications. Therefore, the 1310 nm infrared light
in the telecommunication band is a good choice for optical ber
communication, and we also hope the sensor has high sensi-
tivity and a wide dynamic range around this band. This requires
that the overall reectance of microcavity R in eqn (1) reaches
the minimum value at the wavelength of 1310 nm with certain
d.

Hence, the reection coefficient r of the single-layer meta-
material is an important parameter to consider in the following
design. We rst needed to design the single-layer metamaterial
with the minimum reectivity at the wavelength of 1310 nm.
This can be easily done by the above inverse design method
(more details in the ESI†). Aer the inverse predicted parame-
ters of the single-layer metamaterial (C–T (nm), 498/296/217/56/
173/149/49) were obtained, we then plotted the overall reec-
tance of metamaterial-microcavity according to eqn (1), as
shown in Fig. 6. The overall reectance minimum (maximum)
at the wavelength of 1310 nm covers the range of the gap from
1450 nm to 1620 nm (1140 nm to 1270 nm), and this can
tolerate the gap error during the sample fabrication step.
Fig. 7(a) shows the SEM image of the metamaterial membrane
and details of the metamaterial pattern with predicted param-
eters. We then tested the overall reectance of the microcavity
based on this metamaterial and compared it with the expected
reectance, as shown in Fig. 7(b). They are in good agreement
around dips and peaks. As expected, we get a minimum
reectance at a wavelength of 1310 nm with a distance of a gap
of 1580 nm. In fact, the real gap of metamaterial-microcavity
may be a little different from 1580 nm used in sample fabrica-
tion because of gravity, but the results in Fig. 7(b) indicate that
the gap is indeed in the range of 1450 nm to 1620 nm.

6. Conclusions

We have demonstrated that DNNs are an efficient and fast tool
for the optimization of split-ring metamaterials and
metamaterial-microcavity. The pretrained DNNs veried with
experimental data can automatically design metamaterials on
demand forward and inversely. The optimized metamaterial
pattern provided great convenience for the optimal design of
metamaterial-microcavity andmade it possible for other special
applications. The proposed deep-learning-assisted meta-
material design method is a simple, fast, robust, and accurate
method for studying split-ring metamaterials and
metamaterial-microcavity, which is expected to play an impor-
tant role in metamaterial design and applications.

7. Methods
7.1. Simulation

We used COMSOL Multiphysics 5.4 to generate the training,
validation, and test data. A 3D wave-optics model with
5142 | Nanoscale Adv., 2022, 4, 5137–5143
electromagnetic waves in the frequency domain was used in the
simulation. The refractive index of gold was the interpolation of
the Lorentz–Drude oscillator model. The geometry of the split-
ring is shown in Fig. 1. A computer with dual Intel Xeon E5-
2696 CPUs and 128 GB RAM required approximately ve days
to prepare all the data. We used the open source Keras43 in
Python to build the NN. The forward training NN included four
layers; each of the three hidden layers had 100 neurons, and the
output layer had 86 neurons covering a wavelength range of
650–1500 nm with a step of 10 nm. We used ‘sigmoid’ as the
activation function in the hidden layers and there was no acti-
vation function in the output layer. The optimizer, loss, and
metric applied for the forward prediction were ‘adam’, ‘mse’
and ‘mae’, respectively. Approximately 4 min was required to
completely train a type of spectral response such as the reec-
tance. For the inverse design, the required time for inverse
prediction was similar to that for the forward prediction.
7.2. Metamaterial fabrication and characterization

The metamaterials were fabricated by the thermal evaporation
of gold on a silicon nitride membranes, followed by focused-
ion-beam milling of the gold lm. The bottom mirror of
microcavity is gold lm. The reectance and transmittance of
each metamaterial sample were determined using a micro-
spectrophotometer (CRAIC Technologies) with a halogen light
source.
Data availability
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available in University of Southampton ePrints research repos-
itory at https://doi.org/10.5258/SOTON/D2428.
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