
© 2022 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2022, 3, 8469–8484 |  8469

Cite this: Mater. Adv., 2022,

3, 8469

Ab initio study of lithium intercalation into a
graphite nanoparticle†

Julian Holland, ae Arihant Bhandari, ae Denis Kramer, bce Victor Milman, d

Felix Hanke d and Chris-Kriton Skylaris *ae

The process of Li intercalation is fundamental to the operation of Li-ion batteries and the computational

modelling of this process, as atomic resolution would be of great benefit to the rational design of

improved battery materials. Towards this goal, we present an approach and workflow for the simulation

of Li intercalation which uses electrostatic considerations. These considerations use the electrostatic

potential found from Density Functional Theory (DFT) calculations as a guiding principle to find

favourable sites for Li intercalation. We test the method on graphite-based models of anodic carbon,

graphite nanoparticles. The study of nanoparticles using first-principles methods is made possible thanks

to linear-scaling DFT which allows calculations on larger numbers of atoms than conventional DFT.

We show how our approach can reproduce the well-known Li staging and we investigate the electronic

structure of the nanoparticle obtained via atomic charges and density of states analysis. We also

compute the open circuit voltages of the structures via a convex hull formalism and find reasonable

agreement with experiment with respect to the degree of Li intercalation. Our approach provides a

novel route to simulating the intercalation process and, combined with linear-scaling DFT, can be used

to investigate intercalation in complex nanoscale electrode structures.

1 Introduction

Li-ion batteries are charged and discharged by the intercalation
and deintercalation of Li within electrodes through an
electrolyte.1 The most popular anode material is graphite due
to its high Li storage capacity, electrochemical stability, cycling
stability, and affordability.2–8 For this reason Li intercalation
into graphite has been the subject of intense study both
experimentally9–14 and computationally.15–21 Other graphite-
like anode materials such as graphenelyne,22 biphenylene
monolayers,23 or even doped graphite24 have also been subject
to intense study.

Despite this, the mechanisms surrounding the charging and
discharging of the graphite anode are still not fully under-
stood.25–27 Recent experimental and computational investiga-
tions have focused on the entropic contributions of different
stage formations,17,19,21 the transition between Li stages,11 and
the kinetics of Li intercalation.17,18,20 Experimental results
often differ from computational ones. For example, the voltage
step profiles presented by Persson et al.18 were unable to match
the experimental results presented by Stevens and Dahn28 even
when including van der Waals (vdW) corrections.

A potential cause of the apparent mismatch between experi-
ment and computation is that, until now, ab initio calculations
have been primarily performed on bulk graphite. Graphite, in
batteries, often occurs at the micro- or nano-scales.29,30 The
incidence of particles occurring at the nano-scale is likely
to increase with cell age due to the prevalence of cracking as
the volume expands and contracts upon charging and dis-
charging.31,32 It is possible that to reconcile computational
and experimental results, the unique structural properties of
the nanoparticle must be accounted for. This has proven
difficult to model at electron resolution due to the large
number of electrons present in a nanoparticle. Conventional
density functional theory (DFT) scales at O(n3), where n is the
number of atoms in the system, due to the need to perform
computationally expensive processes such as diagonalization
under the constraint of orthonormality. This puts an effective
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limit on the size of the system that can be studied using
conventional DFT. Large-scale DFT calculations are possible
due to the recent developments of linear-scaling DFT, where the
computational cost scales at O(n). We use ONETEP33 (cf. Section 2.1)
because of the highly parallelizable nature of this program.

Previously, we investigated graphite systems with inter-
calated34 and nucleated Li.35,36 These studies were performed
on graphite slabs and we found energetic preferences for Li
intercalation and nucleation at graphite edges. As experimen-
tally used systems contain multiple edges, these types of effects
can be studied in greater detail with a graphite nanoparticle.
In this work, we advance understanding by focusing on Li
intercalation into the graphite nanoparticle by adopting a novel
Li placement strategy. This study can be further advanced
to consider events of nucleation and dendrite formation on
graphite nanoparticles by extending Li placement on surfaces
as well (cf. Section 2.5).

Established methods such as cluster expansion37,38 have
been used to simulate Li intercalation in bulk systems pre-
viously.18,39 However, these methods require the energy calcu-
lations of multiple extra configurations to find the lowest
energy structures.37 This is computationally expensive, particu-
larly when performing these calculations on large systems.
Ran et al.38 partially address this issue by employing a group-
subgroup transformation formalism to rigorously find struc-
tures for their bulk graphite system and eliminate a large
portion of configurational space. This reduction of configura-
tional space allowed them to identify a new extremely low
ground state structure occurring at Li0.0625C6.

However, even with the impressive breakthroughs of Ran
et al., an insurmountable disadvantage of this method is that it
requires long-range, translational symmetry (i.e. the construc-
tion of a supercell).40 Methods such as cluster expansion
or group sub-group transformation are unsuitable for dealing
with large systems of low long-range symmetries, such as
nanoparticles. Recently, Shen et al.41 demonstrated a method
that used the charge density minimum for intercalating lithium
ions and demonstrated it on a large number of common, bulk
cathode materials. To insert Li they find the relaxed,
unlithiated structures of the bulk cathode crystals and the
respective local minima of charge density equating them to
lithiation sites. The authors validated the use of charge density
by calculating the binding energy of known Wyckoff sites in the
crystals and compared them to their predictions. They found
that the charge density predictions aligned with the Li atoms’
site preference. They were also able to capture structural
phenomena such as accurately reproducing which Li insertions
would give topotactic insertions.

Given that the primary source of interaction in graphite
intercalated compounds (GICs) between Li and C is electro-
static, we, instead, place Li atoms at the global minimum of the
electrostatic potential within our system. After each lithiation,
this method should only find structures that are close to the
ground-state and therefore reduce the number of calculations
needed to be performed (cf. Section 2.4). To validate our model
we will be looking for a number of structural and electronic

phenomena that we would expect to occur in graphite. The
phenomena we validate against are detailed below.
� Li staging: Li intercalation occurs with a staging process

whereby lithiation between graphite layers does not result in a
uniform distribution. Li will preferentially populate sites
between graphite layers that have already experienced some
degree of lithiation, thus forming a layer of Li. The Li layers that
form have a long-range symmetry that is dependent on the
degree of global lithiation. The type of staging is dictated by the
number of graphite layers between Li layers. If there is only one
(i.e. full or close to full lithiation) then this is a stage I
compound, if there are two it is a stage II compound, and
so on.42

� AB to AA graphite shift: graphite’s lowest energy state has
its individual graphite sheets staggered. i.e. the centre of a
graphite hexagon will have a carbon atom aligned directly
above and below it. This is known as an AB structure. With
increasing Li saturation the vdW forces between graphite
sheets are weakened. They are replaced with Li–C interactions.
As the lowest energy state for Li is directly above and below a
centre of the graphite hexagon there is increasing preference,
with increasing lithiation, for the graphite layers to slide over
one another to accommodate the Li’s optimum position.19,43

Therefore, a transition to an AA structure occurs where all C atoms
in graphite layers are stacked directly on top of each other.
� Charge transfer: upon entering the graphite structure Li

atoms give up their 2s electron to the C 2p orbitals. This plays
an important role in the expansion of the graphite intercalated
compound (GIC), as well as the staging process.11 Charge
transfer can be probed through the analysis of local charges
on atoms, as well as the electronic density of states (DOS).44

� Voltage step profile: direct comparison to experimental
open circuit voltage (OCV) measurements can be made by
plotting the calculated voltages from the ground-state struc-
tures against the degree of lithiation.18 To find the ground-state
structures we draw a lower convex hull from all GICs we
produce. These structures tend to be topotactic as we inter-
calate further until the threshold for the next structure is met.41

Comparison to experiment and prior computational studies
through the aforementioned metrics will enable us to assess
the quality of our model. We will also be able to highlight the
differences that occur when moving to the nanoscale with our
nanoparticle.

The paper is structured so that in Section 2.1 we briefly
outline the linear-scaling DFT code that we use, ONETEP.
In Section 2.2, we benchmark exchange–correlation functionals
that account for long-range forces for a graphite-like system
and select the best functionals to move forward with. We
then define our nanoparticle and calculation properties in
Section 2.3. The intercalation methodology is outlined in
Sections 2.4 and 2.5. We outline the results in Section 3,
splitting them into structure (Section 3.1), local charge (Section
3.2), electronic density of states (Section 3.3), and voltage step
profiles (Section 3.4). Finally, we perform further calculations to
investigate the cause of the lack of AB to AA shift as we
intercalate our nanoparticle in Section 3.5.
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2 Methodology
2.1 ONETEP

All calculations were performed with ONETEP, a linear-scaling
DFT code, where the computational cost scales linearly with the
number of atoms as opposed to cubic scaling in conventional
DFT.33,45 ONETEP is based on reformulating DFT in terms of
the one-particle density matrix. This matrix is expressed in
terms of atom-centred, non-orthogonal generalised Wannier
functions (NGWFs).46 The NGWFs are in turn expanded with a
basis set of periodic sinc (psinc) functions which are related to
plane waves through a unitary transformation.47 This allows us
to truncate the one-particle density matrix and thus achieve
linear scaling for large enough systems.

2.2 Modelling graphite properties

When modelling graphite computationally using DFT, a careful
approach to functional selection must be made. Intraplanar
bonding can be reproduced easily enough with most functional
choices, due to the well-defined nature of covalent bonds.
However, the interplanar interactions are determined by
weaker, long-range effects. These interactions are not
accounted for with generalised gradient approximation (GGA)
functionals48–51 and spuriously accounted for with local density
approximation (LDA)52 functionals. For this reason, many non-
local functionals53–57 and empirical correction terms58–62 were
developed.

This work aims to add Li atoms between the graphite layers
at the most favourable sites. This adds a further layer of
complication as the electrostatic interactions of Li–C are stron-
ger than the C–C vdW interactions.18 An accurate representa-
tion of vdW interactions is therefore essential for realistic Li
intercalation.

Starting from pure graphite we consider a number of func-
tionals to determine which one best models the interlayer
binding energy and interlayer spacing. Our results were compared
to other computational and experimental studies. We consider the

following non-local functionals: rVV10,53 AVV10s,54 vdW-DF,55

vdW-DF2,56 optPBE,57 optB88.57 We also consider PBE with the
Grimme D2 empirical correction term.58

The calculations were performed on a 640 atom graphite
structure with periodic boundary conditions.33 The structure
is 10 layers high, with each layer consisting of 64 C atoms
(cf. Fig. 1a). To find the interlayer spacing we follow the
technique outlined by Bramley et al. to expand our unit cell.63

We iterate upon this technique by only varying a single lattice
parameter, or interlayer spacing (c), as demonstrated by Siersch
et al.,64 between 2.978 and 4.964 Å. The kinetic energy cutoff
was kept constant throughout (732.32 eV) while the number of
psinc functions, that form our basis set, along the z-axis were
increased.65

Plotting the total energies against the volume of the simula-
tion cell allows us to fit a third-order Birch–Murnaghan equa-
tion shown in Fig. 1b.64,66,67 As only the interlayer spacing is
varied this is what is displayed on the x-axis instead of volume.
We use the least mean square method to fit this equation to
our results. The minimum of this plot gives the lowest energy
simulation cell volume and therefore the ideal interlayer
spacing (c).

The interlayer binding energy, Eint, was found by consider-
ing the energy difference between the bulk, Ebulk, with the
minimum energy interlayer spacing for each functional used,
and that of infinitely separated graphene sheets, Esep. In
practice, we set our graphite system to have an interlayer
spacing of 10.1 Å which should be far enough away that any
long-range interactions are negligible.

Eint ¼
Esep � Ebulk

N
(1)

where N is the number of layers in our system. The binding
energies are presented in Table 1.

In this table, we compare our binding energy and interlayer
spacing values to experimental data and to other published
DFT results. We do this to validate our findings and to establish

Fig. 1 (a) Periodic graphite structure used to test various non-local functionals and empirical correction terms. (b) The relationship between the
interlayer spacing of bulk graphite and the total energy. A third-order Birch–Murnaghan equation of state was used to fit this plot. Results of the optPBE
non-local functional and PBE with the D2 correction term are shown.63,65 Experimental results by Baskin and Meyer are also shown.68
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the functional that predicts the most realistic graphite properties.
Attention should be drawn to the disparate experimental layer
binding energy values cited in Table 1. There is no definitive way to
find the interlayer binding energy of graphite experimentally in the
literature. There have, however, been several attempts to find a
good approximation that we include in our table.69–71

As shown in Table 1, our calculated values for both interlayer
spacing and interlayer binding energy are similar to and, in the
case of interlayer spacing, often replicate the results found by
Hazrati et al.16 and Chen et al.15 This demonstrates that the
accuracy of ONETEP is comparable to that of plane-wave codes
such as VASP.74 We find that rVV10 and optB88 functionals
give the best overall interlayer spacing and PBE-D2, vdW-DF,
and vdW-DF2 give interlayer binding energies similar to that
reported by Zacharia et al.69

Chen et al.15 found PBE with the Grimme D2 dispersion
correction to perform the best. They also find the C33 elastic
modulus for comparison between functionals. Hazrati et al.16

chose the optB88 functional to move forward in their calcula-
tions. They selected it because it gave the best overall structure,
which is reflected in our results, and this was deemed to be the

most important feature for the type of calculations they were
doing. However, they also note that optPBE performs equally
well due to its better prediction of binding energy. Lenchuk et al.72

found vdW-DF to best recreate the structural and thermodynamic
properties of graphite and Li intercalated graphite. It was the only
functional to correctly estimate the shape of the voltage step profile
without the need for correction.

With no apparent best functional we ran calculations using
the Grimme D2 functional correction term58 championed by
Chen et al.15 as well as the optPBE non-local functional57 as it
gave close to experimental values for both metrics. This will
allow a comparison of both the most common approaches to
modelling vdW interactions, non-local functionals and empiri-
cal correction terms, for our system.

2.3 Nanoparticle

Our nanoparticle consists of 484 C atoms and is terminated
with 108 H atoms. It is 4-layers thick with each layer consisting
of 121 carbons and 27 hydrogens (Fig. 2). This structure was
constructed using Materials Studio.75 Dangling carbon sigma
bonds are terminated with H atoms because it is a naturally
occurring structure, described by Andersson et al.30 This size of
structure is considerably smaller than even the smallest nano-
particles used in anodes which typically consist of 1000s of
atoms.30 This size was chosen as it has been shown that
polycyclic aromatic hydrocarbon (PAH) dimers reach an assym-
topic limit of interaction energy with increasing monomer C
atom count.76 Circumcoronene (C54H18) was shown by Totton
et al.76 to be approaching that limit. A similar limit was
observed with the binding energy PAH adsorbing on to gra-
phene with respect to number of aromatic rings by James and
Swathi.77 We use this limit as a guide for our individual layer
size. By more than doubling the C atom count in each sheet,
compared to that of Circumcoronene, we are confident that our
system is close enough to the limit to exhibit graphite-like
binding energies. To ensure the completion of our calculations
in a reasonable time frame, a necessity to validate the methods
we wish to look at in this paper, we abstain from increasing
the size of our nanoparticle further. The structure has enough
layers to exhibit most of the natural properties of Li

Table 1 Comparison of interlayer spacing and binding energy results
between experimental and other theoretical values

Interlayer spacing (Å)

Experiment 3.3360 � 0.000568

Functional
Our results
(ONETEP)

Chen et al.15

(VASP)
Hazrati et al.16

(VASP)
Lenchuk et al.72

(VASP)

LDA — 3.33 — —
LDA-D258 — 2.99 — —
PBE73 — 4.42 4.40 3.99
PBE-D258,73 3.22 3.23 — —
PBE-D360,73 — — — 3.34
rVV1053 3.36 — — —
AVV10s54 3.48 — — —
vdW-DF55 3.56 — 3.59 3.54
vdW-DF256 3.51 3.51 3.51 —
optPBE57 3.44 3.45 3.44 —
optB8857 3.36 3.36 3.36 3.32
optB86b57 — — 3.31 3.29

Layer binding energy (meV per atom)

Experiment

52 � 5 Zacharia et al.69

31 � 2 Liu et al.70

35 � 15 Benedict et al.71

Functional
Our results
(ONETEP)

Chen et al.15

(VASP)
Hazrati et al.16

(VASP)
Lenchuk et al.72

(VASP)

LDA — 23.7 — —
LDA-D258 — 114.9 — —
PBE73 — 0.9 1.0 —
PBE-D258,73 54.5 55.2 — —
PBE-D360,73 — — — 53
rVV1053 70.4 — — —
AVV10s54 65.3 — — —
vdW-DF55 54.0 — 52.7 53
vdW-DF256 53.4 52.1 52.0 —
optPBE57 64.0 63.7 63.7 —
optB8857 70.7 69.6 69.5 70
optB86b57 — — 69.9 70

Fig. 2 The workflow employed (left) to intercalate a graphite nanoparticle
(right) with Li atoms using the electrostatic potential as a guide for Li
placement. Li atoms are in pink, C atoms in black, and H atoms in white.
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intercalation, such as staging and stacking which need several
layers of C atoms to occur. Although, we do expect differences
compared to bulk staging as evidence points to a minimum of
8 layers required to fully describe this process.78

Graphite-like structures such as this can be intercalated up
to the LiC6 limit. A 484 C atom nanoparticle should therefore
have around 80 Li sites. However, this is not a bulk structure
and adsorption occurs both above and below the nanoparticle.
Therefore an extra layer of sites needs to be accounted for.
This would increase the number of lithiation sites to approxi-
mately 100. However, for the reasons that will be explained in
Section 2.5, only the 60 internal Li intercalations are modelled.
It should also be noted, given the geometry of our nanoparticle,
if we were to assume all Li is perfectly spaced, as we discuss in
Section 3.5, then the maximum Li intercalation limit is 42.

All nanoparticle calculations were performed using the general-
ised gradient approximation (GGA) exchange–correlation func-
tional, PBE73 with the Grimme D258 dispersion correction
or using the non-local optPBE functional57 (cf. Section 2.2).
We use a kinetic energy cut-off value of 830 eV and a NGWF
radii of 9.0 a0. The core electrons are represented using projected
augmented waves (PAW)79 from the well-established80 GBRV
pseudopotential library.81 For Li, all electrons were treated as
valence because we expect Li electrons to move from the Li to
the graphite structure. We do not want to artificially restrict this
charge transfer by treating the 1s2 electrons as core electrons.
Calculations were performed with ensemble-DFT (EDFT),82 spin
polarisation, and utilised the quasi-Newton Broyder-Fletcher–Gold-
farb–Shanno (BFGS) algorithm due to its stability and efficiency.83

Our geometry optimisation calculations use a displacement con-
vergence tolerance of 1.5 � 10�2 a0, an energy convergence
tolerance of 1.5 � 10�6 Eh, and a force convergence tolerance of
3 � 10�3 Eha0

�1. Periodic boundary conditions have been used.
A sufficiently large, cubic simulation cell with a volume of 2.362 �
105 a0

3 was used to reduce interactions between the nanoparticle
and its periodic images.33,84 This provides a vacuum between
particles of over 53 a0 inline with the nanoparticle planes and 74
a0 orthogonal to the nanoparticle planes. We include an image of
our nanoparticle in its simulation cell in our ESI,† to demonstrate
the relative proportions of vacuum to system. All input files are
provided in the ESI.†

2.4 Intercalation procedure

To place highly polarizable Li atoms in a structure, the optimal
sites of intercalation need to be found. Chevrier and Dahn did
this for amorphous Si anodes by identifying the largest open
spaces available to the ion.85 Shen et al. did this via the use
of charge density (cf. Section 1).41 We use the electrostatic
potential minimum. The main interaction between an inter-
calated Li atom and the graphite is electrostatically driven.
Therefore, using the electrostatic potential as a guide for
finding favourable intercalation sites is a reasonable assump-
tion to make. Here, we describe the practical procedure of the
calculations undertaken. First, our initial unintercalated struc-
ture is relaxed with a DFT geometry optimisation. The electro-
static potential of this relaxed structure is output as a voxel

cube file in ONETEP. We find the minimum value voxel in the
simulation cell and translate the voxel’s position to real space
Cartesian coordinates. We then place a Li atom at this position.
The script that processes the voxel cube file is provided in our
ESI.† Then, we relax the structure with the newly-added Li
atom, find the position where the electrostatic potential of this
new structure is minimum, and place the next Li atom at the
position of this minimum. We then run a single point calculation,
find the position where the electrostatic potential is at its mini-
mum, and place the third Li atom at this minimum. We repeat
this process alternating between single point calculations and full
geometry optimisation calculations until our structure is fully
lithiated. Single point calculations are considerably lower in
computational cost and given that our structure is relaxed regularly
we do not expect a significant change in Li placement. We also
perform a full geometry optimisation on our final structure. The
workflow of this process is demonstrated in Fig. 2.

2.5 Placement restriction

Initial nanoparticle calculations with the PBE-D2 functional
had no restrictions on where the Li atoms could be placed.
We observed pseudo-stage II Li atom distribution up to the 21st
lithiation (Fig. 3b) if we ignore the basal plane adsorption. After
this, populating of the central layer occurred and the structure
became stage I. As we continued to lithiate, Li-metal accumula-
tion on the basal planes was observed (Fig. 3c).

The results yielded from the unrestricted placement of
Li warrant further investigation, particularly with reference to
Li–metal formation being more favourable than intercalation.
Li-plating on anodes is an active area of research35,86 and is a
topic that should be pursued in another project. Li on indivi-
dual layers are not expected to interact significantly with Li on
other layers.18 For this reason we restricted Li placement
between the highest and lowest carbon atoms along the z-axis
as any atoms adsorbed on the basal plane are unlikely to affect
the internal structure. Because adsorption has been prevented,
60 Li atoms is now the theoretical maximum intercalation.

In our optPBE functional calculations, the structure of the
graphite sheets became so flared that the Li were still able to
adsorb to the basal plane as they could technically still be
placed on the basal plane but below/above the highest/lowest C
atom. To prevent this we added a 1 Å lithiation restriction zone
around the highest and lowest C atoms.

3 Results and discussion

Using the procedure described in Sections 2.4 and 2.5 we
intercalate our nanoparticle with Li atoms consecutively. This
process is performed twice with different exchange–correlation
functionals: PBE, with the D2 correction term, and optPBE
(cf. Section 2.2).

3.1 Structure

For the PBE-D2 functional we observe the formation of a stage II
structure up to the 29th lithiation (Fig. 4b). This is approximately
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half of the theoretical lithiation maximum for intercalation of
internal layers. If our system had aligned with the staging mecha-
nism observed in bulk graphite,19 all sites in the upper and lower
layers would be occupied before the filling of the central layer, i.e. a
stage II structure up to the 40th lithiation. Further lithiations past
the half-lithiated (30 Li) structure result in an early collapse to a
stage I structure as the central layer is populated. The formation of
a stage II structure is a promising result and demonstrates that the
nanoparticle follows similar behaviour to what was observed by
computational studies on bulk graphite.18,19

A similar pattern is observed for our optPBE calculations,
whereby the initial intercalation layer choice makes future
intercalations into that layer more likely (Fig. 5a). However,
because our initial Li intercalation occurs in the central layer,
with half as many possible sites available for stage II popula-
tion, the breakdown to stage I occurs earlier (Fig. 5b).

In both the optPBE and PBE-D2 calculations the early break-
down of stage II to stage I is observed. This breakdown is unlike
the dilute phase transitions that are observed by Dahn25 and is
instead due to the intercalation model preferring Li placement
around the edges of the nanoparticle. We discuss the cause of
this edge site preference in later Sections (cf. 4.2 and 4.5). The
preference appears to be strong enough to forgo population in

the centre of an already populated layer for an edge site on a
different layer.

Both generated final structures (Fig. 4c and 5c) have
an uneven distribution of Li atoms in individual layers. In the
PBE-D2 structure, the upper layer has 17 Li atoms, the middle
has 21 atoms, and the lower has 22. For optPBE, the disparity is
more pronounced with the upper layer having 15 Li atoms, the
central layer having 27 Li atoms, and the lower layer having
18 Li atoms.

This uneven distribution can be partially attributed to the
preference of Li to populate the edges of the nanoparticle. This
is because the edge-site preference is strong enough to overcome
intra-layer Li–Li repulsion interactions thereby increasing the
maximum capacity of individual layers in the nanoparticle.
In the final structure, for our PBE-D2 calculations (Fig. 4c), some
Li atoms were found to be within 2.7 Å of each other, as opposed to
the 4.3 Å typically observed in bulk GICs. The same is true for our
optPBE calculations. These structures are not fully saturated as
there are numerous lithiation sites unfilled in the centre of the
upper and lower layers. This is surprising, as if this were realised in
experiments it could provide a route to exceeding the 372 mA h g�1

theoretical limit of energy storage for graphite without the stacking
of layers of solid Li, as was observed by Küuhne et al.87

Fig. 4 Significant geometry optimised GIC structures from Li intercalation with Li placement restrictions (cf. 3.5), using PBE with the D2 correction term.
Li atoms are in pink, C atoms in black, and H atoms in white. Images of all structures can be found in our ESI.† (a) 1st lithiation, Li atoms fill the central layer
after this point. (b) 29th lithiation, Li atoms start filling the central layer after this point. (c) 60th lithiation is the theoretical maximum lithiation.

Fig. 3 Li intercalation of graphite nanoparticle with unrestricted placement of Li. Li atoms are in pink, C atoms in black, and H atoms in white. Images of
all structures can be found in our ESI.† (a) First Li atom is placed on the basal place of the structure. (b) 21 Li atoms intercalated in the graphite
nanoparticle. Stage II stacking persists. (c) 51 Li atoms intercalated into the graphite nanoparticle. Stage II stacking is lost and there is a build up of lithium
metal on the surface of the nanoparticle.
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A theoretical study on how the particle size distribution of
graphite affects the cell performance is presented by Röder
et al.29 In this paper, they find that distributions with smaller
graphite nanoparticles are less likely to degrade and have
higher internal capacities compared to distributions with larger
particles. Our observations of closer than typical Li placement
in our nanoparticle could partially explain the increased
capacity observed by Röder et al.29

While lithiation occurs primarily around the edge sites, at
later intercalations, both functionals begin to favour the filling
of the centre of the central layer over available edge sites on the
upper and lower layers. This phenomenon appears earlier in
the optPBE calculations than in the PBE-D2 calculations. This
led to the final structure of our optPBE calculations (Fig. 5c)
having a significantly more heavily populated central layer than
its PBE-D2 counterpart (Fig. 4c). This demonstrates the drastic
effect that different interpretations of the long-range forces
have on the electrostatic potential of GICs. The earlier popula-
tion of the centre of the nanoparticle in our optPBE calculations
indicates either that the electrostatic potential is lowered in the
centre of the central layer or the edge site electrostatic potential
is raised at the upper and lower layer edge sites relative to our
PBE-D2 calculations. We find the latter of these conclusions to
be more likely for the reasons given below.

In our PBE-D2 calculations, we observe a 19.7% increase in
interlayer spacing at the edges of the nanoparticle, where the
majority of the lithiation occurs, and a 7.5% increase at the
centre of the nanoparticle, where less lithiation occurs. For our
optPBE calculations, we observe a 17.4% increase at the edge
and a 2.88% decrease in the centre. It is likely that the geometry
of our structures, decided in part by the interpretation of the
long-range forces, is the direct cause for the different prefer-
ences of edge and centre sites between both functionals.
The decreased space afforded to the edge sites in the optPBE
calculations relative to the PBE-D2 calculations likely meant the
electrostatic potential was slightly higher and the global mini-
mum was now located within the relatively unaffected centre of
the central layer. Experimental results observe a uniform 10.4%
increase in interlayer spacing when comparing graphite (3.35 Å)
to its fully lithiated GIC (3.70 Å).88 We would expect a larger
increase in interlayer spacing in our nanoparticle compared to
bulk calculations due to our structure being intercalated in a

vacuum. This is because the nanoparticle lacks the pressure
along the z-axis which is present in bulk graphite and serves to
compact the structure. While this explains the larger than bulk
graphite increases at the edges, it does not explain optPBE’s
decreasing centre, particularly when considering that the cen-
tre of the optPBE nanoparticle is more filled than its PBE-D2
equivalent. One possible description of this effect is that due to
the lower uniformity of Li distribution and the lack of external
pressure on the outer graphite layers increased deformation
was allowed to occur. This increased ‘‘flaring’’ of the outer
graphite layers can only be attributed to optPBE’s interpreta-
tion of long-range forces. For PBE-D2 The C–C bond length
increases by 0.012 � 0.007 Å as we intercalated to 60 Li. For
optPBE the bond length increased by 0.015 � 0.007 Å. This
bond length increase occurs primarily around the edges where
the H termination occurs causing shorter C–C bonds due to the
slight electronegativity difference (cf. Section 3.2). We do not
anticipate this small an increase in bond length and therefore
surface area to have a significant effect on properties such as Li
capacity.

Given the uniqueness of our structure and how little
literature there is surrounding the intercalation of graphite
nanoparticles, it is hard to say which method out of optPBE and
PBE-D2 generates the most realistic structure. For this reason,
we will continue with the analysis of both.

We observe no shift from an AB to an AA structure, some-
thing we would expect to see if this were a bulk structure.
We explore the cause behind this in Section 3.5.

3.2 Mulliken population analysis

To obtain some insight into the distribution of charges, we use
Mulliken population analysis89 to partition the total charge
density into point charges associated with individual atoms as
intercalation occurs. For both functionals, in the unlithiated
structures, this technique reveals that the edge C atoms, those
directly bonded to H atoms, have a slight negative charge due to
the difference in electronegativity (Fig. 6a and c). This leads to
Li placement at sites closer to the more negatively charged C
atoms. The placement of Li atoms at edge sites, which donate
their electrons to the graphite structure (cf. Section 3.3), exacer-
bates the effect leading to more negatively charged edges in
the lithiated structures (Fig. 6b). Another possible cause for the

Fig. 5 Significant geometry optimised GIC structures from Li intercalation with Li placement restrictions (cf. 3.5), using the optPBE correction functional.
Li atoms are in pink, C atoms in black, and H atoms in white. Images of all structures can be found in our ESI.† (a) 1st lithiation, Li atoms fill the upper and
lower layers after this point. (b) 12th lithiation, Li atoms start filling the upper and lower layers after this point. (c) 60th lithiation is the theoretical maximum
lithiation.
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edge accumulation of Li atoms is the topological spin polarisa-
tion of the graphite edges as was observed by Peng et al.34 The
authors note the prevalence of this effect is most extreme for
zig-zag edges that are H-terminated. However, upon analysing
the spin density of our nanoparticle at various stages of lithia-
tion we saw no evidence of spin polarised states emerging as
the ground-state. For both our calculations it is apparent that
places where Li has intercalated result in a greater population
of electrons in the surrounding carbons (cf. Fig. 6b and d). This
replicates what has been observed in the literature for bulk
graphite.90

3.3 Density of states

Further evidence for the transfer of electrons from the Li to the
graphite nanoparticle can be found by examining the density of
states (DOS). Comparing the total DOS (TDOS) of the nano-
particle to that of its fully lithiated counterpart and shifting
both graphs so their Fermi levels occur at 0 reveals a shift in the
TDOS to the left as lithiation occurs (cf. Fig. 7). The increase in
states below the Fermi level with lithiation is predictable for a
system to which we add more electrons. However, by analysing
the partial DOS (PDOS) (cf. Fig. 8) for individual angular
momentum channels and the local DOS (LDOS) (cf. Fig. 9) for
each atom type, we can assign the electrons being added largely
occur in the C 2p states and very little is added to the Li 2s
states. This is clear evidence of the donation from the inter-
calant band to the graphitic band.

These findings are supported by previous theoretical studies
on bulk graphite90–92 and experimental studies.11 The experi-
mental findings of Mathiesen et al. went on to associate the
charge transfer with the elongation of the interlayer carbon
interactions and subsequent staging processes.11 Something we
observe in our structure (cf. Section 3.1).

3.4 Voltage step profiles

We can directly compare the results of the intercalation proce-
dure to that of experiment by computing a thermodynamically
relevant observable quantity, the intercalation voltage. The Li
intercalation reaction into the graphite nanoparticle, G, can be
written as

nLi + G - LinG, (2)

where, n is the number of intercalated Li into the graphite
nanoparticle: n = 0 for a fully unlithiated graphite structure and
n = N for a fully lithiated graphite structure (N = 60 for our
graphite nanoparticle, cf. Section 2.5). To plot a voltage step
profile from ab initio calculations, we need to find the ground-
state structures during lithiation of the graphite nanoparticle.
These structures can be found by plotting the formation energy
(Ef) against the number of Li intercalated (n) and connecting
these points by a lower convex hull. The ground-state structures
are those that lie on this convex hull. The formation energy of
lithiated graphite nanoparticles can be calculated with respect

Fig. 6 Mulliken population analysis for C atoms for the fully unlithiated (a and c) and fully lithiated (b and d) graphite nanoparticles. The axes are the
spatial coordinates within the simulation cell in Bohr and the colour indicates the charge of individual C atoms. More detailed images for all individual
atoms can be found in ESI.† (a) PBE-D2, 0 Li, electron population of C atoms. (b) PBE-D2, 60 Li, electron population of C atoms. (c) optPBE, 0 Li, electron
population of C atoms. (d) optPBE, 60 Li, electron population of C atoms.
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to the two end states of fully unlithiated (n = 0) and fully
lithiated (n = N) as:

EfðnÞ ¼ ELinG � 1� n

N

� �
EG �

n

N
ELinG: (3)

Here E is the DFT calculated energy. We can ignore the contri-
butions of entropy at 0 K, while Pressure-volume contributions are
also expected to be small.19,93–95 The calculated formation energy (Ef)
is shown in Fig. 10a and b for the geometry optimized structures.
We draw the convex hull using the convex hull finder Qhull.96

Fig. 7 TDOS of the graphite nanoparticle compared to the fully lithiated graphite nanoparticle, for our (a) PBE-D2 and (b) optPBE calculations.

Fig. 8 PDOS of the fully lithiated graphite nanoparticle, for our (a) PBE-D2 and (b) optPBE calculations.
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The Li intercalation process proceeds along the convex hull
via the identified ground-state structures. The intercalation
reaction from a ground-state with n1 Li to the next ground-
state with n2 Li can be written as

(n2 � n1)Li + Lin1
G - Lin2

G. (4)

The intercalation voltage produced during this intercala-
tion step from n1 to n2 can be calculated from the Nernst
equation:95

Vn1!n2 ¼ �
DE
eDn
¼ �

ELin2G
� ELin1G

� ðn2 � n1ÞELiðBCCÞ

eðn2 � n1Þ
(5)

Fig. 9 LDOS of the fully lithiated graphite nanoparticle, for our (a) PBE-D2 and (b) optPBE calculations.

Fig. 10 The formation energy of the Li intercalated graphite nanoparticles as a function of the degree of lithiation (n/N). N = 60 for our graphite
nanoparticle, cf. Section 2.5 The Li intercalation proceeds via the convex hull (shown as brown line). The points on the convex hull (shown as brown
circles) are the ground-states. The structures above the convex hull are shown with yellow triangles. Two different DFT functionals are considered:
(a) PBE-D2 and (b) optPBE.
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where e is the elementary charge. We performed a separate
calculation to calculate the energy ELi(BCC) of bulk lithium in its
lowest energy body centred cubic (BCC) structure using the
same calculation parameters as we used for the nanoparticle
(cf. Section 2.4).

The intercalation voltage step profile is shown in Fig. 11 for
both considered DFT functionals. PBE-D2 and optPBE nano-
particles vary in terms of shape and voltage range. With PBE-
D2’s profile occurring between approximately �0.4 and 0.9 V
and optPBE’s between approximately �0.2 and 1.75. The PBE-
D2 voltage step profile has a very shallow initial step of about
0.2 V, whereas optPBE has an initial step of about 1.7 V. Both
share an approximate plateau between 0.0 and 0.4 n/N. PBE-D2
has a drop just before 0.5 n/N before consistently decreasing.
optPBE has two shallow drops in voltage occurring at around
0.4 and 0.6 n/N before plateauing. The PBE-D2 voltage step
profile eventually decreases below 0 V at the around 0.9 n/N.
For optPBE the drop below 0 V occurs much earlier at around
0.4 n/N. The drop below 0 V indicates that it has no longer
become thermodynamically favourable for Li to intercalate
into the nanoparticle at the position of lowest electrostatic
potential.

Given that our nanoparticle, when intercalated using both
functionals, becomes saturated before reaching the theoretical
maximum, discussed in Section 2.3, we could elect to stop the
intercalation as soon as intercalation becomes unfavourable.
This is a more ‘natural’ method of determining our nano-
particle’s Li capacity. We visualise this in Fig. 12. Where N0 is
the number of Li atoms present in the on-hull structure that
upon intercalation results in a negative intercalation voltage.
A more intuitive visualisation for the insertion energies of
on-hull structures is given in our ESI.† For PBE-D2 the central
decrease caused by the stage II to stage I transition is moved
forward and more inline with that of experiment (cf. Fig. 13b).

For optPBE the result of this new saturation limit is less clear
due to the lack of on-hull structures generated in Fig. 13b.
For this reason we will use the theoretical maximum as our
intercalation limit so we can see how the voltage, beyond the
thermodynamically unfavourable limit, evolves. We acknow-
ledge that this means comparisons between experiment and
our structure may not be as direct but we still believe they have
value, particularly when comparing Li arrangements inside the
nanoparticle.

Other computational results that have focused on the bulk
graphite are shown in Fig. 13a and are compared to our
nanoparticle results. Even when modelling bulk graphite, com-
putational voltage step profiles appear to vary extensively
in magnitude and shape. Several factors affect the plots in
such a way such as the selection of a different pseudopotential,
dispersion corrections, and the exchange–correlation functionals.

We also compare our results with experimentally observed
open circuit voltage (OCV) profiles in Fig. 13b. We note that
PBE-D2 produces a voltage step profile that typically results in
more favourable intercalations than that of experiment until
the nanoparticle becomes saturated (i.e. when the voltage step
profile becomes negative). Our PBE-D2 nanoparticle’s voltage
step profile’s shape is also different from that of experimental
OCVs (Fig. 13b). Some parallels can be drawn in terms of curve
shape, such as the plateaus in both occurring around 0.1 to
0.5 n/N. The dip that occurs around 0.5 n/N in our PBE-D2
voltage step profile corresponds to the stage II to stage I
transition is also present in experimental results. However,
little resemblance can be observed beyond this point. Experi-
mental results predict a plateau above 0.6 n/N whereas our PBE-
D2 nanoparticle results continue to decrease. In comparison,
our optPBE results predict a less favourable intercalation
beyond the first intercalation with respect to experiment.
According to this profile, it is apparent that optPBE predicts
no favourable intercalation for this structure beyond the 0.4 n/N
lithiation. When comparing the shape of this profile to that of
experiment we see that the plateaus occurring at around 0.1 to
0.5 n/N are loosely replicated, the decrease at 0.6 n/N and the
plateau from 0.5 to 1 are replicated well. We can conclude from
this comparison that there is a significant difference between
intercalation behaviour in our nanoparticle and that of bulk
scale charging of an experimental anode. We can also conclude
that, with the methodology we implement, the choice of func-
tional has a large impact on the intercalation voltage, either
through the geometry of the structure they produce or
their energetic interpretation of such structures, and a careful
selection will need to be made in future work.

The differences between experimental plots and our nano-
particle results can, in part, be explained by the increased ratio
of terminated C atoms in our system compared that of a larger,
more realistic nanoparticle. Indeed, it has been shown in a
number of theoretical studies that an increased H atom to C
atom ratio has a noticeable effect on binding energy.76,77,101

Given the well-documented sensitivity of the Li intercalation
process to the interlayer binding of graphite, deviations are to
be expected. We would also expect an experimental OCV to be

Fig. 11 The computed Li intercalation voltage step profiles using two DFT
functionals: PBE-D2 and optPBE.

Fig. 12 The computed Li intercalation voltage step profiles, where inter-
calation stops once it becomes thermodynamically unfavourable, using
two DFT functionals: PBE-D2 and optPBE.
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effected by some of the different environmental factors such as
having the experiment be performed at 298.15 K, the use of
highly ordered pyrolytic graphite (HOPG), being mixed with
carbon binder, being in a functioning lithium half-cell, or being
in the presence of a mixture of ethylene carbonate and dimethyl
carbonate as electrolyte which leads to the eventual formation
of a solid electrolyte interphase (SEI). Whereas, our simulations
occur in a vacuum, for a single nanoparticle of graphite, at 0 K
and therefore would not exhibit any environmental effects.
Another source of potential error is non-local DFT’s known
issue with modelling highly polarizable ions such as Li102 due
to the use of atomic rather than ionic volumes.103 Anniés
et al.104 identify this issue for Pande and Viswanathan’s97

DFT-based Ising model which performs well for low Li abun-
dance stages but not for high Li abundance stages. Further
advancements can be made by considering graphite nano-
particles in electrolyte environments at applied voltage as in
experimental electrochemistry. In the recent years, we have
developed computational models for performing DFT simula-
tions in electrolyte under potential control which could be the
next step in this direction.105–107

3.5 AB pinning

As we report in Section 3.1, we observe no shift from an AB to
an AA structure in our graphite nanoparticle as it is lithiated,
something that we would expect to occur in a graphite-like
compound. To investigate the cause of this lack of structural

change we compare the energies of AA structures against that
of AB structures. We compare the relative energies of the
completely unfilled and completely filled nanoparticle with
ideal Li spacing, Li42G (cf. Section 2.3).

All calculations were performed with the parameters
described in Section 2.3 using the optPBE exchange–correlation
functional. All structures were relaxed using geometry optimisation.

The results in Table 2 show that for the empty graphite
nanoparticle structure, the AB structure is 4.6 meV per atom
lower in energy than the AA structure. This is expected given
that the AB structure of graphite is lower in energy than that of
AA graphite.43 We also note that for the comparison of the filled
nanoparticle with perfect Li spacing the AB structure is 5.2 meV
per atom higher in energy than the AA structure. This is also
expected as full GICs are typically lower in energy in the AA
configuration.43

Attention should be drawn to the nanoparticle filled with
perfectly spaced Li is 6.2 meV per atom lower in energy than the
filled nanoparticle with Li spacing generated by our method of
intercalation (cf. Section 2.4). This is also to be expected given
that we only use electrostatic potential as a guide for low energy
sites and not as a definitive global minimum.

Given that the perfectly filled AB structure was relaxed with a
geometry optimisation and it remained in the AB configu-
ration, we can conclude that there is a local energy minimum
for this carbon configuration. It is unclear whether the energy
barrier to transition to from the AB structure to the AA is

Fig. 13 (a) A comparison of computational voltage step profiles with increasing lithiation adapted from references: Persson et al.,18 Mercer et al.,19

Hazrati et al.,16 Pande and Viswanathan,97 Raju et al.,98 (b) a comparison of experimentally determined OCVs with increasing lithiation adaption from
references: Ecker et al.,99 Mercer et al.,19 Allart et al.,27 Reynier et al.,10 Thomas and Newman.100

Table 2 Comparison of energies per atom of graphite nanoparticle of different stackings and lithiation

592 atom nanoparticle

Structure AB 0 Li AA 0 Li AB 42 Li electrostatically distributed AB 42 Li perfectly distributed AA 42 Li perfectly distributed

eV per atom �131.0469 �131.0423 �136.0106 �136.0168 �136.0220
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significant. Mercer et al.19 perform climbing image nudged
elastic band calculations on this transition for bulk graphite
and find no significant energy barrier. However, they do find
meta-stable carbon sheet stackings as we do. They attribute
their meta-stable stackings to the increased configuration
entropy particularly present during de-lithiation caused by
residual Li left in stage II ‘empty’ interlayer spaces. Our meta-
stable states instead occur during lithiation where AB does not
transition to AA. We can not attribute this to the increased
configurational entropy of our system as a purely stage II AB
structure is observed well beyond the expected lithiation limit
for the transition to AA to occur (i.e. no ‘residual’ Li atoms are
present in the empty layer until well beyond the point we would
expect the AB to AA transition to occur). Of course, our
calculations are performed at 0 K and we acknowledge there
may be other entropic contributions that would destabilise our
AB structure, such as the Li moving away from the edge. This
leaves the geometry of our structure causing a significant
energy barrier to transition from AB to AA as our leading
explanation. Li–C binding at graphite edges has been reported
to be stronger than Li–C binding in the bulk.34,108,109 Given the
edge site presence of our structure, enhanced Li–C binding
could cause an energy barrier to transition that is not present in
bulk graphite.

In support of this explanation, we note that due to the way Li
is distributed in the nanoparticle we made using our method,
deformation in the graphite structure occurs that would allow
for closer, central, inter-layer C–C bonds. Furthermore, the
edge-favouring distribution of Li means that shifting layers
would leave some Li atoms outside the nanoparticle which
would either lead to a higher total energy due to the loss of
enhanced edge Li–C interactions, if the atoms were to remain
outside the particle, or would require a large Li atom reorgani-
sation which will not occur without including a way of model-
ling the kinetics of Li during intercalation.

Therefore we believe that no AB to AA shift is observed in our
structure as we intercalate with Li due to the local minimum AB
being stabilised by the emptier outer intercalation layers and Li
edge preference allowing the graphite sheets to flare and
interact as if they were unintercalated as well as the possible
AA structure being destabilised through edge accumulation
meaning that an AA transition would lead to large scale
deintercalaiton. This effect is allowed to occur because we
provide no mechanism through which the Li can move and
reorganise themselves. Unlike Mercer et al.19 reported meta
stable structures delaying the transition of AA to AB we are
likely observing a kinetic trap where Li not having the energy to
diffuse through the graphite structure at this temperature
means that the AB structure is pinned as the most stable state
for this arrangement of Li.

4 Conclusions

In this study, we have demonstrated the feasibility of performing
multiple ab initio calculations on entire graphite nanoparticles at

various stages of charge. We also demonstrated a novel inter-
calation method whereby lithiation is dictated by the electrostatic
global minimum. This method provides a suitable alternative to
other intercalation schemes such as cluster expansion,18 with the
advantage of being applicable to systems without long-range
symmetry such as nanoparticles. Despite drastic structural and
environmental differences of our nanoparticle to that of experi-
ments, Li staging, Li to C charge transfer, and the formation of an
OCV-like voltage step profile all occur readily. However, our
nanoparticle results diverge from that of other bulk graphite
results due to a preference for intercalation occurring at the edge
sites. We believe the edge site preference is caused by the slight
polarisation of edge C atoms by the more electropositive H atom
terminations, which consequently creates an electrostatic potential
minimum. The effect of this Li distribution is shown in the
distribution of local charges and leads to an increased polarisation
of the outer C atoms as more Li to C charge transfer occurs.
We also found the edge accumulation of Li to be a likely cause of
the nanoparticle structure being unable to transition from an AB
to an AA configuration.

Going forward, the availability of linear-scaling DFT we will
be able to make more realistic atomistic models of intercala-
tion. The same technique demonstrated here can be used in the
future for more sophisticated models. These improvements
could include structural refinements to our nanoparticle such
as increased scale and edge terminations that better reflect a
battery environment. Improvements to the model could include
the inclusion of temperature-dependent Li intercalation, the
addition of a kinetic model to our Li atoms that would enable
them to diffuse through graphite and away from the edges, and
the use of a solvent and electrolyte model.105–107
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