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First-principles study of the defect-activity
and optical properties of FAPbCl3†

Sean Nations, a Lavrenty Gutsev, *ab Bala Ramachandran, a Sergey Aldoshin,b

Yuhua Duan c and Shengnian Wang*a

With promising solar cell applications, organic–inorganic lead halide perovskites belong to a novel and

rapidly developing class of semiconducting materials. Unlike its well-investigated iodide counterparts,

formamidinium lead chloride (FAPbCl3) is a much less studied perovskite that shows superior stability

and surprisingly high selectivity and sensitivity towards certain gas analytes. The origin of the sensing

ability of this perovskite material can be traced to its high defect tolerance and the existence of some

defects which act as the ‘‘lock’’ to a certain gas analyte’s ‘‘key’’. In this work, we deepen the

understanding of this proven perovskite sensor through first-principles computational study of its defect

formation energies, charge transition energies, and optical properties. These studies are done with the

widely used GGA exchange–correlation functional PBE and the newer meta-GGA functional SCAN, both

incorporating the Grimme’s D3 dispersion correction. Additionally, we also consider experimental

conditions and the effect of temperature on electron screening in the simulations, which demonstrates

that screening is particularly important when considering high oxidation states of the defects. We also

note the importance of antisites in the Fermi Pinning as well as the importance of FA disorder, which are

previously unreported insights.

Introduction

Ever since their discovery, organic–inorganic hybrid perovskites
(OIHPs) of formula ABX3 (A = methylammonium (MA), forma-
midinium (FA); B = Sn, Pb; X = Cl, Br, I) have generated
significant interest as photovoltaic (PV) materials. This is
mainly due to their remarkable photovoltaic efficiency (PVE)
which has climbed to 25.5% as of the time of writing.1 This
remarkable PVE is attributable to severable favorable properties
including high carrier mobility,2 long carrier diffusion lengths,3

low recombination rate4 and high defect tolerance.5–7 Another
factor which is favorable towards their widespread adoption is
their relatively simple solution-based manufacturing process.8–11

Iodine-based perovskite materials – shown experimentally to be
direct band-gap semiconductors12 – have an abnormally high
absorption coefficient in the visible light range which allows the
materials to function as a very thin absorbing layer in photovoltaic
cells, decreasing efficiency losses which occur due to electron–hole

recombination.13,14 The ability to vary band-gap by changing the
composition of the metal halide perovskites makes them prime
candidates for multi-junction perovskites, possibly enabling over-
all photon absorption exceeding the Shockley–Queisser limit.15

The primary drawback which inhibits the commercial applications
of OIHPs is their low operation lifetime. This is due to the observed
degradation of the PVE after a few thousand hours of use regard-
less of experimental conditions.16 The sources of the degradation
are varied, including detrimental interactions with environmental
moisture17 as well as sources which are seen even in inert settings
such as thermal degradation,18 photodegradation19,20 and ion
migration.21,22 In many cases the culprit is suspected to be the
migration of the halide vacancy formed from the X site, which is
the case for the popular methyl ammonium lead iodide
(MAPbI3).23 Despite the challenges remaining for applications of
this relatively new material class, its promising outlook necessi-
tates better understanding of all of the phenomena affecting PVE,
from surface to bulk.

One of the most influential factors on the properties of
semiconductors in general are the types and concentrations of
various defects present.24 For example, the majority charge
carrier identity of the well-studied case of MAPbI3 is influenced
by varying chemical potential of the growing environment due
to the particulars of point defect physics.25 Point defects in the
bulk of the material are a major driver, with the lifetime,
mobility and recombination rate of charge carriers all affected
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by them, as well as the doping limit of the material. According
to Shockley-Read-Hall theory, so-called ‘‘deep’’ or ‘‘trap’’
defects located deep in the band gap can lower the PVE by
allowing increased nonradiative recombination rate of charge
carriers via balancing the ease of hole and electron trapping
from the respective band edges.26,27 On the other hand, ‘‘shallow’’
defects near the band edges with energies of the order of the
thermal energy of the lattice can facilitate carrier generation and
are likely to emit electrons or holes before recombination can
occur. Shallow defects tend to be self-regulating in a process
known as Fermi level pinning, in which a low formation energy
donor–acceptor pair maintains the Fermi level by forming more of
the appropriate donor or acceptor defect as the Fermi energy
varies from the pinned level. This phenomenon is a likely
contributor to the high defect-tolerance of OIHPs.5,23 It is neces-
sary to have a detailed understanding of the nature of point
defects and the relevance to the electronic structure of a given
OIHP material.

Although much attention has been placed on their use in
photovoltaics, OIHPs also find applications in fields such as
organic–inorganic light-emitting diodes,28,29 photodetectors2,9,30

and lasers.8,31 The same instability in the presence of foreign
species or when subjected to illumination, which is a drawback
for PVE, can actually function as a strength for these alternate
applications.17,19,20 In addition to these optoelectronic applica-
tions, metal-halide perovskites are also investigated experimen-
tally as sensors for their readily tunable optical and chemical
properties such as band-gap and emission intensity/wavelength.32

For example, Gu et al. demonstrated the feasibility of organometal
halide perovskite nanowires arrays as image sensing systems33

and another group utilized the known sensitivity of ionic perovs-
kite crystals to water to manufacture reusable humidity sensors
which were able to out-perform commercial hygrometers.15

Zhuang et al. achieved good response times and high selectivity
towards detection of NO2 and acetone using an organometal
halide perovskite doped with SCN� anions as the sensing material
in an electrochemical sensor.34

Recently, we published a work reporting on a FAPbCl3-based
sensor which shows a highly sensitive and selective signal
for ammonia while being insensitive towards most other
gasses regardless of polarity, such as CO, MeOH, and H2S,
which often confound ammonia sensing efforts through signal
obfuscation.35 Although evidence has been provided to sub-
stantiate the proposed lock-and-key healing mechanism regarding
the VCl defect, no comprehensive defect analysis was performed.7

The present work endeavours to increase our understanding of
this relatively unexplored perovskite and its sensing mechanism of
applications. First principles-based density functional theory (DFT)
allows for direct probing of material properties which are difficult
to experimentally observe, such as the formation energies of the
various potential defects from the pristine crystal cell.36,37 For this
reason, DFT is a standard technique for investigating the nature of
these critical defects and the effects that they have on the electro-
nic structure of the OIHPs and is a critical tool in the realization of
intelligently engineered materials. In this study, we use DFT
calculations to elucidate the defects in FAPbCl3 that control the

Fermi pinning behavior, which self-regulates the Fermi level of the
material by forming charge carriers thus mitigating deviations
from the pinned Fermi level. Structural optimizations are carried
out using a widely used generalized gradient approximation (GGA)
functional. Subsequently, single point energy and property evalua-
tion are done using a more recently (2015) introduced meta-GGA
functional, namely the Strongly Constrained and Appropriately
Normed (SCAN) functional of Sun et al.38 The latter functional is
particularly useful for thermodynamic calculations since it was
recently demonstrated that this functional is better than GGA or
local density approximation (LDA) functionals at predicting the
lattice parameters and formation enthalpies of CsPbI3 phases;
it also did not show ferroelectric instability in the phonon
spectra, unlike LDA which erroneously reported the material as
ferroelectric.39 SCAN has also been shown to yield reliable results
for semiconductor bandgaps comparable to the widely used HSE
hybrid functional40 but at reduced computational cost.41–44

By analyzing the formation energies of the various electron donat-
ing and accepting defects as a function of the Fermi energy, we
found antisite defects, which are not previously studied, are in fact
thermodynamically quite significant.

Theoretical methods

For all of the DFT calculations performed, we utilized the
Vienna Ab Initio Simulation Package (VASP).45 All structural
optimizations made use of the Perdew–Burke–Ernzerhof
(PBE)46 generalized gradient approximation (GGA) functional
and projector augmented-wave (PAW) pseudopotentials.47

The Grimme D3 dispersion corrections were used in all
calculations.48 The cubic FAPbCl3 unit cell was optimized and
then used to build a 3 � 3 � 3 supercell. Since each formami-
dinium cation of the supercell was aligned in the same (100)
direction, we classify this as the ‘‘ordered’’ phase. This ordered
phase was first optimized with a single gamma point and then,
3 � 3 � 3 sampling of the k-space was used. Each defect
considered was introduced to this cell. Finally, single-point
calculations with SCAN38,49 meta-GGA functional were per-
formed – incorporating the D3 dispersion corrections – at the
PBE+D3 optimized geometries in order to compare its results
with that of the PBE functionals.

Defect energetics can be studied by introducing the
defect into a supercell and comparing the energy of that cell
with the pure case. The defect formation energies (DFEs) are
calculated as:

DHf Xqð Þ ¼ E Xqð Þ � E bulkð Þ �
X
j

njmj þ q EF þ Vð Þ þ Eq

(1)

where E(Xq) is the energy of the ordered supercell with the
defect X with q oxidation state; E(bulk) is the energy of the
ordered, pristine crystal; n and m refer to the number and
chemical potential of the species removed from or added to
the pristine crystal to form the defect X; the fourth term
pertains to the energy required to add/remove an electron:
q is the charge of the defect, EF is the Fermi level relative to
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the valence band maximum (VBM) of the pure crystal, V is the
energy at the VBM; the final term is the Makov–Payne (electro-
static screening) correction sans multipole contribution (which
scales according to L�3 and so is justifiably negligible), with the
monopole portion shown in eqn (2) below.

Eq ¼ q2a
2eL

(2)

where q is the charge of the defect, a is the Madelung constant,
e is the dielectric constant, and L is the characteristic length of
the cell (taken to be the geometric average of the lattice
constants). The dielectric constant was calculated to be 4 at
0 K but is found to be 28 at 298 K in experimental conditions
which implies a very significant temperature-dependent
increase in coulombic screening. DFE plots were made for both
temperatures to examine how the electrostatic correction influ-
ences the DFE according to temperature. In addition to the
DFE’s as a function of EF, coupling with the band edges must
also be considered as the VBM and conduction band minimum
(CBM) act as an electron acceptor and donor, respectively. The
methodology for this has been described by Yang et al.37 and so
is omitted here.

For eqn (1), the limits of the potentials must be established.
This is done by imposing the bulk potentials of the various
species in the ABX3 formulations as energetic ceilings (other-
wise the bulk material would be formed).

mFA + mPb + 3mCl = DHf(FAPbCl3) (3)

mPb + 2mCl = DHf(PbCl2) (4)

mFA + mCl = DHf(FACl) (5)

The heat of formation for eqn (3)–(5) are calculated through the
standard method of the difference between the material being
formed and the component ions.

Finally, the transition energies, also referred to as thermo-
dynamic ionization levels, were calculated as:

Ea
q

q0

� �
¼

E Xqð Þ � E Xq0
� �

q0 � q
(6)

where Ea
q

q0

� �
is the transition energy of defect X with charge q

to charge state q0.

Results and discussion

Shown below in Table 1 are the results from the thermody-
namic analysis for each DFT functional. The resulting phase
diagram for PBE + D3 is shown in Fig. 1(a), with only a narrow
range of stability for FAPbCl3. However, the range is notably

wider for SCAN + D3 as seen in Fig. 1(b). It was previously noted
that disordering the FA molecules also widens the range.35 It is
from this range of stability that the three limiting cases are
chosen (Fig. 1(a)): the green dot representing the Cl-rich case,
the purple the intermediate, and the blue the Pb-rich case. The
case of a perovskite synthesis with a Cl-rich solution drives the
mCl to 0, with the Pb-rich situation being analogous for mPb.

The defect energy plots and defect transition energies in
Fig. 2 and 3 respectively highlight the differences between the
results of the PBE + D3 and SCAN + D3 calculations. The vertical
dashed line in Fig. 2 indicates the value of the Fermi level
caused by the defect pair that controls the pinning. The two
functionals result in broadly similar DFE function shapes,
although the point at which the lowest energy DFE charge state
for each defect transitions varies significantly, as does the
magnitude of the DFE. The case for PBE + D3 with intermediate
component ion potentials [purple dot in Fig. 1(a)] at 0 K is
shown in Fig. S1(a) in the ESI.† As can be seen, the contri-
butions of the commonly studied vacancies and interstitials are
overshadowed by the contributions of the lower formation
energy anti-site defects. This more negative DFE indicates
that the formation of the defect is more energetically favorable,
and thus that the defect plays a more important role in the

Table 1 Enthalpies of formation (in eV) for forming the boundaries on the
phase diagram according to eqn (3)–(5)

DFT Functional DHf(FAPbCl3) DHf(PbCl2) DHf(FACl)

PBE + D3 �6.13 �3.44 �2.78
SCAN + D3 �6.25 �3.44 �2.95

Fig. 1 The calculated phase diagram of FA-Pb-Cl systems. (a) with PBE +
D3 functional. (b) with SCAN + D3 functional. The three symbols in (a)
represent the Cl-rich (green dot at mCl = 0 eV), Pb-rich (blue dot at mPb =
0 eV), and the intermediate case (purple dot), respectively.
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properties of the material due to the Arrhenius-type relation-
ship between the DFE and the defect concentration.37 The
vertical black line highlights the intersection point of the defect
pair which dictates the pinning behavior, here being the PbFA

cationic defect and the FAPb anionic defect. The induced
pinning is at 0.23 eV above the VBM, which indicates that a
p-type semiconductor will be formed under stoichiometric
synthesis conditions. Fig. S1(b) (ESI†) shows the case of SCAN
+ D3 with intermediate potentials at 0 K. The same pair of
defects is found to be important to the pinning in this case, and
the pinned Fermi level is still nearer to the VBM than the CBM,
again indicating p-type behavior. We summarize the Fermi
pinning behavior for all cases considered in Table 2. Generally,
SCAN + D3 and PBE + D3 often predict the same qualitative
results regarding p-type vs. n-type character, but in some cases
differ significantly in the depth in the band gap of the pinned
Fermi level. A notable exception is the Pb-rich case, for which

the Makov-Payne (MP) correction is quite important due to the
prominent role played by the highly charged PbCl and ClPb

defects. Here, the large magnitude of the charges of these
defects increases the contribution of the correction to the
DFE via eqn (2). This large difference in pinned Fermi level
highlights the importance of seemingly minute variations in

Fig. 2 The calculated defect formation energy (DFE) as a function of the Fermi level for FAPbCl3. (a) PBE + D3 with intermediate potentials at 300 K.
(b) SCAN + D3 with intermediate potentials at 300 K. The vertical dashed line indicates the value of the Fermi level caused by the defect pair that controls
the pinning.

Fig. 3 The calculated transition energy levels of vacancy, interstitial and antisite defects of FAPbCl3 of (a) PBE + D3 and (b) SCAN+ D3. The red field
represents the valence band while the blue represents the conduction band. The notation is ordered as acceptor/donor with charge states. The cationic
defects are listed first followed by the anionic defects.

Table 2 The Fermi Pinning Energies (FPE) for the 0 and 300 K Cl-Rich,
Intermediate, and Pb-Rich cases from PBE + D3 and SCAN + D3 func-
tionals. These FPEs correspond to the vertical black lines on the DFE
figures. The middle of the band gap for the cases of PBE + D3 and SCAN +
D3 are at 1.08 eV and 0.83 eV, respectively

Cl-Rich Intermediate Pb-Rich

0 K 300 K 0 K 300 K 0 K 300 K

PBE + D3 FPE (eV) 0.22 0.22 0.21 0.54 1.07 1.63
SCAN+D3 FPE (eV) 0.68 0.12 0.67 0.24 1.53 1.10
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the calculated thermodynamics of the defects, demonstrating
that the accuracy afforded by the better approximation of the
exchange–correlation energy by SCAN + D3 is crucial to predic-
tion of the Fermi level pinning behavior. Fig. 3 contains the
intersection state plots at 0 K for both functionals with defects
labelled using the Kröger–Vink notation.50 PBE + D3 resulted in
a band gap of 2.163 eV versus a much lower 1.665 eV for SCAN +
D3. The cationic defects are listed first followed by the anionic
defects. When comparing the defect transition energies, we
note that the two functionals give relatively similar results
(Fig. 3). Generally, the intersections are quite similar in order-
ing and energy; however, PBE + D3 has fewer intersections
between higher oxidation states than SCAN + D3. Notably, PBE
+ D3 predicts deep traps for PbFA, FAi, Pbi, and VCl while SCAN +
D3 does not share this result for VCl, mainly due to the
reduction in predicted lowest unoccupied molecular orbital
energy level; however, PbFA and FAi are both relatively insignif-
icant due to kinetic hindrance caused by a two-hole (�/+)
transition. For PbFA, FAi, and Pbi the traps are shallower due
to being shifted towards the conduction band. Another signifi-
cant difference seen in the anionic defects is that PBE + D3
predicted transitions just inside of the conduction band while
SCAN + D3 predicts relatively shallow traps within the gap, e.g.
Cli’s (1-/0) transition. Finally, ClFA and PbCl are both predicted
by SCAN + D3 to have a pair of twin transition levels, whereas
PBE + D3 only predicted one of the intersections occurring;
the ClFA pair of transitions is quite near the center of the band
gap, indicating that it may also act as a deep trap. Overall, a
significant driver in the difference in trap types predicted by
the two methods is the band gap difference. These results
indicate that while the origin of deep trap levels may be in
many cases due to the interstitial and vacancy defects nor-
mally considered, the antisite defects are sometimes potential
deep traps and are also found to be significant in determining
the pinned Fermi level and thus the concentrations of the
deep trap defects.

Comparing the Cl-rich case of Fig. S2 in ESI† and Pb-rich
case of Fig. 4(a) highlights the importance of experimental
synthesis conditions. Merely changing the potentials of the
constituent ions results in the pinned Fermi level shifting from
0.22 eV to 1.07 eV at 0 K and thereby lower carrier concen-
trations due to the deep location of the Fermi level in the
Pb-rich case.

In Fig. 5 we further illustrate the importance of including
the Makov–Payne correction by showing the DFE of the
VPb

2� and VPb
1� with and without the correction included.

It should be noted that each of the terms within eqn (2) do
not vary between PBE + D3 and SCAN + D3, so the MP
correction for a given defect and charge state at a particular
temperature is the same for both. While the case where the
correction is omitted shows the two DFE series which never
intersect within the band thus leaving the �2 series lower in
energy, the inclusion of the correction correctly shows a transi-
tion within the band to the �1 oxidation state. Introducing the
effect of temperature via the dielectric constant in the MP
correction and comparing Fig. 4(a) with Fig. 4(b), the correction
again is shown to be important, this time via its mitigation
with increasing temperature due to a significant increase in
the dielectric constant, which is inversely proportional to the
MP correction’s magnitude. The shifting of the PbCl defect’s
transition energy levels compared to the 0 K case in Fig. 4(a)
results in n-type pinning induced by its interaction with the
FAPb defect.

The material is best compared to FAPbI3. The most immediate
difference when comparing FAPbCl3 to FAPbI3 is that the latter is
not stable in the cubic perovskite phase at room temperature.
Meanwhile, FAPbCl3 is experimentally known to be stable in the
a phase.35 This can be explained by the difference in the
Goldschmidt tolerance factor t:

t ¼ RA þ RXffiffiffi
2
p

RB þ RXð Þ
(7)

Fig. 4 The calculated defect formation energy (DFE) as a function of the Fermi level for FAPbCl3 using PBE + D3 with Pb-rich potentials for (a) 0 K and
(b) 300 K. The vertical dashed line indicates the value of the Fermi level caused by the defect pair that controls the pinning.
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where each R corresponds to ionic radii of the corresponding
perovskite formula ABX3. The tolerance factor of FAPbI3 is slightly
above 1.0 meaning that it is at the very borderline of the
perovskite phase stability range 0.8–1.0.51 Since Chlorine is
considerably smaller than iodine this decreases the factor to
0.94.52

The tolerance factor can be thought of as a measure of strain
inside of the perovskite unit cell. A proposed reason for the ease
with which iodine vacancies form in FAPbI3 is that such point
defects release strain,53 the resulting interstitial iodides can
then have an undesirable tendency to rotate the PbI6 octahedra,
which is what causes the phase instability.54 Since FAPbCl3 is
not strained it does not stabilize such vacancies.

However, it’s notable that the antisites we have calculated
appear to be abnormally stable when compared to other
perovskite materials. If, in the case of eqn (1) we replace E(bulk)

with the value of the disordered material then we observe an
upward shift of the DFE values of about 8 eV with nearly none
of the defects retaining a negative DFE. However, if the material
was to be considered totally disordered this would imply a very
low concentration of vacancy defects. This would imply that it is
not a good lock-and-key optical sensor, which is contrary to our
previous work.35 There we observed the sensitivity originating
from the localized disorder of the cubic phase, rather than the
disorder of the whole material. As such, we believe that further
experimental guidance is needed to fully understand the point
defect concentrations. Since disorder so strongly affect the
DFE’s, it’s likely that the real material is in a range between
full order and full disorder. Regardless of this issue, it is clear
that this perovskite material is very unique in its strong
preference towards antisites.

Strong absorption peaks are shown in the UV-Vis optical
spectrum of this FAPbCl3 perovskite material.35 To further
investigate the impact of defects on the optical properties of
FAPbCl3, spin-orbital coupling (SOC), which is known to be
important when calculating optoelectronic properties of heavy
elements,55 is included in the calculations derived in this
section. This was investigated by obtaining the frequency-
dependent dielectric matrix in the long wavelength limit with
a sum over states approach.56 The procedure is available in the
ESI,† as a more complete description is available in our
previously published papers.57–60 With the real and imaginary
portions of the dielectric constant calculated, it is straight-
forward to evaluate optical absorption, a, for a particular
wavelength, l:

a ¼ 2
ffiffiffiffiffiffi
2p
p

l
�e1 þ ðe12 þ e22Þ

1
2

� �1
2

(8)

The results of the optoelectronic calculations with SOC included
for the cases of PBE + D3 and SCAN + D3 with intermediate
potentials at 300 K are shown in Fig. 6. Other optical properties,
such as dielectric tensor, optical conductivity, extinction

Fig. 5 Pb vacancy for the case of PBE + D3 with Cl-rich potentials at 0 K,
with and without the Makov-Payne correction. The inclusion of the
Makov–Payne correction, indicated via solid lines, predicts a thermo-
dynamic ionization level from �1 to �2 around 0.51 eV whereas excluding
the correction predicts no intersection within the entire bandgap. This
illustrates the importance of including the electrostatic screening correc-
tion, even if only for the monopole correction.

Fig. 6 Absorption spectrums of the pristine perovskite with the two pinning defects for (a) PBE + D3 and (b) SCAN + D3 with intermediate potential at
300 K. Calculated spectra are compared with experimental spectrum from Parfenov et al.35 Fig. 2(d) in shape and characteristic peak gap, although being
shifted to lower wavelengths. Note that the experimental data’s scaling relative to the other three series is arbitrary for both PBE + D3 and SCAN + D3.
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coefficient, index of refraction and reflectivity for both PBE +
D3 and SCAN + D3 are presented in Fig. S3–S6 in ESI.† The two
pinning defects for this case, FAPb

1� and FACl
3+, are shown

alongside the absorption spectrum of the pristine supercell for
comparison. Comparing the result of the optical calculations
with the experimental absorption spectrum reproduced from
Parfenov et al.’s Fig. 2(d),35 the two plots share a pair of
characteristic peaks near 300 nm. As demonstrated in Fig. 6
and Fig. S3–S7 (ESI†), the calculations results show the peaks
shifted to lower wavelengths as compared to experiment, but
the interval within the peaks is comparable. Note that the
magnitude scaling of the experimental data relative to the
calculation results is arbitrary. As is apparent, both PBE + D3
and SCAN + D3 can predict the two adsorption peaks appeared
in the UV-Vis optical spectrum (Fig. 6). However, compared to
the experimental peak locations (309 nm and 399 nm), peak
position shifting exists in our simulation results. For PBE + D3,
it seems that there is a better prediction of the first peak in
visible light range (399 nm) while the SCAN + D3 identifies the
second one (309 nm) in UV light range more accurately.
The simulation predictions also give a narrower wavelength
difference between the two absorption peaks, where SCAN + D3
seems to work slightly better (DlPBE+D3 = 38 nm; DlSCAN+D3 =
47 nm). The presence of either types of defects reduces the

absorption of light, with the effect being less for PbCl
3+. Both

types of defects also lead to further blue shift of those absorp-
tion peaks, which is less affected by the FAPb

1� defects. Similar
trends are also observed with other optical property calcula-
tions (Fig. S3–S6, ESI†), with PBE + D3 results showing differ-
ences for cases with/without defects in a longer wavelength
range than the SCAN + D3 predictions. These results confirm
the sensitivity of this type of perovskites to certain wavelength
of light and the impact of defects on its optical properties.

Finally, to understand the role of order and disorder in the
material we plotted the top 3 occupied orbitals (HOMO) and top
3 unoccupied orbitals (LUMO) (Fig. 7), we took a weighted
sample of k points for these plots. Beneath these plots we also
plot the density of states (DOS). The ordered phase of the
material is quite ordinary for a perovskite material – the valence
band is mostly represented by Cl(p) while the conduction band
is mostly represented by Pb(p). We can see; however, that the
disordered phase of the material is highly unusual in that the
random rotations of the FA creates traps inside of the band gap.
Both acceptor and donor deep defects are visible. The HOMO
and LUMO indicate that these defects are localized to the
formamidinium ions both in the HOMO and the LUMO. This
highly unusual result implies that the formamidinium orienta-
tion will strongly influence photovoltaic properties of the
material. Previously, we proposed that ammonia will tempora-
rily heal the chloride vacancy which would temporarily restore
the material’s electrical conductivity; however, we can also now
propose that the healing also temporarily lowers the disorder of
the material.

Conclusions

In this work we used first-principles density functional theory
to investigate the defect formation energetics of FAPbCl3. Using
a generalized gradient approximation (GGA) functional, a unit
cell was relaxed to an energy-minimized geometry before being
expanded to a pristine supercell. Next, the various potential
vacancy, interstitial, and antisite defects were constructed from
this supercell and all were relaxed. These GGA-optimized
structures were then considered using a new meta-GGA func-
tional to compare its output. The defect formation energetics
were calculated for the thermodynamically derived chemical
potential extrema, as well as at temperatures of 0 K and 300 K.
Antisites, often neglected in prior literature, were found to in
some cases be thermodynamically relevant both to the pinning
behavior and as deep traps which influence optoelectronic
properties. The calculated optical properties of FAPbCl3 are
comparable with experimental findings. Overall, both FAPb

1�

and FAPb
3+ defects reduce optical absorption in the visible light

range. The results elucidated the effect that the synthesis
environment and temperature can have on the Fermi level
pinning behavior of the material, which is consequential to
the electronic properties of the material and consequently its
performance as a sensor. Our analysis of the electronic struc-
ture of the material indicated the surprising importance of

Fig. 7 SCAN + D3 plots of (A) HOMO, (B) LUMO and (C) DOS of the
ordered and disordered phases of cubic FAPbCl3.
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ordering in the material, we showed that even the pure material
can acquire deep traps from the mere rotation of the FA mole-
cules in the lattice. As such, while the defect energetics and
Fermi level pinning are difficult somewhat difficult to analyze
experimentally, we hope that this paper aids in establishing the
working knowledge of the physics that affect the performance
of real-world devices and inspires further investigation.
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56 M. Gajdoš, K. Hummer, G. Kresse, J. Furthmüller and
F. Bechstedt, Phys. Rev. B: Condens. Matter Mater. Phys.,
2006, 73, 045112.

57 Y. Duan, P. Ohodnicki, B. Chorpening and G. Hackett,
J. Solid State Chem., 2017, 256, 239–251.

58 T. Jia, Z. Zeng, X. Zhang, P. Ohodnicki, B. Chorpening,
G. Hackett, J. Lekse and Y. Duan, Phys. Chem. Chem. Phys.,
2019, 21, 20454–20462.

59 T. Jia, Z. Zeng, H. Q. Lin, Y. Duan and P. Ohodnicki, RSC
Adv., 2017, 7, 38798–38804.

60 S. Nations, T. Jia, S. Wang and Y. Duan, RSC Adv., 2021, 11,
22264–22272.

Materials Advances Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
A

pr
il 

20
22

. D
ow

nl
oa

de
d 

on
 2

/1
6/

20
26

 9
:5

7:
39

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2ma00087c



