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Thermoelectric transport effects beyond single
parabolic band and acoustic phonon scattering

Heng Wang, *a Ramya Gurunathan, b Chenguang Fu, c Runzi Cui,a

Tiejun Zhu c and G. Jeffrey Snyder b

Thermoelectric materials have been extensively studied for applications in solid-state power generation

and cooling. Progress has been made over the past decade in multiple materials systems, hence, it

becomes increasingly valuable to be able to analytically model the transport behavior to optimize

materials and compare different systems. The well-known effective mass modeling approach is often

used to fit the data to the form expected for a single, parabolic band, with charge carrier scattering

dominated by acoustic phonons, i.e., deformation potential scattering. However, many high-

performance thermoelectric materials benefit from having multiple bands (multi-valley) and many have

non-parabolic bands or complex scattering. Understanding how these effects alter properties from that

given by the effective mass model provides rational strategies for new materials. In this review, we

discuss how this can be done in three scenarios. The first is how to evaluate the influence of point

defects on charge carrier mobilities, as well as thermal conductivity. Established methods are available

for considering additional scattering mechanisms for phonons and electrons. We focus on how to

determine the parameters used in modeling that require the least amount of fitting. We discuss the

thermoelectric transport in two different types of materials: lead chalcogenides and half-Heuslers. The

second scenario involves systems with multiple sets of conduction or valence bands, which are not

necessarily aligned. We discuss different conditions in hypothetical materials systems by considering

quality factors for each set of bands. We then demonstrate how the lessons learned are reflected in real

thermoelectric materials systems. The third scenario has resonant dopants, and lead chalcogenides have

become model systems. These dopants create a distortion in the density of states; inherently, the

parabolic dispersion assumption can no longer be used. It is possible nonetheless, to quantitatively

undrestand thermoelectric transport properties, providing insights on how to best utilize resonant

dopants. Finally, we provide an outlook, identifying limitations and challenges to solve in order to model,

and better yet, predict the thermoelectric performance of different materials.

1. Introduction

Thermoelectric effects enable the direct conversion of energy
between heat and electricity.1 This is made possible entirely by
solid-state materials, with the help of mobile charge carriers.
Their applications start with thermocouples, which have
widespread use as temperature sensors in many applications.
What motivates researchers today are power generation and
cooling devices based on high-performance thermoelectric
materials. These devices have no moving parts, need no

maintenance, are compact and quiet, and are suitable for
localized/distributed applications.2

As of 2017, commercial thermoelectric devices have a sizable
market close to a billion US dollars.3 A decisive majority of this
is made up of thermoelectric coolers (Peltier devices) and
existing applications are numerous. For example, consumer
appliances and medical devices, such as PCR (polymerase
chain reaction) equipment used for virus testing, as well as
vaccine storage cabinets play important roles in fighting
against COVID-19. TECs also provide cooling or temperature
regulation for microelectronic and telecommunication devices
such as laser diodes, photodetectors, and CCD cameras.
In addition, thermoelectric generators have been powering
multiple space missions.

Regardless of power generation or cooling, the conversion
process can be discussed via the Seebeck effect: the generation
of a voltage across an electric conductor that is proportional to
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the temperature difference, and the proportionality is the
Seebeck coefficient. A large Seebeck coefficient alone is not
necessarily the indicator of better performance, regardless of

the application. Instead, the measure of the efficiency of the
energy conversion process is the figure of merit. The thermo-
electric material figure of merit is given by zT = S2T/rk, where S
is a material’s Seebeck coefficient, r the resistivity, and k the
thermal conductivity.4

Exceptional thermoelectric performance was first found in
semiconductors5–7 like Bi2Te3 alloys, IV–VI semiconductors
such as PbTe, and Si1�xGex. A few breakthroughs were made
in the 1990s with the concept of PGEC (phonon glass electron
crystal) proposed by Slack.8 Compounds like skutterudites,9,10

clathrates,11 and Zintl phases12,13 were identified as promising
thermoelectrics, where the structure features a covalently-
bonded backbone and loosely-bonded ions. These systems have
become the choice for next-generation thermoelectric
generators,14 replacing PbTe and Si1�xGex. More examples of
thermoelectric compounds include, to name a few: Bi1�xSbx

alloy,15,16 Mg2Si alloys,17,18 half-Heusler compounds,19,20 layered
oxyselenide21,22 BiCuSeO, superionic23 CuxSe, Zintl phase24,25

Mg3Sb2, ductile26 Ag2S, lead-free chalcogenides27 GeTe, and28

SnSe. In addition, organic/polymeric materials29–36 are also
being investigated, which hold great promise in printable and
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flexible devices. Many great reviews are available that cover
aspects of materials,37–40 strategy,41–43 as well as devices.44–46

All of these good thermoelectric materials have their electronic
properties, S and s (electrical conductivity), trending similarly,47

as expected from a simple parabolic band semiconductor. This is
because the S–s relationship is mostly determined by the presence
of a band edge, requiring only an adequate band gap. Thus the
presence of multiple bands, nonparabolicity, unconventional
scattering in many materials does not fundamentally change
the trends in transport properties that make the effective mass
model48 so useful to compare and optimize materials. It is the
deviations of the effective mass model, changes in m*, and
weighted mobility49 mw with doping, alloying, and temperature
that indicate multi-band or nonparabolic effects.41,50,51

For optimizing thermoelectric materials, the quality factor B
is best used because it best removes most of the effects of the
variation in charge carrier concentration n. Thus, comparing
the quality factor, and its components, the weighted mobility
that determines the electronic quality factor and the lattice
thermal conductivity is the best way to compare materials for
the maximum possible zT.

For a single band system, the best achievable zT, when
carrier density is optimized, is determined by the quality factor B.
Originally referred to by Chasmar and Strattton52 as the b
parameter, similar concepts have been used by many researchers
under different names and expressions.8,53–59 In general,

B / mcm
�3
2T=kL (1)

where m* is the effective mass (in me), mc is the characteristic
mobility at the nondegenerate limit, and kL is the lattice thermal
conductivity. We suggest the use of the following form:59

B ¼ 2kB
2�h

3p
ClNV

m�IX2kL
T (2)

Nv is the valley degeneracy, Cl is the averaged longitudinal elastic
constant, X is the deformation potential coefficient, and m�I is
the inertial effective mass. The two expressions (and other
similar ones) have no fundamental difference; using eqn (2)
can help avoid confusion, for example, given everything else is the
same, smaller (inertial) effective mass m�I is beneficial for thermo-
electrics. mc is the carrier-energy-independent part of the mobility
observed in a system at carrier densities relevant to thermo-
electrics (heavily doped). It is not equivalent to the mobility
measured on a specific specimen; it is often not the mobility
measured in the most-intrinsic, highest-quality, lightly-doped
samples. The latter are often documented values:60

1500 cm2 V�1 s�1 for n-Si, 500 cm2 V�1 s�1 for p-Si,
8000 cm2 V�1 s�1 for n-GaAs, etc. Replacing mc with Cl and X
suggests that deformation potential scattering is the dominant
mechanism, which is in many cases a good approximation. Lastly,
eqn (2) makes the definition of B easy for each band in a multiple-
band system.

Understanding measured properties with transport physics
and modeling is an important component of rational research
toward better materials. The effective mass model gives the

material parameters (m*, mw, kL, nH) from measured properties
(S, s, k, RH) that would result if the material could be described
by a single parabolic band with only acoustic phonon scattering
of electrons (deformation potential scattering), often called
the SPB model (for an introduction, see Chapter 3 in ref. 61
or ref. 62). Because real systems are not SPB, for example, the
non-parabolic Kane band dispersion relation63 is often better
suited for narrow-gap semiconductors, the SPB parameters (m*,
mw, kL) will show some variation with temperature and
doping.64 In the following sections, we will go over three
different strategies for altering the electronic properties:
introducing alloy scattering, multiple band systems, and resonant
impurities, giving quantitative modeling methods in each case.
Some implications on materials design are also discussed.

2. Alloys with isovalent substitution

Isovalent substitution is perhaps one of the first used strategies
to make better thermoelectrics. The success65–67 of Bi2�xSbxTe3

and Si1�xGex solid solutions is among the first lessons learned
by every new researcher in the field.

2.1 Thermal conductivity

Solid solutions have lower thermal conductivities. If the goal is
to understand and model thermal conductivities in solid
solutions with proper experimental inputs, the method
suggested by Callaway and Klemens68–70 can be used71 even for
complex alloys with vacancies and interstitials.72 This method
uses experimentally determined lattice thermal conductivity kL of
pristine compounds, together with a few physical properties as
input, to predict thermal conductivities in solid solutions.

The applicability of this method73 relies on the assumption
that the phonon scattering mechanism is dominated by the
Umklapp process (this could include contributions from the
normal process) in the pristine compound, and in solid
solutions point defects are, predominantly, the only added
phonon scattering source. The relation between lattice thermal
conductivity of the pristine compound kL,pure and the solid
solution kL,alloy can be written as follows:

kL;alloy
kL;pure

¼ arctan uð Þ
u

(3)

where u is given by

u2 ¼ pyDO
2�hn2

kL;pureG (4)

yD is the Debye temperature, O is the volume per atom in the
structure, n is the average speed of sound, and G is the
scattering parameter. Klemens’ analysis took into account
influences from mass difference, binding force difference,
and strain field induced by a point defect (Fig. 1). The full
expression of G contains 3 terms, capturing the change in
mass, site radius, and force constants at the defect site
(see eqn (12) in ref. 74). Abeles75 simplified it into two terms,
for binary (A1�xBx type) or pseudo-binary ((AB)1�x(AC)x type)
systems:
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G ¼ x 1� xð Þ DM
M

� �2

þe Da
a

� �2
" #

(5)

DM and Da are the differences in mass and lattice constants
between two constituents, M and a are the molar mass and
lattice constant of the alloy, respectively. The parameter e is
determined by the Grüneisen parameter g and elastic properties
like the Poisson ratio r. Abeles wrote e as follows:75

e ¼ 2

9
Gþ 6:4gð Þ1þ r

1� r

� �2
(6)

The scaling factor (6.4) of the strain effect comes from the
assumption of a cubic lattice with octahedral coordination at
each lattice site. The coefficient represents the number of
residual bonds perturbed by a strain field decaying as (1/d3),
where d is the distance from the point defect.68 A factor of 6.4
neglects the scattering of the nearest neighbor bond and is
recommended for vacancies since bonds to neighboring sites
are absent. For substitutional defects, a factor of 8.4 is recom-
mended by Klemens.68 Note that Abeles used 6.4 instead of
8.4 as suggested in Klemens’ analysis,68 which is inherited by
most works afterwards.

G in eqn (6) is a ratio between the contrast in bulk modulus
(DK/K) and that in the bonding length (DR/R). The relationship
between bulk modulus and the volume of the unit cell has been
studied for a lot of compounds. For instance, see Anderson’s
study76,77 on minerals of different types. A general trend exists
among similar compounds: KVG = constant (Fig. 2). From an
ln K vs. ln V plot, it was found (when DK and DR are small, G is
approximately three times the slope) that G = 4 for covalent IV
and III–V structures, and more ionic II–VI and I–VII structures
G = 3. The value of G should be based on material systems.
For Pb chalcogenides, we suggest the use of G = 3.

With all parameters in eqn (6) determined, the value of e
could be calculated for any binary compounds. For PbTe, PbSe
and PbS, e was calculated to be 100, 110, and 150, respectively.

For PbTe-based systems, e was previously suggested to be 65 by
Alekseeva,83 which was obtained from fitting experimental
results. This value has been used in lots of studies.
We suggested the use of 100 as it has a clear physical basis
and the modeling results remain reasonably consistent with
experiments. On applying eqn (6) to different systems, we found
that for Si1�xGex and Ga1�xInxAs, the calculated e was very close
to those from fitting,75,84 whereas for Mg2Si1�xSnx, a significant
discrepancy was seen (23 from fitting85 vs. 67 from calculation).
In compounds with mixed ionic and covalent bonding
character, uncertainty around the choice of atomic or ionic radii
when defining the strain scattering term can further confound
predictions.86 Bearing some uncertainty, the thermal conductivity
of binary (pseudo-binary) solid solutions can be predicted with
Klemens’ method, with no fitting parameter needed.

Abeles has suggested75 that when there is more than one
type of substitutional defect, eqn (5) should be generalized to
eqn (7), where i indexes the species that can occupy the lattice,
including the host atom and any impurity defects:

G ¼
P
i

Gi ¼
P
i

xi
DMi

M

� �2

þ e
Dai
a

� �2
" #

(7)

Fig. 1 Illustration of a substitutional point defect in a crystalline lattice.
The defect brings a different atomic mass, different bonding strengths with
its neighbouring atoms, and strains to its surrounding lattice; all have an
impact on thermal conductivity in solid solutions where large numbers of
substitutions are present.

Fig. 2 The log–log plot of the bulk moduli of different compounds versus
volume per formula unit. Linear trends are found among similar compounds,
the slope is approximately �G/3. The plot was reproduced based on Fig. 1 in
ref. 77. Added data are from ref. 78 (lead chalcogenides), ref. 79 and
80 (skutterudites), Springer Landolt–Bornstein Database, and ref. 81 and 82
(II–VI, some III–V, and Mg2X). The dashed line has a slope of�4/3. The dotted
line has a slope of �1.
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This formulation is only well-defined for a monatomic lattice,
in which all host and impurity atoms occupy the same
sublattice.

Yang et al. introduced87 another method, which is widely
adopted and successful when applied to complex structures like
skutterudites. In this method, G has two parts GM and GS,
representing the mass fluctuation and strain fluctuation (for a
case with n sublattices, and each sublattice has two different
atoms ‘1’ and ‘2’, see ref. 73 and 87 for detailed descriptions):

GM ¼

Pn
i¼1

ci
Mi

M

� �2

f 1i f
2
i

Mi
1 �Mi

2

Mi

� �2

Pn
i¼1

ci

(8)

GS ¼

Pn
i¼1

ci
Mi

M

� �2

f 1i f
2
i ei

ri
1 � ri

2

ri

� �2

Pn
i¼1

ci

(9)

Yang’s method was derived from Slack’s work88 discussing the
influence of isotopes on thermal conductivity. Note that the mass

term Mi=M is used in eqn (9) on strain fluctuation. A probable
rationale is that the vibrations of heavier sublattices have larger
impacts on the overall vibrational modes of the structure, and thus
perturbations on each sublattice should be weighed in accordance
with this term, although no clear reasoning was explicitly provided.

The two treatments appear more different than they actually
are. The most general formulation for the point defect scattering
parameter of a polyatomic lattice (i.e. multiple sublattices) with
an arbitrary number of defects was first presented by Berman,
Foster, and Ziman for isotope scattering.89 Here, the scattering
parameter G has the basic form of the averaged atomic mass
variance in the lattice divided by the squared averaged atomic
mass. The form below, extended to include strain fluctuations, is
discussed in detail in eqn (10):73

G ¼ GM þ GS ¼
DM2
D E

�Mh i2 þ e
DR2
D E

�Rh i2
(10)

There are two levels of averaging required in order to treat poly-
atomic lattices. Here, the bar in %M or V signifies a configurational
average over all arrangements of the alloy. The angular brackets (h i)
signify a stoichiometric average over all the elements in the formula

unit. More explicitly, DM2
D E

is given as follows:

DM2
D E

¼
P
n

cn
P
i

xi Mi�Mn

� �2
; whereMn¼

P
i

xiMi0 (11)

and where n indexes the sublattices in the formula unit, cn is the
degeneracy or stoichiometric ratio of each sublattice, and i again
indexes all species that can occupy a given sublattice, including the
host atom and any substitutional defect.

Most implementations of G, as detailed above, are based on
‘‘per atom’’ quantities, with the perturbation defined by atomic
mass or radius variances and the defect volume O defined as
the volume per atom. However, several texts, including the

original work of Klemens,68 define G instead in terms of
‘‘per unit cell’’ quantities, which quantify the perturbation in
terms of the mass and volume change of the primitive unit cell
when it is occupied by a specific population of substitutional
defects.67 This treatment is in keeping with a monatomic lattice
approximation, in which all atoms in the primitive unit cell are
effectively summed together into a single, vibrating mass. It is
shown73 that either formulation will provide equivalent results,
as long as the user is consistent in using ‘‘per atom’’ or
‘‘per unit cell’’ definitions. Several discrepancies exist in model
results reported in the literature when parameter definitions
have a mixed basis. Often eqn (10) is defined in terms of atomic
masses and radii, but then O in eqn (4) is defined as the volume
of the unit cell, leading to an overestimation of the thermal
conductivity reduction due to alloy scattering.90–93

In several cases, this literature discrepancy has obscured the
unique scattering characteristics of off-stoichiometric defects,
like vacancies and interstitial atoms. In the vacancy and inter-
stitial cases, the removal or addition of bonds leads to a large
potential energy perturbation and additional scattering.
A simple Klemens model based on the virial theorem relates
the potential energy perturbation to the average atomic mass
in the solid (h %Mi). Therefore, in this model, the scattering
parameter can be determined solely using the GM term when
DM = Md + 2h %Mi, where Md is the missing/added mass of the
vacancy/interstitial defect. In practice, vacancy and interstitial
defects can have about 10 times the scattering strength (G) of a
simple, substitutional defect.94,95

2.2 Charge carrier mobility

Regardless of how effective point defects are in the scattering of
phonons, they cause the scattering of charge carriers as well.
For isovalent substitutional defects, the atomic site is not
charged. Scattering is caused by perturbations to the periodic
lattice potential and is called alloy scattering.

To briefly explain how the relaxation time is determined,
consider a lattice containing only two types of atoms A and B,
and define the average lattice potential in a disordered system:

%U = xUA + (1 � x)UB (12)

x is the concentration of atom A in the alloy. For a lattice site
occupied by atom A, the local potential perturbation Hamilto-
nian is as follows:

He-alloy,A = UA � %U = (1 � x)DU (13)

where DU = UA � UB. The scattering probability by A atoms with
concentration x is

Mk;A

�� ��2¼ nA
P
k0

k He-alloy;A
�� ��k0	 
�� ��2¼ x 1� xð Þ2DU2

O
(14)

Similarly, the scattering probability by B atoms is

Mk;B

�� ��2¼ nB
P
k
0

k He-alloy;B
�� ��k0	 
�� ��2¼ 1� xð Þx2DU2

O
(15)
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So the total relaxation time96 (parabolic band) is

talloy ¼
�h

2p Mk;A

�� ��2þ Mk;B

�� ��2� �g eð Þ�1

¼ �h

2p
p2�h3

2
1
2Om�

3
2 kBTð Þ

1
2e

1
2

1

x 1� xð ÞDU2

(16)

This simple derivation, based on defining the defect perturbation
with respect to a virtual crystal lattice potential ( %U), is the same
approach used to derive the classical Nordheim’s Rule often used
to model the excess resistivity in metal alloys.97 Nordheim’s rule
and the simple scattering potential above for binary alloys can
also be derived from the coherent potential approximation (CPA),
in which a self-energy term, determined self-consistently, is added
to each site of the disordered lattice, generating an effective mean
field that scatters charge carriers.98 The CPA is discussed as the
preferred method for alloy scattering and has been used
to derive higher-order extensions of the alloy scattering
model, in which there are two or more alloying elements in the
system.99,100 In these multicomponent alloys, the scattering
probability is100

Mj j2¼ 1

O
P
i

P
j

xixj Ui �Uj

� �2
(17)

Alloy scattering has the same (reduced) carrier energy dependence
e�1/2 as deformation potential scattering, which means the S vs.
n (Pisarenko) relation would be exactly the same before and after
alloying, given no change in effective mass. Correspondingly, the
m vs. n relation for solid solutions would also have the same trend
as the pristine compound, just as if the deformation potential had
increased. The difference, however, is clear in the temperature
dependence, with T�1/2 for alloy scattering, and T�3/2 for
deformation potential scattering.

The first explicit expression of relaxation time talloy was
developed by Harrison and Hauser101,102 for nondegenerate
III–V semiconductors. We used this expression in previous
works; talloy for a parabolic band is given by

talloy ¼
8�h4

3
ffiffiffi
2
p

pOx 1� xð ÞDU2m
�3
2
d kBTð Þ

1
2

e�
1
2 (18)

Compared with eqn (16) from a much-simplified derivation,
there is only a small difference in the numerical constants.
In fact, after a short literature survey, we found that the constant
for talloy used by Makowski and Glicksman97 was roughly 2 times
that in eqn (18). The one used by Chattopadhyay103 is half of that
in eqn (18). Mahrotra used104 eqn (16). Caution is needed when
comparing results from different researchers.

The alloy scattering potential DU, following the simple derivation,
is the offset of lattice potentials between substitutional atoms
and the atoms being substituted. Unfortunately, based on
lead chalcogenides, we found that none of the potential
offsets obtained directly from another method can explain the
experimental mobility reduction in solid solutions. Historically,
Brooks109 suggested using the band gap difference between the
0% and 100% substituted compounds. This was later found to

provide inaccurate values, whereas, the difference in electron
affinity (hence the position of band edges relative to vacuum
level) is a better measure.96,110 This is clearly not supported by
results from the PbTe–PbSe or PbSe–PbS system: in each case,
the conduction band offset is about 0.1 eV, whereas DU from the
mobility data is around 1 eV (Fig. 3a and b). Band alignments
were calculated via DFT for coherently embedded nanoscale
clusters;108,111–113 these cannot be applied in the case of point
defects. In cases where near-perfect band alignment was found
for nano-clusters,108 experimental results with solid solutions107

have shown significant alloy scattering (Fig. 3c).
So far, DU can only be found as a fitting parameter, and

predicting mobility changes in solid solutions is still a goal to
reach. Nonetheless, a qualitative link between the band
position offset and DU might be justifiable: DU is around
1 eV in n-type PbTe–PbSe and PbSe–PbS, and 3 eV in PbSe–
SrSe. The band position offset is around 0.1 eV for the former
two cases and 0.8 eV for the latter. Further study in p-type PbSe–
PbS would be helpful; since the valence band offset in this case
is very small (0.03 eV), DU much less than 1 eV, and a minimum
mobility reduction are expected. We note here that a similar
discrepancy was seen in the coefficient X for deformation
potential scattering: from fitting mobility data X in lead
chalcogenides were found114 to be over 20 eV, whereas those
from calculation115 were no more than a few eV.

Often, disorders from point defects in lead chalcogenides
are not ‘beneficial’. However, studies in other material systems,
for example, many half-Heusler compounds, have demon-
strated that point defects (iso-valent substitution or doping)
are capable of reducing thermal conductivity without a heavy
penalty on carrier scattering.117–120 There is no guideline to
predict what substitutions, or which systems can benefit from
disorder. To shed some light on this, we observed that in lead
chalcogenides, the strain contrast has a large contribution to
the thermal conductivity reduction (e from eqn (6) is large in
these cases), whereas in half-Heuslers the strain contrast is
almost negligible117,118 (especially, when between a period-5
and a period-6 element). The more fundamental reason could
be that the bands in lead chalcogenides are from more-
overlapped, less-hybridized p-orbitals of cations and anions
(hence, small effective masses, high mobilities), which are
sensitive to interatomic distance changes. In contrast, bands
in half-Heuslers are from less-overlapped, highly-hybridized
d-orbitals (hence, large effective masses, low mobilities), which
are insensitive to changes in the local atoms.

Therefore, selecting an alloying element that has a large
mass difference and a small atomic size difference with the
host atom should be more likely to generate a beneficial
disorder. Such candidates are more likely to be found when
both alloying and host atoms are transition elements.
The lanthanide contraction leads to a small covalent radius
difference between the period-6 elements (post-lanthanides)
and their isoelectronic period-5 counterparts. Following
this, we have found a strategy (Fig. 4) particularly suitable
for half-Heusler compounds containing transition metals
ranging from periods 4 to 6: n-type Zr1�xHfxNiSn, p-type
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(Nb1�xTax)0.8Ti0.2FeSb, and n-type (Zr1�xHfx)0.88Nb0.12CoSb are
all successful examples.117–120

Another successful example of material engineering that
reduced thermal conductivity without impairing carrier mobility
is from in skutterudites with filler atoms in structural
voids.121,122 Filling by one or multiple species of atoms is a
method to obtain a high figure of merit in skutterudites. It is
possible to have a minimum impact of fillers on carrier mobility,
while introducing strong phonon scattering. Having a covalent
‘framework’ and weakly bonded ionic atoms is responsible for
strong phonon scattering and low thermal conductivities in
many structures, such as perovskites: oxide perovskites tend to
have relatively low thermal conductivities123–126 (given their
light atomic constituents). In the hybrid halide perovskites,
this effect combined with the rather anharmonic covalent
framework resulted in extremely low, amorphous-like thermal
conductivities,127–129 even in single-crystals.130–132

To end this section, we point out that for most of the well-
known successful examples of thermoelectric solid solutions, a
major contributor to the high thermoelectric performance

could be other factors such as the change in band structures.
One of the reasons why Bi2Te1�xSex and Bi2�xSbxTe3 have better
performance than Bi2Te3 is that band gaps in these alloys are
larger, thus thermal excitation of minority carriers is inhibited.
The change in defect chemistry133 and carrier concentration is
another factor such that no additional doping is necessary. Band
convergence happens in systems (Fig. 5) such as17,24,134–139

Bi2�xSbxTe3, Bi2SexTe3�x, Si1�xGex, PbTe1�xSex, Mg2Si1�xSnx, or
Mg3Bi2�xSbx (different explanations should be noted140,141), so
much so that in most cases (except for Si1�xGex), the optimum
solid solution composition is consistent with what is required
for band convergence.

3. Systems with multiple bands

Thermoelectrics often demonstrate better performances when
they take advantage of complex band structures. Symmetry-
imposed degeneracy of multiple carrier pockets is seen in most
high-performance systems. In other cases, materials have
benefited from the presence of additional bands with small
energy offsets from the primary conducting bands. Enabling
band convergence,107,137,142 where the edge of different bands
came to the same energy, has been a dependable strategy to
achieve higher zTs.

The maximum possible thermoelectric properties of a two-
band system have been discussed in several studies.143 Some
are for electron–hole systems144,145 as many thermoelectrics are
narrow bandgap semiconductors. Consider a system with two
bands having a reduced energy offset D (= DE/kBT), and using a
simple mixed conduction equation for each transport property,
we have:

zT ¼S2s
k

T ¼

S1s1þS2s2ð Þ2

s1þs2ð Þ
kL
T
þ L1þS1

2ð Þs1þ L2þS2
2ð Þs2�

S1s1þS2s2ð Þ2

s1þs2ð Þ
(19)

Here, the subscripts denote the properties of each band, with
‘‘1’’ being the primary band, and ‘‘2’’ the secondary band.
All terms in eqn (19) can be expressed in terms of the quality
factor B, and Fermi integrals:146

s¼ 3
kB

e

� ��2kL
T
B0F1

�2 (20)

Ss¼ 3
kB

e

� ��1kL
T
B 1F1

�2�Z0F1
�2

� �
(21)

LþS2¼ kB

e

� �2 2F1
�2

0F1
�2
�2Z

1F1
�2

0F1
�2
þZ2

� �
(22)

Z = EF/kBT is the reduced chemical potential of carriers. F is the
generalized Fermi integral for non-parabolic Kane bands63,146

Fig. 3 Mobility reduction due to alloy scattering in lead chalcogenide
solid solutions. (a) n-Type PbTe–PbSe, ref. 74. (b) n-Type PbSe–PbS,
ref. 105 and 106. (c) p-Type PbSe–SrSe, ref. 107 and 108. In each case,
the comparison was made among samples with similar carrier densities.
Solid lines were calculated using combined carrier scattering mechanisms,
see ref. 105 and 107 for modelling details. No fitting parameter was used.
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(take a = kBT/Eg = 0 for parabolic bands):

nFm
l Z;að Þ¼

ð1
0

�@f
@e

� �
en eþ e2a
� �m

1þ2eað Þ2þ 2
h i l

2
de (23)

Thus, the overall zT of a two-band system can be expressed
analytically. The detailed equation is lengthy yet simply algebra.
zT is a function of B1, B2, D, and Z only, which also means the
optimized zT is only a function of B1, B2, and D.

Fig. 6 and 7 present the zT of a hypothetical two-band system
(both are parabolic). In Fig. 6 we take B1 = 0.35, which is about
the quality factor of the L valence band146 in PbSe, and in Fig. 7
B1 = 0.7, which is about that of the L conduction band146 in
PbSe. The value of B2 is allowed to change within a reasonable
range based on known quality factors. We consider 0.17 to be
the lower bound for meaningful contribution to zT, whereas 1.4
is almost unrealistically high based on known examples.

Note that we have neglected a potential adverse influence on
carrier mobility when multiple bands come closer: the effect of
inter-band/valley scattering. It is reasonable to expect that the
optimum zT in a two-band system would be lower than
expected from the simple analysis above, which assumes no
inter-valley scattering. In simple terms, the question is the

strength of inter-valley scattering as compared to intra-valley
scattering.59 If there is a symmetry requirement forbidding
inter-valley scattering, there is a clear benefit. However, even
when the scattering is allowed, there is little reason to doubt
that a higher B and zT would result.

Consider inter-band scattering when the initial and final
states belong to different pockets with their extrema at the
same k point. The inter-band scattering is very similar to intra-
band scattering because of the small change in the wave vector.
One such example is the multi-band system of Mg2X (X: Si, Ge,
Sn). An expression of relaxation time was suggested147,148 and an
inter-band deformation potential D was introduced. In principle,
D can be determined if both functional forms of the two band
states are known; this is by no means easily available information.
Experimentally, it is impossible to tell the inter-band processes
from the normally discussed intra-band processes since they have
the same energy and temperature dependence. First-principles
calculation of the electron–phonon interaction would be the only
method to study this. In general, this type of multi-band system
tends to see increased inter-band scattering as two bands move
close. It is now known that in certain systems,149 the convergence
of bands is not beneficial due to increased carrier scattering.
Nonetheless, in other systems like Mg2X (X: Si, Ge, Sn), the

Fig. 4 (a) The effect of alloy scattering on the phonon and charge carrier transport. An alloying atom that has different mass contrast but a similar radius
to the host atom could create strong phonon scattering with relatively low alloy scattering potential. (b) Covalent radius difference between the period-5
transition metal and their isoelectronic period-4 and period-6 counterparts. Rcx indicates the covalent radius of period-x elements. The data are taken
from ref. 116. The effects of period-6 elements Hf and Ta on the kL and m for n-type ZrNiSn (c) and p-type NbFeSb (d). The data were taken from ref. 117,
118, and 120. kL0 and m0 denote the lattice thermal conductivity and carrier mobility of the unalloyed compound, respectively.
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convergence is beneficial and the inter-band scattering was
reported as insignificant.147

The inter-valley scattering is a little different when the two
pockets have extrema at different k points. Since a large change
in the k vector is needed, this process resembles that of the
optical phonon scattering and is inelastic in nature,150–153

which is distinguishable from intra-valley deformation
potential scattering processes. The best-known example of
inter-valley scattering is perhaps in n-type Si where inter-
valley scattering was found to be twice as significant as intra-
valley scattering.151,154–156 However, several more recent
results157–161 have indicated that the inter-valley scattering is
important but not greater than intra-valley scattering. Overall,
there have been only very limited examples (ref. 162 which is a
theoretical study) where the convergence of multiple valleys has
failed to improve the thermoelectric performance.

As long as inter-band/valley scattering would not completely
offset the benefit from converging multiple bands, the following
principles can be concluded (the dominant scattering
mechanism is still deformation potential scattering):

1. The optimized zT is determined only by quality factors
of both bands and their offset, not the individual band char-
acteristics, such as effective mass.

2. The quality factor of the first band sets the baseline for zT.
The second band adds its contribution depending on the offset
between them; the smaller the offset, the larger the contribution.
If a system has a first band with a low-quality factor, its zT will
not be high unless a better second band takes over.

3. Depending on the ratio B2/B1, the second band starts to
contribute when D is below B2 (small B2/B1) to B4 (large B2/B1).

Fig. 5 Band convergence in thermoelectric solid solutions. (a) Hole
pockets of Bi2�xSbxTe3 and (b) schematic valence band positions with
different compositions, from ref. 134. (c) Hole pockets in PbTe and
(d) schematic valence band positions at different temperatures in PbTe1�x-

Sex, from ref. 137. (e) Schematic band positions of Mg2Si1�xSnx, from ref.
138. Used with permission, Copyright the American Physical Society.
(f) Schematic band positions of Mg3Sb2�xBix, from ref. 24.

Fig. 6 Modeled zT of a two-band system with the two bands separated by reduced energy, D. The quality factor for the first band B1 = 0.35. (a)–(d) Cases
with different quality factors B2 for the second band.
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On the other hand, two bands with D r 1 are almost as good as
converged (though which one comes first matters). More studies
are needed to understand whether the inter-band/valley scattering
intensity has notable changes within such a range of D.

4. In most cases, the maximum zT is achieved only at one Z,
which is close to the edge of the first band (slightly below, for a
conduction band), regardless of B2. A good strategy should
always be reducing D, instead of excessive doping to let Z ‘reach
a better band’. This is consistent with our conclusion regarding
resonant doping in the next section, that the resonant level
should be close to the band edge.

5. Only for extreme B2/B1 ratios, the optimum Z moves away
towards the edge of the second band, and the maximum zT is
found when Z is near the edge of the second band. B1 is very small
in this case (Fig. 8 and 9). This is likely the case when the first band
is an in-gap defect band.163 Even though the optimum Z followed
the second band, the first band still leaves its negative impact on zT.

6. When the two bands are close (D o 1) the optimum Z
slightly shifts toward the second band. This shift is less than
0.5kBT, even when the second band has a B factor twice as high.
The optimum Z for a two-band system is approximately the
same as that for the first band alone. The carrier density needs
to be properly increased to keep the same Z.

This discussion so far is simply based on numerical
simulation. Nonetheless, we can consider a few real examples
where experimental findings reflect such principles:

3.1 La3�xTe4

La3�xTe4 is an excellent n-type material164 at high temperatures
(T 4 1000 K). Band structure calculation165 indicated two sets

of conduction bands separated by about 0.3 eV (Fig. 10a), which
is equivalent to D = 2.8 at 1273 K. Fermi distribution can create
finite occupancy of the second band even at lower temperatures
(400 K, Fig. 10b) with composition control (doping). However,
as suggested by our discussion above, at this value of D, the
second band would have limited contribution to the overall
performance. La3�xTe4 has decent zT at lower temperatures, as
well with optimized zT 4 0.6 at 700 K, suggesting a decent
quality factor B1 for its first conduction band. Thus, if we
assume the first conduction band has a B1 that scales with T,

Fig. 7 Modeled zT of a two-band system with the two bands separated by reduced energy, D. The quality factor for the first band B1 = 0.7. (a)–(c) Cases
with different quality factors B2 for the second band.

Fig. 8 Modeled zT of an extreme two-band (hypothetical) system with
the two bands separated by reduced energy, D. The first band is set to be a
very poor one with B1 = 0.05 (zT below 0.2), while the second band has a
decent B2 = 0.5.
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at 1273 K the observed maximum zT of 1.1 matches our
expectation without the contribution from a second band.
The optimum carrier density was found around 2 to 4 �
1020 cm�3, consistent with the expected doping level for a
DoS effective mass of the first band (1.4 me). This further
suggested that no significant number of carriers populated
the second conduction band. Thus, even though La3�xTe4 is a
system with two conduction bands, it is likely that the second
band has limited contribution to the material’s high zT.

3.2 CoSb3

CoSb3 has two conduction bands. Historically, Sofo and
Mahan166 found from the calculated band structure that CoSb3

has a non-parabolic Kane band and a triply degenerate
parabolic band at the G point. A previous study50 using optical
absorption (300 K) identified a second conduction band off G at
0.08 eV above the primary band edge (corresponding to D =
3.1 at 300 K, and 1.2 at 800 K, as shown in Fig. 11b and d). This
second conduction band has a complex Fermi surface
(Fig. 11c), a very large DoS effective mass, a high equivalent
degeneracy Nv, and a quality factor B2 that is likely comparable
or even better than the first one (we estimated B1 to be around
0.4 at 800 K). Different from La3�xTe4, the small D makes the
second band influence perceptible even at room temperature:
the observed effective mass from the Seebeck coefficient
steadily increases with carrier density.9 At a high doping
level of 5 � 1020 cm�3, the Seebeck coefficient was still9 around

�100 mV K�1. Assuming the same D, we could estimate the
optimum zT at 800 K to reach 1.2 (see Fig. 6b). Better yet,
temperature-dependent absorption50 measurements confirmed
that D decreases with temperature and the two sets of bands
converge at around 800 K. The convergence could potentially
bring maximum zT to 1.5 at 800 K.

Experimentally, single-filled CoSb3 achieved zT = 1.2 at
800 K. This value is lower due to the narrow bandgap of CoSb3

(at 0.23 eV at 300 K). In fact, based on Fig. 9c, the optimum
Z with converged bands is between �0.5 to �1.0, suggesting
that the Seebeck coefficient should be between �240 to
�270 mV K�1 when zT is maximized. Experimental values from
different studies are around �180 mV K�1, which is an indicator
of the valence band influence.

3.3 Bi2Te3

Bi2Te3 is an outstanding system due to its inherently low lattice
thermal conductivity and complex conduction and valence
band Fermi surfaces. Both its conduction band side and
valence band side Fermi surface have two (three) sets of valleys
emerging at different energies167,168 (Fig. 12). The primary
valence band is six-fold degenerate. The edge of the second
set of six valleys has an offset of 0.03 eV (D = 1.2) from the band
edge. At even higher energies, a total of 12 pockets merge
around Z point forming a ring structure. On the conduction
band side, the primary conduction band is also six-fold, the
second set of two pockets along the Z–Z line emerge at 0.05 eV

Fig. 9 The optimum reduced chemical potential Z in two-band systems with different D and B2/B1, for different B1: (a) 0.01, (b) 0.1, (c) 0.3, (d) 1.0. Dashed
lines in (c) and (d) draw limits, where B2 to their right is very unlikely.
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(Do 2) from the band edge. Lastly, at a higher energy of 0.08 eV
(D o 3.1), another set of six valleys begin to emerge.

At 300 K, transport in both p-type and n-type Bi2Te3 will have
notable influence from the additional pockets. Nonetheless, if
we assume that the primary bands dominate transport
processes, we can find167 that the conduction bands have a
slightly higher quality factor BC = 0.26, while BV = 0.2 (electrons
have higher mobility, effective masses are identical). This
is reflected in the best zTs observed167 for Bi2Te3: 0.8 for the
n-type and 0.5 expected for the p-type.

To achieve higher zTs, different alloys are used: Bi2�xSbxTe3

and Bi2Te3�xSex. The alloys have larger bandgaps and thus
inhibit the bipolar effect in Bi2Te3. Isovalent substitutions also
changed the defect chemistry, which brought convenient
control of carrier densities. Point defects further reduced the
lattice thermal conductivities, and while doing so, did not
cause a reduction in mobilities. In fact, the mobilities in
Bi2�xSbxTe3 might have increased.

It turns out solid solutions in both cases changed the offsets
of different carrier pockets, causing the convergence of
different pockets.169 In Sb2Te3, the order of the first and second
set of hole pockets was flipped170 as compared to Bi2Te3. In

their alloys, the two sets converged around the composition of
Bi0.25Sb1.75Te3 (a larger effective mass171,172 at this composition
is also an indicator). In Bi2Se3, the primary electron pocket is173

the one along Z–Z; alloying with Bi2Te3 allows these two pockets
to converge with the six pockets in Bi2Te3 around the
composition172 of Bi2Te2.7Se0.3.

Assuming it is comparable to its counterpart167 in Sb2Te3,
the second set of six hole pockets in Bi2Te3 should have a
quality factor (0.20, take kL same as Bi2Te3) that is close to the
first set (BC in Bi2Te3). On the other hand, assuming the two
pockets along Z–Z in Bi2Te2.7Se0.3 have characteristics from
Bi2Se3, we can see that they have a much lower quality factor
(0.09, take kL same as Bi2Te3). While convergence happened in
both alloys, different valleys were converged. The higher quality
factor of the second band made the p-type Bi0.25Sb1.75Te3 the
one174–177 with higher zT, while in binary Bi2Te3 it was the
opposite.

Additionally, from the modeling above, when the two bands
have similar B, zT will be close to the maximum when the two
are very close, regardless of which one is the primary. Thus, we
expect in p-type alloys that the maximum zT is not sensitive to
small changes in alloy composition, given that carrier densities
are properly tuned; this was observed experimentally.178,179

On the other hand, for n-type alloys, we know that (a) smaller
D are required for the second band to affect overall zT, (b) zT of
a two-band system is primarily determined by the first band.
Thus, we expect the maximum zT to be more sensitive to
composition changes, especially on the Se-rich side (when the
low-quality band becomes primary). Again, this was observed
experimentally.180,181 If a pseudo-ternary system can be found,
which also converges the additional six electron pockets,
notably higher zTs can be expected for n-type alloys.

4. Resonant doping

In thermoelectrics, dopants are point defects that provide free
charge carriers thus shifting the position of the Fermi level.
Often, this is considered as (approximately) their only impact
on the material’s transport properties (with exemptions for very
heavy doping). The resonant dopants are a special type of dopant,
which, in addition to providing free carriers, interact with
conducting bands, leading to unique transport behavior.182–187

The success of resonant doping is well-known188,189 in Tl-doped
PbTe and In-doped SnTe, and the enhancement of effective mass
m* as seen from the higher Seebeck coefficient in the Pisarenko
(S vs. n) relation. More recent studies suggest that resonant
doping exists in more systems such as Bi2Te3,187 GeTe,190 half-
Heuslers,191,192 As2Te3,193 and Zn4Sb3.194

In classic semiconductor physics, the dopants that provide
free carriers are depicted by discrete defect levels below the
edge of the density-of-states of the conduction band (taking
donors as an example, Fig. 13a). The defect levels are so-called
‘‘hydrogen-like’’ levels, meaning they are not from a specific
atomic orbit from the donor, but effective ones to account for
the coulombic interaction between the positively charged ion

Fig. 10 (a) The calculated band structure of La3�xTe4 close to the
conduction band minimum, showing secondary bands around 0.3 eV above
the primary band. (b) The Pisarenko relation at 400 K (inset 1000 K) shows
an increase in the effective mass as carrier density increases. The red curve
is from first-principles calculations based on the calculated band structure.
The blue curve is from a multi-parabolic band model with effective masses
and band offsets from first-principles calculations. The black curve is from a
semi-empirical multi-parabolic band model, where the effective mass of the
first band was adjustable and set to 0.844. From ref. 165, used with
permission, Copyright the American Physical Society.

Review Materials Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
N

ov
em

be
r 

20
21

. D
ow

nl
oa

de
d 

on
 1

/1
7/

20
26

 1
:2

8:
55

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1ma00780g


746 |  Mater. Adv., 2022, 3, 734–755 © 2022 The Author(s). Published by the Royal Society of Chemistry

cores and the free electrons. These large polaron levels are
below the band minimum so carriers are free only when the

orbits from neighboring defects overlap or activation energy
(thermal or electromagnetic) is provided to dissociate them

Fig. 11 (a) Seebeck coefficient (S) versus Hall carrier concentration (nH) at 300 K for n-type CoSb3. The solid black line from the multi-band model. Orange
and red dashed lines show single parabolic band behavior with masses equal to the two individual conduction bands. (b) The electronic band structure and
density of states (DOS) for CoSb3. (c) The Fermi surface for a Fermi level 0.11 eV above the conduction band minimum showing the 12 pockets of the second
conduction band CB2. (d) Room-temperature optical absorption measurements showing two distinct transitions. From ref. 50.

Fig. 12 Valence and conduction band Fermi surfaces of Bi2Te3 at different energies; from ref. 167.
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from cores. In heavily doped semiconductors, the discrete
defect levels interact with each other, become ‘‘band-like’’,
and overlap with the conduction band. This results in metallic
transport behavior and donors are always mobile.

In the case of resonant doping, the ‘‘hydrogen-like’’ levels
from dopants are found above the minimum of the conduction
band density of states.186 With energy relaxation, electrons will
dissociate from these states forming free carriers in the con-
duction band. Different from regular dopants, resonant defects
continue to interact with carriers (beyond normal Coulombic
interactions that give rise to ionized scattering), which depends
heavily on carrier energy and is strongest when the defect level
aligns with the Fermi level (Fig. 13b). This interaction causes
carriers to ‘resonate’ between continuous band states and the
‘discrete, defect states’186,196 (keep in mind they are not actual
atomic states, and the carriers do not actually transit between
different states). It is worth noting that all known examples of
resonant dopants are elements that have multiple
valences.185,197–199 Although there is no definitive evidence
yet, that multiple valences (such as Tl1+ and Tl3+) coexist
in these cases (some recent study218 did suggest existence
of mixed valence, in contrast with previous studies such as
ref. 219,220).

Identification of resonant behavior is in most cases based on
an increased effective m* either by density-of-states DFT
calculations or increased Seebeck coefficient over the regular
carrier density dependence (Pisarenko relation). In principle,
strong energy-dependent resonance leads to Fermi level
pinning, which is seen as the saturation of carrier concentration
measured by the Hall effect when the dopant concentration
changes. Additionally, upon sufficient co-doping or counter-
doping with a regular dopant, the carrier concentration could
increase or decrease again (un-pinning). The pinning and un-
pinning behavior, combined with Seebeck coefficients, serve as a

more definitive indicator of resonant doping experimentally.
As seen in Fig. 14, the measured carrier densities showed
clear pinning and un-pinning in PbTe with resonant dopants
of Tl (ref. 200, 14b) and Ti (ref. 197, 14c), and PbSe with resonant
dopants of Tl (ref. 195, 14a); the same is likely although not as
clear in SnTe with resonant dopants of In (ref. 201, 14d).

Resonant doping could be beneficial, however, optimization
is necessary to reach the best possible thermoelectric
performance. Using Na and Tl co-doped PbSe as a platform, a
descriptive model was proposed195 so carrier density and
temperature-dependent properties can be modeled.

In this model, only the density-of-states distortion from
resonant states was taken into account. Additional resonant
scattering mechanisms were not considered, for the reasons
discussed in ref. 186 and 195. The change in the density-of-
states affects transport properties either through the change in
carrier group velocity, or the change in the scattering
probability, so each transport property can be expressed.

The distortion of DoS was described195 by an additional
Lorenzian term184 to the total DoS:

gres eð Þ ¼ 2NiH
G
2p

1

E � Eresð Þ2þ G
2

� �2 (24)

Eres is the central energy of the resonant levels/band. G is the
resonant bandwidth that marks the full-width-at-half-
maximum of the Lorentzian distribution in eqn (24). Integrating
eqn (24) over all energies gives 2NiH (Ni is the total density of
resonant dopants). H is an adjustable, unitless parameter
between 0 and 1, it can be seen as a measure of how strongly
the localized defect level is ‘hybridized’ with band states.

To express the transport properties, the carrier group
velocity has to be determined. ‘Resonating’ between the band
states and localized states would reduce the group velocity of

Fig. 13 An illustration of hydrogen-like levels from (a) regular dopants and (b) resonant dopants (ref. 195). In dilute cases, these levels are treated as non-
interacting, discrete levels, whereas in degenerate cases, these levels form bands. In the case of regular dopants, the defect levels do not cause changes
to the total density-of-states. In the case of resonant dopants, the additional density-of-states from defects is Lorentzian and interacts with the
continuous band states, distorting the total density-of-states.
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carriers; to capture this, the following relations were
considered:

vg ¼
1

�h

dk

dE

� ��1
(25)

and

g eð Þ ¼ NV

p2
k2

dk

dE
(26)

such that (for a non-parabolic, Kane band)

vg ¼
1

p2�h
NVg eð Þ�1kband2;

kband ¼
1

�h
2m�E 1þ E

Eg

� �� �1
2

(27)

These are the key treatments of this model; complete equations
can be found in ref. 195.

Note that three parameters were introduced in this model:
Eres, G, and H. Eres can be determined by solving for Eres = EF

using the ‘pinned’ carrier concentration. For G and H, it is not
clear if they can be determined from experiments. In
the previous work they were taken as adjustable parameters.

All three parameters are set as constants for a given resonant
system. Fig. 15 illustrates how each of them affects the Seebeck
coefficient and mobility at 300 K.

With reasonable accuracy, the modeled carrier density
dependence of the Seebeck coefficients and mobility were
consistent with experimental results in the applicable temperature
range. Although similar calculations186 (same scattering mecha-
nism, DoS from KKR-CPA) had successfully described the Seebeck
coefficient in PbTe doped with Tl, the work on PbSe provided a
complete picture that describes both Seebeck coefficients and
carrier mobility, as well as their temperature dependence.

Based on this model, some general guidelines regarding
resonant doping can be summarized:

(1) Resonant doping leads to stronger mobility reduction and,
therefore, is not always beneficial for thermoelectrics.202 How-
ever, a moderate increase (10–20%) in the power factor under
optimum n is possible in some cases. Tl doping in PbTe is the
best-known example of resonant doping but the zT was not
higher than PbTe doped with regular dopants. Tl doping in PbSe
is not beneficial for zT. So far, the only case189 to achieve higher
zT than regular cases with a resonant dopant is In in SnTe.

(2) The impact of ‘resonance’ can be seen at different
temperatures (assuming the nature of the defects does not

Fig. 14 Fermi level pinning observed experimentally in different resonant systems. (a) Tl in PbSe codoped with Na; the top inset is a sketch of how the
Fermi level changes with doping in the Tl:PbSe case. (b) Tl in PbTe at 77 K, codoped with Na, or counter doped with Pb, reproduced using data from ref.
200 (c) Ti in PbTe, from ref. 197; the Ti effusion cell temperature is proportional to the Ti concentration. In this, unpinning of the Fermi level is possible
without the use of another dopant. Used with permission, Copyright the American Physical Society. (d) In in SnTe co-doped with Ag or counter-doped
with I. From ref. 201. The pinning of the Fermi level, in this case, is not as clear. Used with permission, Copyright the American Institute of Physics.
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change, only the result of DoS distortion). The unique ‘hump’
of the Seebeck coefficient within a certain carrier density range
may not always be seen. In many cases, the impact on the
Seebeck coefficient is similar to an increased effective mass.203

(3) Further tuning of the carrier density with a regular
dopant is likely needed. Optimization should involve co-
doping or counter-doping.

(4) The optimum position for a resonant level/band is close
to the continuous band edge, with a small offset into the band.
This conclusion is consistent with the study using tight-binding
plus transport property modeling.204

(5) The DoS distortion causes the zT to peak at higher
Seebeck coefficients,205 whereas for systems approximated by
a single parabolic band and deformation potential scattering,
zT tends to peak48,206 when the Seebeck coefficient is around
250 mV K�1. This could be favorable for certain device
applications.207

This is an example of how transport property modeling can
help to guide material optimization, which would otherwise be

tedious to study on a trial-and-error basis. This is true even when
two parameters in the model are obtained from fitting, and the
modeling still needs a good amount of experimental input.

5. Outlook

Thermoelectrics often have better performance when they take
advantage of complex physical phenomena. The challenge is to
characterize complex phenomena in a manner that can be
engineered using the simple tuning parameters, composition,
and processing conditions, available to synthetic chemists.
The analytic models discussed here represent simplifications
that describe the essential physics of the complex phenomena
using a few scalar parameters that can be changed with synthesis
conditions. Although not an exact theory, the formulations are
based on the correct physics so that they should characterize a
large fraction of the effect in a way that can be interpolated and
extrapolated, perhaps more accurately than a machine learning
algorithm, for example.

Fig. 15 Modeled transport properties at 300 K in PbSe, from ref. 195, with each of the three parameters changed to illustrate their influence on (a), (c)
and (e) the Seebeck coefficient, and (b), (d) and (f) the Hall mobility. The default values of these parameters are Eres = 0.125 eV, G = 0.04 eV and H = 0.08.
Each parameter is then allowed to change one at a time.
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Many of the parameters used in these models are obtained
from fitting experimental measurements. Often they cannot be
determined in advance using other properties; for instance, the
alloy scattering potential DU, which we only know qualitatively
where it comes from and can only guess its order of magnitude.
For some of the parameters used to characterize resonant
scattering, even such a qualitative relation is not clear. In the
case of point defects on thermal conductivity, we argued that a
simple, analytical approach is possible where all parameters
can be determined from observable properties. This is the case
mostly for mass contrast or simple structures like Si, Ge, and
rock-salt lead chalcogenides. More studies on diverse and
complex materials are needed for such models to be predictive.
Although easily interpolated to similar systems with small
compositional variations, it is difficult to extrapolate by
predicting the parameters in complex materials without full
experimental characterization.

While we currently only use the fitting of experimental
results to obtain these parameters, the rapid advances of
computational methods may revolutionize the process. It is
tedious experimental work to prepare and exactly measure the
same samples with only one synthetic parameter changed.
However, such a computational, virtual experiment, is now
relatively easy, even if not exactly applicable (e.g. approximations
to the physics or missing microstructural effects). This provides
an immense opportunity for theory and experiment to collaborate
toward an engineering goal.

One must keep in mind that the analytical models are
essentially isotropic, spectral averages of various related physical
phenomena. It should not be surprising when parameters that
fit experiments differ from values determined computationally
or even other experiments. The deformation coefficient X of lead
chalcogenides can be very different from calculated values
(for example, ref. 115). This is at least partly because of other
carrier scattering mechanisms,208 such as deformation potential
scattering from optical phonons,209–211 inter-valley scattering,
and potential scattering from ionized impurities,212 which are
not distinguished from the often-called ‘acoustic phonon’
deformation potential. The realization, for example, that optical
rather than acoustic phonons are primarily responsible for
temperature-dependent electron scattering in complex crystals
leads us to think of the deformation coefficient X as an effective
parameter for phonon scattering (rather than just acoustic
phonons). Similarly, the alloy scattering potential DU is more
complicated than just electronegativity or work function differ-
ences. Additionally, different crystal symmetry and atomic
coordination could make the analytical equations slightly
different. Overall, the basic modeling approach is a compromise
between simplicity, generality, and accuracy.

Compared to inorganic semiconductors, thermoelectric
transport properties in organic or composite semiconductors
are very poorly understood. Taking organic semiconductors as
an example, historically, researchers used theories such as
variable range hopping213,214 based on amorphous inorganic
semiconductors to explain general trends. The results were not
satisfactory. Recently, this has been revisited and it was

suggested that organic semiconductors can be understood with
a transport theory similar to that used for crystalline semi-
conductors containing homogeneous itinerant states and a
mobility edge due to their disordered nature.215–217 This is
important progress towards successful modeling that can be
used to optimize materials. The models are even more reliant on
fitting to determine key parameters since their exact physical
mechanisms are poorly understood. Given the large variations in
reported properties (presumably rooted in complex polymeric
chemistry and microstructure), there is much left to understand
and study within the physics and modeling of transport
properties in organic semiconductors.

Keep in mind that the selection of thermoelectric materials is
not all about higher zTs. It is true that for both power generation
and cooling performance, zT is the only metric, given no limita-
tions on other device design factors such as geometry and
interfaces: higher (average) zT means better performance. This
statement is, however, for a single leg made of a uniform
material only. A better zT for a leg does not always translate to
better device performance.207 Material design is a multi-faceted
problem when device-building is the ultimate goal.
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I. Savić, Phys. Rev. B: Condens. Matter Mater. Phys., 2020,
102, 115204.

212 H. Wang, X. Cao, Y. Takagiwa and G. J. Snyder, Mater.
Horiz., 2015, 2, 323–329.

213 S. Ihnatsenka, X. Crispin and I. V. Zozoulenko, Phys. Rev. B:
Condens. Matter Mater. Phys., 2015, 92, 035201.

214 C. Juhasz and S. O. Kasap, J. Phys. D: Appl. Phys., 1985, 18,
721–729.

215 S. D. Kang and G. J. Snyder, Nat. Mater., 2017, 16,
252–257.

216 S. A. Gregory, R. Hanus, A. Atassi, J. M. Rinehart,
J. P. Wooding, A. K. Menon, M. D. Losego, G. J. Snyder
and S. K. Yee, Nat. Mater., 2021, 20, 1414–1421.

217 M. T. Agne, F. R. L. Lange, J. P. Male, K. S. Siegert,
H. Volker, C. Poltorak, A. Poitz, T. Siegrist, S. Maier,
G. J. Snyder and M. Wuttig, Matter, 2021, 4, 2970–2984.

218 P. Walmsley, C. Liu, A. D. Palczewski, P. Giraldo-Gallo,
C. G. Olson, I. R. Fisher and A. Kaminski, Phys. Rev. B,
2018, 98, 184506.

219 T. Keiber, F. Bridges, B. C. Sales and H. Wang, Phys. Rev. B,
2013, 87, 144104.

220 S. Waddington, P. Weightman and A. D. C. Grassie, J. Phys.
C: Solid State Phys., 1988, 21, 2695–2700.

Review Materials Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
N

ov
em

be
r 

20
21

. D
ow

nl
oa

de
d 

on
 1

/1
7/

20
26

 1
:2

8:
55

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1ma00780g



