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Microfluidics for antibiotic susceptibility testing
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The rise of antibiotic resistance is a threat to global health. Rapid and comprehensive analysis of infectious
strains is critical to reducing the global use of antibiotics, as informed antibiotic use could slow down the
emergence of resistant strains worldwide. Multiple platforms for antibiotic susceptibility testing (AST) have
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been developed with the use of microfluidic solutions. Here we describe microfluidic systems that have
been proposed to aid AST. We identify the key contributions in overcoming outstanding challenges
associated with the required degree of multiplexing, reduction of detection time, scalability, ease of use,

and capacity for commercialization. We introduce the reader to microfluidics in general, and we analyze

rsc.li/loc

1. Antibiotic resistance crisis

Once called ‘miracle drugs’, antibiotics help humanity keep
infectious diseases at bay. Since the dawn of antibiotics,
strains of bacteria resistant to antibiotic effects have been
reported - Alexander Fleming, famous for discovering the
effect of penicillin on bacteria, mentioned the irresponsible
use of antibiotics and the threat of drug-resistant bacteria as
early as 1945 in his Nobel Lecture.' The number of new
antibiotics introduced to the clinic decreases over time, while
the number of resistant strains increases.” Antibiotic-resistant
infections are responsible for ca. 33 000 deaths per year in the
European Union® and around 35000 deaths per year in the
USA,* with the most deadly infection in the USA being caused
by Clostridioides difficile, methicillin-resistant Staphylococcus
aureus (MRSA), and extended-spectrum beta-lactamase (ESBL)
producing Escherichia coli.* Although most deaths caused by
bacterial agents could be treated with antibiotics,” the
number of fatalities caused by antibiotic resistant bacteria is
predicted to increase to a stagerring 10 million death per year
in 2050 as predicted by WHO.® This prediction is sometimes
criticized,® but even these critics agree that the antibiotic
resistance of bacteria is a major health challenge now and in
the predictable future. A wide-scale statistical analysis based
on Global Burden of Disease Study,” showed that the 2016
estimate of 700000 deaths®® per year by antibiotic resistant
bacteria might be too shy: research showed that 1.27 million
deaths per year can be directly attributed to antibiotic-
resistant bacteria (if all antibiotic-resistant infections were
replaced by no infection, 4.95 million deaths would have been
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the challenges and opportunities related to the field of microfluidic AST.

avoided in 2019, while if all antibiotic-resistant infections
were replaced by antibiotic-susceptible infections, 1.27
million deaths could have been prevented®). The data from
the statistical analysis inform that it is not only the lack of
sanitation or access to antibiotics that drive bacteria-related
deaths, as antibiotic resistance plays a large role there. The
geographic distribution of deaths per capita attributable to
antibiotic resistant bacteria shows an expected tilt towards
low-to-medium income countries, but the difference in per
capita deaths by antibiotic resistant microbes between those
and high income countries is not huge: antibiotic resistant
bacteria are causing death and suffering worldwide.®

Bacteria resistant to multiple drugs at once, or even to all
clinically available antibiotics, are of serious concern to
researchers.’™"" 1t is estimated that more than 50% of
antibiotics prescribed®'* around the world is used either
unnecessarily (e.g., for viral infections) or wrongly (either
wrong narrow-spectrum antibiotic or blindly used broad-
spectrum antibiotic that leads to intense growth of antibiotic-
resistant strains that are usually kept in check by the rest of
microbiota of a healthy human).”® Antibiotic resistance is
also emerging due to antibiotic pollution in the
environment,"* which suggests that combating antibiotic
resistance should involve collaboration of multiple sectors,
such as public health, animal health, plant health - as
specified in the WHO's One Health approach.'” To curb the
emergence of antibiotic resistance, it is imperative to reduce
the overuse of antibiotics. We need more cheap and easy-to-
use platforms for the identification of pathogens and for
assessment of antibiotic resistance to stop the inappropriate
use of antibiotics and perhaps limit the incorrect use of
antibiotics - physicians with access to a point-of-care
platform for identification of pathogens and their resistance
are less likely to prescribe antibiotics when they are not
needed.'®™® As a prolonged diagnosis of a pathogen and its
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antibiotic resistance profile decreases the chance of survival
of an infected patient, the time from sampling to diagnosis
should be reduced to a minimum. Therefore any new
platform that could be used to diagnose bacterial infections
should be as rapid as possible.

Quantitatively, bacterial drug resistance is established by
measuring a parameter called minimum inhibitory
concentration (MIC), the lowest concentration of a drug that
prevents the growth of bacteria.'® MIC measurements are the
basis for establishing resistance breakpoints by agencies such
as CLSI or EUCAST.”® A breakpoint is a drug concentration
against which a patient sample is tested - if there is growth,
the bacterial strain is resistant; if there is no growth, the
strain is susceptible. Setting breakpoint values by medical
agencies is based on MIC and pharmacokinetics and
pharmacodynamics (PK/PD) of an antibiotic." Clinicians use
breakpoint values based on the MIC, but not the MIC itself.
Breakpoint values, although highly useful, do not convey the
information that an MIC screen personalized to a given
patient would: e.g., a breakpoint does not necessarily take
into account a wild-type resistance distribution, which can
lead to both false positives and false negatives, or there is a
possibility that a tested bacterium does have a resistance
mechanism but is still below the breakpoint.>>

The gold standard assays for establishing MIC are broth
dilution and e-test. The most commonly used automated
platform for quantifying MIC is VITEK® 2 by bioMérieux,
based on the microbroth dilution method. VITEK® 2 uses
cassettes with a set of compartments with a diluted drug and
with the tested bacteria. The compartments are monitored
constantly to generate a growth curve which is compared to a
growth curve of bacteria with a known reference MIC. All the
upcoming automated AST solutions have to be compared to
this or similar devices (e.g., BD Phoenix by BD Diagnostics,
Sensititre by Thermo Scientific, MicroScan by Siemens HC
Diagnostics) as a standard if they are to be used in a clinical
setting on a wide scale. A potent source of innovation in the
area of automated broth dilution is microfluidics, and this is
visible in various emerging start-up companies that try and
develop disruptive technologies for AST.

Due to poor profit prospects on new antibiotics, big
pharmaceutical companies are not inclined to spend money
on antibiotic research and clinical trials.>® To tackle the
growing levels of antimicrobial resistance, governments and
international bodies are implementing push and pull
strategies to incentivize the development of new antibiotics
by private companies.>*>® Push strategies include direct
grants and tax incentives, while pull strategies consist of
milestone rewards or market exclusivity extensions.”* As an
example of a pull strategy, the Longitude Prize of £10 million
was set for a competitor that develops a point-of-care
diagnostic test that will help conserve the usage of
antibiotics. A few essential criteria are required to be
considered for the prize: the test must be needed, accurate,
affordable, rapid, easy to use, safe, and scalable. These
requirements, relatively easy to achieve in separation, pose a
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significant technical challenge when combined. In recent
years, there has been a surge of scientific publications about
point-of-care, rapid, easy-to-use platforms for a number of
biological applications. A considerable proportion of the
presented solutions is based on microfluidics and tackle the
antibiotic resistance problem.

In this review, we comprehensively describe many of the
microfluidic systems that were applied to quantitative
antibiotic resistance assessment. There is a need for
quantitative antibiotic susceptibility testing systems>” as they
provide more information than just the detection of
resistance or susceptibility, and we identify assay
multiplexing and signal detection time as the bottlenecks to
the development of rapid AST with an MIC output. We
therefore focus on the microfluidic technologies applied to
AST to inform the reader which technology suits different
multiplexing or detection methods. We put the most effort
here to describe microfluidic solutions that not only identify
antibiotic resistance, but also generate the MIC which we
consider highly informative in medical diagnostics. We
recommend that the reader reaches for other review articles
that describe in detail different aspects of microfluidics
applied to antibiotic susceptibility screens or are related to
AST, such as strictly single-cell assays,*® technical challenges
to manufacturing AST devices at scale,?® microfluidics put in
a broader AST context,>”?**! or barriers to the development
of rapid AST platforms.” For a recent list of innovative
companies in the field of AST we send the reader elsewhere.?’
We begin with a description of microfluidic systems in
general that will allow the reader to understand how
microfluidic systems for biological applications work and
where to seek technical improvements. We divide the
microfluidic platforms for AST into categories by the
approach to liquid handling (Fig. 1), as this determines the
assay's capabilities and challenges in the assay's potential
development: static chamber arrays, flow chamber arrays,
droplet arrays, and systems based on flowing droplets. A
separate category is the systems for phenotypic-molecular
(“pheno-molecular”) assessment of MIC in microfluidics.
Among all the microfluidic platforms we describe, we
highlight platforms that allow for single-cell level studies, as
these platforms allow for either rapid AST or heterogeneity
studies. We conclude this review with a discussion on the
challenges that researchers face when working on
microfluidic platforms for analysis of antibiotic resistance,
and with identification of research opportunities in
application of microfluidic techniques to AST.

32

2. Microfluidic methods of studying
bacteria
2.1. Introduction

Microfluidics is now a matured field of science that deals
with the flows of fluids at microscopic scales. The flows are
realized mainly within the confinement of microchannels
that tend to have hydraulic diameters in the range of tens to

This journal is © The Royal Society of Chemistry 2022
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Fig. 1 Schematic representation of microfluidic approaches used in antibiotic susceptibility testing. A given microfluidic solution is easier to use
for an end-user at the cost of the process scale and the flexibility of the assay, ie., multiplexing capabilities or on-chip operations. Static
microfluidic chambers are, in principle, an array of wells in a well plate with automated filling and separating operations added. Static chambers
provide for some multiplexing: antibiotics in different concentrations can be printed to separate chambers, and the monitoring of cells is easy as
the chambers are not numerous and they do not move, so the cells are immobile for the sake of microscopy. Static chambers are feasible for
transfer to commercial applications as they are easy to produce at scale. Flow chambers are similar to static chambers, albeit their content can be
gradually changed over the course of an experiment, usually through diffusion from the main channel to the side chambers. Hybrid droplet arrays
offer greater scale and multiplexing than chambers, and they still allow for easy monitoring of cells, as the droplets are immobile. Complex
operations on liquids can be done on-chip before generation and immobilization of droplets. However, after immobilizing the droplets, it is
difficult to introduce changes to reaction conditions controllably for each droplet. The use of droplets requires consideration of the transport of
matter, e.g., antibiotics or dyes, between droplets, although in stationary arrays the droplets are not moving, so the surfactant-based transfer of
molecules should be limited. Flowing droplets provide superb scale and multiplexing capabilities, as complex liquid handling operations can be
done even at the level of single droplets. Droplets are usually incubated for the growth of encapsulated bacteria for long times, so the transfer of
matter between droplets must be considered. Monitoring of cell growth dynamics is not trivial, as droplets move during incubation due to mixing
or convection, so following the same droplet over the course of the experiment would pose a considerable challenge. Flowing droplet arrays are
complex to automate from end to end; therefore, they are not easily transferable to commercial settings. However, flowing droplet arrays provide
for vast research possibilities due to the scale of possible experiments. Pheno-molecular ASTs are different in that they can in principle be
performed in droplets or static chambers. Although the currently used number of reactors for pheno-molecular assays is smaller than in droplet-
based assays, this approach has great potential due to short sample-to-result time and high multiplexing capabilities.

]
rapid

high high

hundreds of micrometers — such small diameters guarantee
the laminar flow regime inside the channels, implications of
which we discuss below. The flows are generated either by
positive pressure - syringe pumps and compressed air
systems - or negative pressure - vacuum pumps. Channels
are usually made with soft lithography®® or CNC milling,**
and the resulting microfluidic devices, or chips, are made of
elastomers (most notably polydimethylsiloxane, PDMS*>"¢),
glass, thermoplastics, or hybrids of these materials. PDMS is
often used for devices housing living organisms as this
polymer is permeable to gases, thus granting good oxidation
of the contained cells. Numerous review articles are available
detailing the technical side of the microfluidic chip, covering
fabrication of devices,?” generation of droplets,*® and physics
of flow.>® Microfluidic systems are broadly divided into the
ones that contain only one liquid phase (single-phase
microfluidics) or two and more phases.

2.1.1. Single-phase microfluidics. The flow of liquids in
microchannels is realized almost exclusively in the laminar

This journal is © The Royal Society of Chemistry 2022

regime, where the layers of flowing fluids do not intermingle as
in the case of turbulent flows. This means that mixing in
microchannels happens through diffusion between liquid
layers (which practically means that the mixing is slow) and
that the flow can be precisely controlled, which led to such
early developments as the microfluidic linear concentration
gradient generator.” The field has also benefitted from the
integration of microvalves into chips.*’ The most significant
advantage of single-phase systems over droplet-based
microfluidics in microbiology is the potential to immobilize
cultured organisms that allows for precise optical
measurements.”” The volume of the chambers within the
single-phase microfluidic systems is confined between several
hundred picoliters and single milliliters. Achieving smaller
chamber volumes is difficult due to technical issues of
manufacturing and later controlling liquid flows in extremely
small channels. The control of chamber content during
experiments is difficult due to diffusion issues and the fact that
the chambers are practically separated from the main channel.

Lab Chip, 2022, 22, 3637-3662 | 3639
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When a sample is partitioned into chambers and separated by
e.g. oil it is possible to replace the oil with the aqueous phase
to introduce new compounds into chambers. This procedure
might be daunting as chambers are usually explicitly designed
so that there is no diffusion of particles between chambers
during experiments, e.g. chambers are connected with the main
device channel with narrow and long connector channels. This
chamber content control issue results in assays that are either
locked with a specific set of reagents from the beginning to the
end of the experiment® (static chambers) or in assays in which
the content changes gradually through diffusion from the main
channel** (flow chambers).

2.1.2. Droplets and multi-phase microfluidics. Multiphase
microfluidics deals with the flow of segmented fluids, such
as air bubbles in water or water droplets submerged in
0il.*>*® Droplets within microchannels can be precisely
moved, split, joined, or immobilized. It is possible to form
monodisperse emulsions of attoliter-sized droplets,*’
although droplets of sizes in the range of picoliters to
nanoliters are more practical. The most popular production
method of emulsions in microfluidics is flow-focusing,*® with
a single module capable of generating droplets with a
frequency in the range of several kilohertz (kHz), recently up-
scaled and parallelized into a system that generated droplets
at ca. 8§ MHz." In this context, the detection of signals from
droplets generated this frequent is a bottleneck, as only
recently state-of-the-art technology was shown to detect
signals from droplets at frequency of 1 MHz.’° Similar
frequencies of generation of droplets are achievable by
parallelization of step emulsification modules.” Step
emulsification is a mechanism of droplet generation that
requires less equipment than flow-focusing and is easy to
parallelize, albeit a single step-emulsification module
generates droplets orders of magnitude slower than a single
flow-focusing module. Implementing droplet-based systems
to a laboratory does not require complicated setups known
from microfluidics-centered laboratories that usually consist
of syringe pumps/pressure controllers to generate the flow of
liquids, tubing connecting syringes to a microfluidic chip
placed on a custom-made camera setup. Successful research
on cells was performed with systems using droplets
generated by user-friendly Biorad QX200 device®>*® designed
for droplet digital PCR, droplets generated by vortexing a
sample with submerged beads,” or droplets generated
passively by gravity.”> To house biological reactions in
droplets, it is imperative to use biocompatible materials and
liquids: as the cells wusually thrive in an aqueous
environment, the droplets also have to be aqueous. To
sustain living organisms inside droplets, these droplets
should be submerged in oil with high oxygen solubility, so
fluorinated oils are usually employed. To prevent unwanted
coalescence of droplets, their surfaces should be coated with
biocompatible surfactants,”®”” and to avoid wetting the
channel walls by droplets, chemical modification of
microchannel walls with fluorinated compounds should be
done.”® It is possible to encapsulate single objects, e.g., cells,
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in separate droplets. This is done by diluting a cell solution
so that the number of cells in a solution is significantly
smaller than the number of droplets generated from this
solution - this method is called stochastic confinement,
and has been applied successfully to a PCR variation called
digital PCR® or in single-cell level genomics.®'

A separate branch of multiphase microfluidic devices
contains  lab-on-a-disc  systems, ie, discus-shaped
microfluidic devices with embedded channels specially
engineered so that when the disc is spun on a centrifuge, the
samples move sequentially between the chambers on the
disc. The sequential release of liquids is based on capillary
valves designed to break when a specific centrifugal force is
reached in the device. We encourage the reader to find a
detailed description of centrifugal microfluidic devices and
recent developments in biomedical research in lab-on-a-disc
devices elsewhere.®>® Although not trivial to engineer, lab-
on-a-disc diagnostic devices have great commercialization
potential due to the ease of use for the end-user when the
device is assembled.

2.2. Microfluidic static chambers for quantitative AST

2.2.1. Population-level studies in microfluidic static
chambers. One of the earliest examples of microfluidic
chambers for AST is from 2010 (ref. 66) when the authors
used separate microfluidic channels to house bacteria
growing in the presence of antibiotics. This approach
required pipetting every antibiotic concentration to a
separate channel, which is impractical when considering
large-scale screening experiments. Still, the authors
demonstrated beneficial data for microbiology in
microfluidics: they showed that bacteria grow slightly faster
in microchannels than in shaken Erlenmeyer flasks and that
bacteria grow faster in smaller channels of oxygen-permeable
PDMS up to a point at which the growth rate saturates at a
certain surface-to-volume ratio of a channel, which has
implications for microfluidic bioreactor design. Microfluidic
devices can partition samples physically by directing portions
of the sample from the main channel to separate chambers.
This kind of separation is easy to achieve, and there are many
approaches to filling such chambers. One of the earliest
microfluidic  devices with separate chambers was
demonstrated in 2012,%” and it contained 10 chambers of 1
pl volume each. The different antibiotic concentrations in
each chamber were achieved by pipetting diluted antibiotic
solutions into chambers before sealing the device. The
solvent evaporated, and the device with chambers containing
dried antibiotics was filled with a bacteria-containing growth
medium. The chambers were then separated with oil and
incubated to stimulate the growth of colonies, then the
outcome was assessed visually. The approach of pipetting
antibiotic solutions into chambers and then filling the
chambers with the solution of bacteria to be separated in the
chambers was firstly introduced®® and then revisited recently
with a 200-chamber device that was parallelized to form a

This journal is © The Royal Society of Chemistry 2022
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Fig. 2 Microfluidic static chambers for population-level studies. A) Schematic of the stationary nanoliter droplet array (SNDA)-AST system. The
SNDA-AST device is placed on a standard microscope slide and operated by a 10 pl pipette. It consists of two rows of 8 nl chambers connected
with the main channel delivering bacteria suspension or oil phase. Each well is equipped with 3 um restrictions to let air escape to the surrounding
channels. B) The SNDA-AST system is operated in two steps. In step 1, the device is loaded with a single-step injection of two plugs, bacterial
suspension with 10% resazurin, followed by a plug of FC-40 oil. The oil separates the wells creating discrete, isolated chambers, delivering oxygen,
and preventing evaporation. In step 2, the fluorescence intensity is measured every 30 min, which indicates the level of bacteria metabolic activity,
and it is proportional to the amount of bacteria/metabolism in the chamber. Bacteria are not illustrated to scale. Reproduced from ref. 52. C)
Schematic of a capillary and centrifugal-based AST (C2-AST) system containing dried antibiotics, agarose with bacteria, and culture media. The
bottom time-lapsed microscope images show growing E. coli cells after 2, 4, and 6 h of incubation for left, central, and right images, respectively.

Reproduced from ref. 60.

400-chamber microfluidic chip® that could, in principle, be
multiplexed to house sets of 200 wells per
concentration of a drug. The flow of liquids in this solution
is powered by a pipette, and the chambers are not dead-end
(Fig. 2A and B), which brings a practical consequence: the
filling of chambers is not based on degas pumping, where
the chip is degassed so that when a sample is placed in the
inlet of the chip, the chip that is expanding sucks the sample
inside the chambers. A chip that does not rely on degassing
does not require PDMS as the device's material. PDMS is
famously expensive compared to thermoplastics (a kilogram
of PDMS was ca. 50 times more expensive than a kilogram of
polycarbonate or polymethyl methacrylate’® which translates
to $1-3 per PDMS microfluidic chip and $0.03-0.09 per
polycarbonate microfluidic chip in materials costs), and it is
challenging to produce PDMS devices on a mass scale. The
described platform could, in principle, be produced with
injection molding. A chamber-based device that allowed for
dead-end chambers to be filled with a syringe was
demonstrated,”" although this solution allowed for testing of

several

This journal is © The Royal Society of Chemistry 2022

device. Both
separate the

only one concentration of antibiotic per
platforms®*”* relied on fluorinated oil to
chambers filled with resazurin, which might need
consideration due to known leaking of resazurin to
fluorinated oils.”> In a modification of the established
design, Lin et al. added microwells for bacteria to dead-end
side chambers perpendicular to the main channel in which
antibiotic gradient was generated.”*> The addition of
microwells makes it possible to study isolated single cells in
the device, however at a very limited throughput. The device
was coupled with SERS for detection of bacterial growth.
Upscaling static chambers for MIC has to tackle the
problem of multiplexing the assay. One of approaches to
the issue is by serial dilution of the sample on chip,
which was recently done by Osaid et al., leading to an
AST device integrated with a multiplexing module - this
is a great feat of engineering; however, might be difficult
to commercialize or use in clinic as the dilution module
is rather complicated.”* Further upscaling of chamber-
based devices for AST resulted in systems containing over

Lab Chip, 2022, 22, 3637-3662 | 3641
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1000 chambers.”” Such an increase in throughput allowed
for analysis of the efficacy of cocktails of antibiotics in
search of synergistic, additive, or antagonistic relations.
Pipetting over 1000 antibiotic samples into an array of
microscopic wells is not feasible manually, so the authors
used a droplet spotting machine. A spotting machine (a
non-contact inkjet printer) allows for precise injection of
very small volumes into wells that are microns apart from
each other. However, such a machine is rather costly. If
one were to commercialize such a system to put it to
clinical use, they would need to consider the high
maintenance cost of a spotting machine - this might be
viable as the end chip is simple to use by non-experts.
On the other hand, perhaps a different way of filling the
chambers should be designed for commercialization, as
PDMS used for degas filling of channels with oil to
separate chambers is not ideal for mass production. It is
possible to use syringes to generate suction within an
array of chambers, and this approach does not necessarily
require PDMS-made devices to work.”® Another instance of
prefilling microfluidic chambers with antibiotics and later
filling all the chambers with bacteria was shown in a
hybrid PDMS-paper device,”” where small pieces of paper
with antibiotic were placed in chambers before the
experiment. Such an approach is undoubtedly more
convenient than spotting the antibiotics to chambers with
a spotting machine, and although only 21 chambers were
placed in the device, the system was wused to for
breakpoint analysis of bacteria from clinical samples. In a
separate approach, growth chambers were equipped with
pressure valves that allowed for separate loading of
chambers with bacteria and with antibiotic without drying
the antibiotic, and antibiotic resistance of polymicrobial
colonies was considered.”®”® It is also possible to prepare
a combinatorial gradient of antibiotic concentrations with
microfluidic channels that allow for diffusion of different
amount of antibiotic molecules into different regions of a
hydrogel on which bacteria would grow - this simplistic
approach could be applied to single-cell studies if bacteria
isolating chambers were layered on top of the hydrogel.®
Overall, the greatest scalability potential for microfluidic
static chambers for AST lies in the antibiotic contact-free
printing, even though this particular approach is
technically demanding.

A distinct way of filling the chambers with a preloaded
antibiotic was presented recently with centrifugal force
within a lab-on-a-disc device.®"®* With devices presented in
both works, it was possible to prepare a series of chambers
with a gradually changing antibiotic concentration and
bacteria added separately to the antibiotic chambers
(Fig. 2C). The devices are rather complex, with 3 layers of
PDMS mounted on a plastic base. However, when assembled,
these devices should be easy to use for an operator, as usual
with the ab-on-a-disc technology. The samples in the systems
are metered based on the size of metering chambers, which
is advantageous due to high dosage precision of metering in
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chambers, but might be limiting as the gradient (not the
concentrations of antibiotic but rather the range of
concentrations) is encoded in the device. This feature limits
the flexibility of the device, but on the other hand, precise
metering and  reproducibility are desired when
commercialization is considered.

2.2.2. Single-cell level studies in microfluidic static
chambers. Microfluidics-based studies of single-cell growth
in static chambers are relatively rare, although any static
chamber device for population-level studies could be, in
principle, repurposed for single cells. In a continuation to
an agarose-based flow chamber system for AST®* described
in another section of this manuscript, Choi et al. further
developed the design of the system and enhanced the
imaging technique.®* The system utilized a modified 96-well
plate, each well containing two subwells in which bacteria
in liquid agarose and antibiotics were added separately with
a pipette. Agarose filled a microchannel that was placed
around the antibiotic subwell, and monitoring of cell
division was performed in agarose close to the antibiotic
well. This design allowed for rapid preparation of an array
of antibiotic concentrations in any desired concentration
range, potentially also in antibiotic cocktails. The adaptation
of a 96-well plate potentially allows to use commercially
available pipetting robots to operate the device - at least
with the dosing of the antibiotic solution, as robotic
pipetting of liquid agarose might be challenging. The
authors classify bacterial growth into 6 categories, including
filamentous growth, e.g., with B-lactam antibiotics with or
without division, or swelling of cells. The authors' imaging
algorithm distinguishes between, e.g. filamentous growth
with or without division. This is important in establishing
the MIC of Gram-negative bacteria with B-lactam antibiotics:
cells that grow into filaments, but do not divide, increase
the optical density (suggesting growth and resistance to the
antibiotic), but as such cells do not divide (the antibiotic
stopped their division), they should be considered
susceptible to this antibiotic concentration. In their next
system,® Choi et al. used a 96-well-plate-based design to
assess the MIC of bacteria from clinical blood samples. The
authors claim that in their system, they have not observed
the inoculum effect (so that the MIC values were not
influenced by initial bacterial density). However, the
bacterial strains the authors used were later shown by
different authors to exhibit almost no inoculum effect at
all.’® In the fourth publication in the series,®” the authors
used other strains to seek inoculum effect in their device,
but they concluded that no inoculum effect is visible in
their device, possibly due to very low initial cell density at
which inoculum effect is generally not observed.®® This
feature would put the authors' system in the field of single-
cell MIC (scMIC) measuring devices, not susceptible to
significant MIC measurement errors stemming from the
inoculum effect.®® Another set of publications from the
same group of authors describes their endeavors in
assessing the MIC by following the morphology of
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individual bacterial cells.®*®" The authors correlate the
length of cells with an antibiotic concentration in chambers
placed atop electrodes that organize cells and allow for
tracking specific organisms, showing good agreement with
other AST methods.

A distinct technology for static chamber preparation relies
on changes in the microchannel alignment after addition of
subsequent reagents to the microfluidic device. This branch
of microfluidics is called SlipChip and was first
demonstrated in 2009.°% SlipChip was used for AST based on
blood samples and entropy-based image analysis of single
cells allowed for assay results within 3-8 hours.”® The
applicability of this type of device is questionable for high
throughput assays as leaks might be difficult to prevent while
shifting two large plates with microstructures; however,
smaller size SlipChips might be used in resource limited
settings for their ease of use.

A distinct use of hydrogel trapping was demonstrated
recently,”* where authors formed dried hydrogel plugs that
were placed in a conventional 96-well plate. Bacteria and
antibiotics were pipetted to the wells causing the dried plugs
to absorb liquid and swell, causing mechanical separation of
individual cells at the bottom of the well. However, the gel is
prone to antibiotic diffusion, so the separated chambers do
not show an inoculum effect, which means that scMIC
cannot be measured in the presented device.

An impedance-based device was used to track the growth
of individual bacteria based on their motion within a closed
microfluidic system. Bacteria would swim into a narrow
channel, changing its effective channel diameter and the
electrical conductance, resulting in voltage fluctuations.’®

2.3. Microfluidic flow chambers for quantitative AST

In this section, we discuss microfluidic systems that separate
the tested reaction conditions (antibiotic concentrations) for
AST but that do not forbid the efficient exchange of medium.
Such property is the effect of either culturing bacteria within
a flow channel or by not adding long and narrow connector
channels in between the device's main channel and the
bacteria culturing chambers. Flow systems in which bacteria
grow in the main channel are not often used for AST as the
swimming bacteria are not shielded from the medium flow,
meaning that the cells might be washed out of the chamber
before the measurement is completed.

2.3.1. Population-level studies in microfluidic flow
chambers. In an early application, bacteria bound to channel
walls exhibited fluorescence only when an antibiotic killed
the cells and allowed the fluorescent dye to bind to the
nucleic acids.’® A solution based on the classical microfluidic
linear gradient generator®® showed AST with bacteria growth
measured by changes in turbidity within reaction chambers
that were broader than the flow channel.’” In another
instance,”® the linear antibiotic concentration gradient was
formed by a flowing medium with antibiotic and a medium
without antibiotic on two sides of a culturing chamber,

This journal is © The Royal Society of Chemistry 2022
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similar to the classical “Death Galaxy” device by Austin
et al* In this new solution,’® bacteria grew within agar,
which protected them from shear stress and from being
washed away. The system was used for assessing bacterial
growth in the presence of two antibiotics at different
concentrations, which is advantageous as it allows for studies
of antibiotic interactions, however the need for a syringe
pump to be operating at a constant speed for the whole 6 h
of measurement and the need for periodical refilling of
media in device's reservoirs is limiting. A simple 8-channel
device was used to compare the antimicrobial activity of a
library of peptides, showing difference to the activity of same
compounds when tested in a well plate, and suggesting that
the choice of materials for a microfluidic device is critical.”
A separate approach in which the resistance or susceptibility
was determined by counting the number of dead bacterial
cells was shown in a simple microchannel device.'*

2.3.2. Single-cell level studies in microfluidic flow
chambers. Measuring AST is usually associated with either
observing directly the growth of a colony or with following
indirect signals coming from a growing bacteria colony.
Tracking divisions of individual cells was suggested as the
ultimate fast phenotypic AST method, and, indeed, the
results of an AST are achievable even within 30 minutes with
this approach. The technical problem connected with
imaging individual cell division is that swimming bacteria
are difficult to follow in a culture chamber. The solutions to
this issue that have been suggested include electrophoretic
ordering of cells or mechanical immobilization of cells either
in separate microchambers or within agarose gel. The first
example of AST based on tracking individual cells in a flow
chamber contained only a single microfluidic channel with
an array of electrodes for bacteria ordering.’® This is
probably the first report on the inoculum effect in
microfluidic ~ devices  (see  the effect
considerations” section below).

One of the most prevalent microfluidic single-phase
designs for microbiology is the mother machine,'®> which
has been used on numerous occasions to study bacteria in
an antibiotic context or close to it: e.g., mother machine was
used for the analysis of mutation frequency in E. coli,"*® for
studying viable but non-culturable bacteria during antibiotic
treatment,'® for describing the accumulation of polar
multidrug efflux pumps that grant antibiotic resistance in
older cells and less so in daughter cells,'® for studying
bacterial persistance,'°®'°” uptake and efflux of antibiotics by
bacteria’®® with fluorescently labelled antibiotics,'” and
measuring the efficacy of bacteria clearance with
phages.'®"" The basic mother machine consists of a large
main channel through which growth medium flows and of
multiple shallow and narrow dead-end channels that are
perpendicular to the main channel, forming a comb-like
structure. The bacteria are placed in the main channel, and
they fill the shallow channels one by one. When a sufficient
number of channels contains a single cell, the flow is
changed to a bacteria-free medium in the main channel. The
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Fig. 3 Evolution of mother machine systems. A) Electrode-based ordering of bacterial cells. Schematic representation of bacteria trapping in
microchannels for single-cell AST without (left) and with electrokinetic positioning (right). B) A cross-section view of the microchannel with a pair
of electrodes for bacterial cells (orange) trapping by dielectrophoretic force. A and B reproduced from ref. 81. C) Sieve-like design of the mother
machine. Bacteria (red) are loaded from the front channel, and they are prevented from passing to the backchannel by a constriction at the end of
each trap. The arrows indicate the direction of flow during chip loading. Reproduced from ref. 82. D) Adaptable mother machine system for
bacteria identification and AST. Bacteria are loaded into region 1 (undeformed) and regions 2 and 3 (differently deformed with pressure) of the
channels automatically by capillary force. Pressure might be applied to channels marked as regions 2 and 3 to deform the bacteria channels and to
sieve out cells of different size. E) A cross-section view of microfluidic channels with trapped bacteria under different pneumatic pressures. The
cells are trapped in different regions of microchannels and classified according to the applied pressure. A, A’, B, B, C, C’ - positions in the bacteria
channel profiles as seen in D. Py, P, - different pressures used to deform the bacterial channels. F) Bacteria susceptibility to antibiotics is assessed

by monitoring bacteria growth in the presence of antibiotics. D-F reproduced from ref. 83.

bacteria at the dead ends of narrow channels divide, and
their daughter cells move closer to the main channel and are
eventually washed away, but the mother cell at the dead-end
of a shallow channel does not move. The first use of the
mother machine in AST was presented by Lu et al. where the
authors positioned the bacteria in the shallow channels
electrokinetically, so that the bacteria are always lined up
next to an electrode, which facilitates optical imaging'
(Fig. 3A and B). The authors followed the length of colonies
in time (growth rates) in channels starting from a single cell
and analyzed the growth rate changes in the presence of
antibiotics, and showed that MIC could be determined within
one hour in their system. They also demonstrate
distributions of growth rates within a population of bacteria
when untreated or treated with an antibiotic. Baltekin et al
elaborate on this solution by following the growth rates of
individual bacteria at a large scale in populations (Fig. 3C)
where antibiotic was added to the flowing medium and
compared the measured values to growth rates of cells in
antibiotic-free conditions. After 30 minutes, the authors were
able to determine with high confidence that a given strain is
either susceptible or resistant to a given antibiotic in a given
concentration."™ Li et al. used a similar approach and also
measured growth rates (or lengths of bacterial colonies
formed in an individual microchannel), but they also
implemented channels perpendicular to shallow bacteria
channels on top of the shallow bacteria channels'** (Fig. 3D).
These top channels resemble a classical microfluidic module
called Quake valves (in memory of the inventor):* the top
channel is pressurized, and the PDMS layer between the top
channel and bottom channel deforms as the pressure is
applied to the top channel (PDMS is elastic). Higher applied
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pressure means larger deformation of the channel, and,
consequently, smaller height of the bottom bacteria channel.
This behavior was used by Li et al. to stop bacteria of the
desired size in the bottom channel through trapping the cells
with the controlled channel height. The separation of
differently sized cells allowed the authors to identify the
trapped bacteria species from a sample (Fig. 3E). Size-based
differentiation of the most common infectious agents might
be helpful when planning an antibiotic therapy or tracking
the infection onset (Fig. 3F).

In a separate effort to study antibiotic resistance by
tracking divisions of single cells in a microfluidic device,
Choi et al. and then Jung et al. presented a series of fast AST
solutions based on tracking divisions of individual cells
immobilized in agarose.**® The first iteration of their
system is a flow chamber: Choi et al. had prepared a channel
that they filled with bacteria in liquid agarose, and after the
agarose solidified, a solution of antibiotic in a culture
medium was injected into a side channel of the system,
leading to diffusion of the antibiotic from the solution into
the agarose pores. The authors then imaged the
neighborhood of the side channel and assessed the growth of
bacteria. The device was multiplexed into 6 sets of channels
and side channels - this allowed for AST of 6 antibiotic
concentrations at once. This system was rather complicated,
and it required a syringe pump to be dosing antibiotics
during the whole experiment. Another group of authors used
a simple agarose-based diffusion design to generate an
antibiotic concentration gradient and correlate the cell length
with the antibiotic abundance,"'” an approach similar to
another microfluidic AST solution.”” They pointed to
heterogeneity in cell length at intermediate antibiotic
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concentrations, suggesting different levels of resistance
across the tested population. Their device is simpler in use
than the early endeavors from Choi et al.** However, it falls
behind the newer design iterations from Choi et al. that use
a 96-well plate as an assay base, as the well-plates offer great
multiplexing opportunities.

A system that immobilized cells in narrow channels
similarly to how it was achieved in the system by Baltekin
et al."™ was used to test for antibiotic susceptibility of bacteria
within 2 hours by means of electric impedance."*® The cells
that produced growth gave different impedance readings that
the cells that were susceptible to antibiotics. The research
showed that the time-resolved changes of electrical
impedance are different for different antibiotics, possibly
opening doors for mechanistic studies of antibiotic
resistance.

2.4. Hybrid droplet-chamber devices for quantitative AST

Most of the systems that rely on trapping the previously
prepared droplets for AST are capable of testing antibiotic
susceptibility of single cells as an end-point measurement:
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tracking of growth dynamics of bacteria swimming in
droplets has not yet been presented; however, it is possible to
trap a single cell in a droplet, let the cell divide and capture
the cell growth signal (OD change, fluorescence change, etc.)
after several hours. It is possible to track growth rates of cells
in droplets (or rather beads) of hydrogel, as cells are
immobilized in such a medium. If only population-level
studies were performed, we note it and comment on the
possibility of single-cell tracking. Recently, a system that uses
electrowetting to control the movements of droplets on an
AST device was reported; however at a limited throughput.'*”
The presented electrowetting device is fully integrated
(dilution of antibiotics, dispension of bacteria, growth
analysis), therefore it presents an opportunity for
commercialization. The usual goal of using droplet arrays is
to get the best of both worlds: the immovable or easy to track
bacteria as in single-phase microfluidics and the large scale
and ease of production of thousands of droplets and even
thousands of reaction conditions per experiment.

In an early attempt to run AST in arrayed droplets, Sinn
and colleagues''® encapsulated single asynchronous
magnetic beads in droplets with bacteria and pre-diluted
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Fig. 4 Schematic representations of hybrid droplet-chamber systems. A) Design of a microdroplet multiwell device. The main central chamber
contains a 2D array of 113 x 15 surface-tension anchors. The side dimension of a single square anchor is d = 120 um, and J = 240 um spaces it.
The height of the chamber and the anchor are h; = 35 and h, = 135 um, respectively. B) Cross-section scheme of anchored droplet generation.
The aqueous sample initially covers the entire surface and then breaks on anchors creating isolated droplets. C) Time-lapse images presenting the
droplet formation process. At t = 0, the sample colored in red for better visualization is introduced to the microfluidic chip and pushed by the oil
phase (FC40 + 0.5% surfactant) using a hand-pushed syringe. The arrow indicates the direction of the oil flow. When the interface penetrates
between two anchors, it deforms and breaks, creating a well-calibrated droplet in the anchor. Scale bar: 200 um. A-C Reproduced from ref. 86. D)
Schematic representation of the microfluidic chip for micro-droplet-based phenotypic AST. E) Micrographs showing droplet formation process
with flow-focusing junction (top left), the docking array filled with droplets containing bacteria and antibiotic at various concentrations (bottom
left), a green fluorescent protein (GFP) expressing E. coli in the droplet (top right), and fluorescent intensity profile of GFP E. coli (bottom right).
Scale bar: 20 um. D and E reproduced from ref. 88. F) Droplet-based platform for combinatorial drug screening. Cells, compounds, and encoding
dyes are mixed, emulsified into nanoliter droplets, and pooled together. The droplets are paired by introducing them to a microwell array. A free
surfactant is washed out to limit the compound exchange. The compounds are identified in each droplet using low-magnification epifluorescence
microscopy. Then the pairs of droplets in each microwell are merged and incubated. The last step is an optical scan measuring cell growth
inhibition in all microwells. Reproduced from ref. 37.

This journal is © The Royal Society of Chemistry 2022 Lab Chip, 2022, 22, 3637-3662 | 3645


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2lc00394e

Open Access Article. Published on 07 September 2022. Downloaded on 11/5/2025 11:23:30 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Critical review

antibiotics. The bacteria attached themselves to the bead,
changing its rotational frequency. At a sufficiently high
antibiotic concentration, there were no bacteria to reduce the
rotational frequency, and MIC was thus established.
Amselem et al."*® developed a system in which a gradient of
concentrations is established by diffusion during the laminar
flow of antibiotic containing liquid parallel to an antibiotic-
lacking medium, similarly to solutions presented in single-
phase microfluidic systems. In their system, Amselem et al.
used a chamber with 1500 wells filled with a bacteria
solution. Then the chamber was filled with oil that separated
the wells, trapping individual droplets with bacteria in the
wells (Fig. 4A-C). The device works with either liquid droplets
for swimming bacteria or with gel beads for immobile
colonies. The dynamic range of this system is limited.
However, the authors later presented a modification of the
system that allows for firstly trapping droplets of one sample
and then adding precisely measured portions of another
sample to the trapped droplets’*® - one can imagine using
such a modified platform to run AST with a broad dynamic
range by firstly trapping droplets with bacteria and then
adding droplets of pre-diluted antibiotic. Sabhachandani
et al. demonstrated a droplet array for AST with such a pre-
dilution where they trapped 1000 small droplets (1 pl to 10
nl). The droplets were generated with an embedded flow-
focusing geometry, and the droplets were later imaged on a
chip (Fig. 4D and E). The device integration is similar to the
work of Amselem et al'® A redesigned system of
Sabhachandani et al.'*' was demonstrated by researchers
from the same laboratory as Kang et al.,"** where the authors
use a device with 4 arrays of 8000 droplets each for AST and
find subpopulations of highly resistant bacteria. The device
is scalable, so it is possible to house more antibiotic
concentrations on a single chip. However it would require
more inlet and outlet ports, making the device relatively
complex. An easy-to-use device for AST in droplet arrays was
presented by Kao et al.>® The authors used a passive method
of generation of droplets (microfluidic step emulsification'*?)
to emulsify samples that had been pipetted on the chip. Each
sample (bacteria with added different concentrations of
antibiotics) was emulsified to a separate chamber with
emulsification driven by gravity, thus making the system
relatively cheap (no pumping setup for flow control) and easy
to operate. The platform relied on fluorescence readout, thus
limiting its clinical application. Derzsi et al. developed a
system in which the antibiotic dilution series was prepared
in droplets on a chip passively and merged with bacteria
droplets also prepared passively on the same chip. The
passive nature of the assay was possible due to special
engineering of the microfluidic channels and allowed for
preparation of a microdroplet-based AST in five pipetting
steps.'** This system could in principle be used for single cell
studies, however the small number of assayed droplets limits
the information gained in the experiments. All the droplet
arrays described to this point relied on separate droplet
chambers for each antibiotic concentration. In a system
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developed by Kulesa and colleagues,”® the authors applied a
method known as ‘color coding’:'*® Kulesa et al. used
combinations of three fluorescent dyes that emit fluorescence
at distinct wavelengths to mark droplets with different
antibiotic concentrations - each concentration received a
unique set of concentrations of dyes (Fig. 4F). This approach
allowed the authors to pool the droplets into one large
droplet array, thus significantly reducing the engineering
complexity of the assay, on the other hand making the
optical analysis more complex. However, once the image
analysis protocols were established, the authors were able to
use this platform to assess dose-response interactions of 10
antibiotics with over 4000 adjuvants. The authors studied
only populations of cells trapped in droplets, however single-
cell analysis in their device is feasible.

2.5. Flowing droplets for quantitative AST

A separate category of microfluidic devices is based on
droplets generated at high throughputs and collected for
incubation in a test tube. After incubation, the droplets can
be moved to a detection system, where they are scanned for
optical signals at hundreds or thousands of droplets per
second. Contrary to the droplet array systems described
above, none of the systems based on the analysis of flowing
droplets can be used for rapid AST based on tracking
divisions of individual cells. This stems from the fact that
the optical read-out of bacterial growth in flowing droplets
is an end-point measurement - it is until now not possible
to conveniently track thousands of individual droplets in an
emulsion for hours to check if bacteria in a given droplet
are dividing - such tracking was done only for at most
hundreds of large (hundreds of nanoliters) droplets.'*®'*’
Jakiela et al.'*® presented the first droplet system supporting
chemostat-like conditions for long-term incubation of
bacteria and demonstrated the use of this system in
tracking adaptation of bacteria to antibiotics. Apart from
that, the bacteria in droplets need culturing so that the
optical signal from droplets is strong enough to be detected.
This instantly leads to a conclusion that systems based on
flowing droplets are not suited for clinical practice as they
cannot inform a diagnosis as rapidly as the systems for
immobile bacterial cultures. Flowing droplet systems,
however, offer large scaling possibilities, which we discuss
in the ‘opportunities’ section.

The flowing droplets can be used for single-cell level
analysis: firstly, one needs to stochastically confine cells in
droplets so that each droplet contains at most a single cell;
then, after incubating the emulsion, the colonies formed in
droplets from single cells are detectable. This was first
demonstrated by Boedicker and colleagues'*® when the
authors prepared multiple series of 50 droplets, each droplet
1 nanoliter in volume, each series of droplets with different
antibiotic concentrations. The droplet series were separated
from each other in a piece of tubing with air bubbles. Due to
stochastic confinement, only a few of the 50 droplets per
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Fig. 5 Antimicrobial susceptibility testing using flowing droplet systems. A-C) Semi-automatic droplet-based system for single-cell AST. Large
droplets containing bacteria and various antibiotic concentrations generated before with T-junction or through aspiration by a positioning system
for tubing are split into nanoliter droplets using vertically oriented DropChop emulsifying geometry (A). The subsequent libraries are separated by
immiscible squalene oil (gray) and collected in PE tubing (B). The emulsions (tankers) are then incubated to allow bacteria to grow and increase
the droplets' fluorescence intensity, which is measured in the detection chip after incubation (C). Scale bars: 400 um. A-C reproduced from ref.
96. D-F) Droplet-based method for single-cell quantification of phenotypic heteroresistance. Bacteria sample with an antibiotic is split into
droplets (D) and incubated at 37 °C. After incubation, the droplets are reintroduced to the microfluidic device. A viability probe alamarBlue is pico-
injected into each drop 1), and the droplets are collected for additional incubation. In the last step, the fluorescence intensity is registered in each
droplet, and the heteroresistance of the bacterial population can be quantified. D-F Reproduced from ref. 99.

antibiotic concentration contained cells, so the throughput of
the method was limited. The throughput of this method was
improved a decade later by Postek et al., where authors were
able to semi-automatically generate dozens of emulsions of
ca. 2000 droplets each where each emulsion contained a
different antibiotic concentration™*° (Fig. 5A-C). In single-cell
level experiments by Postek et al, a single emulsion
contained ca. 200 droplets with individually encapsulated
bacteria inside, opening possibilities for studies of
population heterogeneity in isolated cells. A system similar to
that of Postek et al."*° was presented recently with a different
approach to droplet generation and emulsion handling.'*"
Single-cell level studies have also been performed in droplets
by Liu et al,"*® Lyu et al,"** Scheler et al,"** and Kaushik
et al'® Kaushik and colleagues manually (in a non-
automated fashion) generated emulsions with different
antibiotic concentrations and with single cells encapsulated
in droplets, then measured end-point signals from droplets
to establish whether the cells grew or not. Scheler et al. run
similar experiments, however, on a larger scale: to identify
emulsions with different antibiotic concentrations after
pooling the droplets, the authors color-coded them before
pooling the droplets for incubation and detection."** The
authors demonstrated that individual bacteria within an
isogenic population have different levels of antibiotic
resistance. Liu et al. also generated droplets with bacteria
and antibiotics manually, incubated each emulsion with
different antibiotic concentrations in separate test tubes, and

This journal is © The Royal Society of Chemistry 2022

later performed a high-throughput measurement of optical
density inside droplets to verify if a given droplet contained
growing bacteria."*® As optical density was screened, this
technique is suitable for testing the resistance of clinical
strains of bacteria. Lyu et al. used a similar strategy of
manual emulsion generation'®* (Fig. 5D-F). After incubation,
the authors used a pico-injector’*® to seed each droplet with
a dye resazurin to detect fluorescence from droplets
containing living cells. As the authors generated 107 droplets
per antibiotic concentration, they were analyzing 10°
individual bacteria per antibiotic concentration, thus being
able to identify rare resistant subpopulations of cells.

In population-level studies, Funfak et al. demonstrated a
system in which the authors screened for bacterial response
to toxins by inserting pH-sensitive polymer sensor particles
in droplets with bacteria and tested compounds."®” Churski
and colleagues'*® demonstrated an automated system for the
generation of gradients of two antibiotics in droplets with the
addition of bacteria to each droplet. The authors used the
device to screen for interactions between antibiotics in
multiple concentrations at a narrow concentration range.
Due to the technical aspect of droplet generation, this
particular solution is not fit to screen broad concentration
ranges, limiting its use in medical diagnostics. In a different
approach, Baraban et al.'®” and Jiang et al."*® demonstrated
platforms that use droplets of 100 nl or 1 nl, respectively, to
screen for MIC. Baraban et al. used a system with 1000 media
droplets of 100 nl each, each droplet being separated from its
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neighbor media droplets by a portion of mineral oil. This
indexing of droplets in a piece of tubing is the same as in the
earlier work of Boedicker et al'*® and later by Churski
et al,**® Postek et al,”° and Li et al™®' Apart from
establishing MIC with a fluorescence-based detector, Baraban
et al. measured the saturation number of bacteria per droplet
volume, being 27 x 10* cells per 100 nl droplet for the
conditions used. The authors showed that their platform is
more precise than a gold standard platform for clinical AST,
the VITEK® 2 by bioMérieux,"*” due to the large numbers of
droplets screened per single experimental run. Jiang et al.'**
used resazurin fluorescent dye, which allowed the authors to
expand to clinical strains. However, resazurin does not work
with anaerobic bacteria. Both systems by Baraban et al. and
by Jiang et al suffer from a narrow range of antibiotic
concentrations that can be tested due to technical limitations
of the droplet generation method used - in the same way that
limited the system by Churski and colleagues.'*®

3. Signal detection in microfluidic AST

Here we describe the methods of bacterial growth detection
in microfluidics in the context of AST. We focus on the two
methods we find the most important: i) optical detection
which is still the golden standard in the clinic; ii) pheno-
molecular detection which combines uses quantitative
measurements of bacterial nucleic acids as a proxy for cell
growth, and is a major improvement over classical molecular
AST detection assays. The only assay covered in this review
that produced AST results within 30 minutes of the patient
sample collection is pheno-molecular. We also highlight
other important methods of bacterial growth detection that
were used in microfluidic AST and show promise in cutting
the signal detection time.

3.1. Optical detection of bacterial growth for microfluidic AST

Eucast'*® and CLSI'*' are both recommending that an
inoculum (bacteria density) of 5 x 10° CFU ml™" should be
used in an AST assay. This brings up a problem of the
inoculum effect discussed later in this article. However, the
inoculum recommendation also means that AST is
generally measured for a population of cells. Studying
whole populations masks the effects that might arise from
a single mutated cell or a small set of interacting cells,
such as perister cells*** or viable but non culturable
bacteria.'® On the technical level, testing large numbers of
bacteria implies relatively easy use of optical detection of
signals: as the test subjects are numerous, the signal
produced by the bacteria population is high compared to
the background. It is possible to run AST coupled
stimulated Raman scattering'*® for detection. Analysis of
metabolism'*™™** allows for AST within 30 minutes or
within 2-3 hours by measuring the dissolved oxygen levels
in a bacteria sample during cultivation'*® by tracking
luminescence of oxygen-sensing probes.
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3.1.1. Fluorescent markers. For research purposes, it is
possible to use fluorescent protein markers encoded in the
bacterial genome to analyze the MIC levels. However, in a
clinical setting, this is out of the question as patient samples
usually do not contain fluorescent proteins. Use of metabolism
markers such as resorufin/resazurin is possible; however, their
use is limited to closed microfluidic chambers or to droplets in
which a problem of leakage from droplets to surrounding oil
might reduce the precision of an assay.”>'*®'¥ We have
highlighted the problem of contamination between droplets in
our previous article,"*® and since then, the leakage problem has
been targeted by designing new surfactants.>” Leakage of small
molecules is important not only because of retention of
fluorescent dyes but because the leakage may also include the
transfer of antibiotics between droplets. The main means of
transport of matter between droplets in a surfactant-stabilized
emulsion is by the detachment of minuscule droplets from one
large droplet and attachment of these small droplets to another
large droplet — such a mechanism does not require the leaking
molecule to diffuse from a droplet to surrounding oil to
contaminate other droplets and thus might apply to hydrophilic
molecules.'*® Resazurin is a marker of the respiratory activity of
a cell, thus, resazurin is not compatible with anaerobic bacteria.
We suggest that resazurin should not be a marker of choice for
the detection of bacterial growth in clinical samples, and other
label-free techniques should be applied."*°

3.1.2. Optical density. The problem with OD analysis is the
extended time - typically of few hours - that is necessary for
the bacterial colony to grow sufficiently to produce a detectable
signal. There are ways around this problem, such as
monitoring divisions of individual cells'® to allow for
measurements of MIC within tens of minutes, which, however,
limits the scale of the assay. The main challenges with
detecting bacterial growth by monitoring divisions of single
cells are the cost of the optical components of the setup,
possible problems with tracking motile bacteria and scaling up
the detection to monitor multiple cells in multiple reaction
compartments (different antibiotics at different
concentrations). Droplet arrays might provide for multiplexed
rapid ASTs, where single-cell level growth monitoring in
droplets is required. One study covered here showed such a
feat in a droplet array at low throughput,'*' but progress in this
direction is being made by, e.g., applying smartphone cameras
to detection of bacteria growth in single phase microfluidic
devices™" or in droplets,'** albeit in this piece of research, it
took 6 hours until the bacteria in droplets grew dense enough
to be detected. Single-cell level growth detection is also
developed with fluorescent cells."”* In a recently published
report Taylor et al. report counting individual cells with no
fluorescent markers in arrays of 1000 droplets each.'>*

OD-based bacterial growth detection in flowing droplets is
under development as well, and the first deployed systems
promise good prospects for AST measurements of clinical
samples in droplets."> The first reports on label-free detectors
of bacterial growth in droplets concern large compartments of
ca. microliter volume'*"*® - such volumes do not allow for
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high-throughput applications, which is the greatest advantage
of droplet-based systems. High-throughput screening requires
using small droplets of the order of nanoliters and smaller.
Boitard and colleagues presented a method for bacteria growth
detection in picodroplets based on the change of osmotic
pressure and the droplets' size due to bacteria growth,"®’
although this method does not provide high-throughput
droplet analysis. Similarly, Liao et al showed an exciting
approach for label-free and sensitive detection of bacterial cells
in picodroplets using micro-Raman spectroscopy, but without
the possibility of high-throughput droplet screening.** More
promising approaches are presented by Zang et al, who
showed bacteria detection based on real-time image processing
at a frequency of 100 Hz,'*® and by Liu et al, where the
measurement relies on detecting light scattered by bacterial
cells at a frequency of 243 Hz.'*> Similarly, Hengoju et al
showed an optofluidic detection system based on absorbance
readout and scattered light in picoliter droplets with a
frequency of approx. 40 Hz.'>® The highest throughput of
screening of droplets containing bacteria for bacteria growth to
date was presented by Pacocha et al, where the growth of
bacteria based on the intensity of scattered light was measured
at a frequency of 1200 Hz, promising good prospects for AST
measurements of clinical samples in droplets. We see flowing
droplets not as tools for clinical use, but rather for academic
research, and the throughput of signal detection from flowing
droplets is not critical for non-clinical ASTs.

3.2. Pheno-molecular detection of bacterial growth for
microfluidic AST

Molecular methods are a promising path in microfluidic AST
development: molecular tests can identify a pathogen, verify if it
is resistant to an antibiotic, and finally measure the MIC of a
given antibiotic with the identified bacterium, also at the single-
cell level. The molecular AST in microfluidics stems from digital
PCR:"*'®° similarly to confining individual bacteria in droplets,
a sample containing multiple DNA target molecules can be
divided into numerous separate droplets, so that each droplet
contains either no DNA molecules or at most a single DNA
target molecule.”® Then the amplification is performed as in
classical PCR. The answer is a signal coming from only the
droplets that contained DNA. Since each droplet stored at most
one DNA molecule, counting the compartments that provide a
positive signal allows counting the number of DNA molecules
before the reaction with absolute precision and without the
need for calibration curves as in real-time PCR. Molecular
detection of antibiotic resistance is applied to microdroplets;'®*
however, the issue in incorporating molecular tests to AST is
that the lack of resistance genes is not a reliable predictor of
susceptibility to a given antibiotic'®* apart from a few resistance
genes (e.g., mecA, vanA, vanB'®®), which is why the hybrid
phenotypic-genotypic approach (“pheno-molecular”, as called
by Athamanolap et al.’®*) was developed. This hybrid approach
uses the number of DNA or RNA molecules in the sample as a
proxy for the growth of bacteria. The founding research for
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microfluidic pheno-molecular AST was published in 2015 by
Hou et al,"® who used inertial microfluidics to separate
bacteria from whole blood samples and screened with non-
enzymatic nucleic acid detection assay (NanoString) for
antibiotic-response-related mRNA. A first DNA-based pheno-
molecular assay was presented in 2016 by Schoepp and
colleagues,'®®  where authors compared the changes in
concentration of pathogen-specific DNA sequences after
exposure to antibiotics. The resistant bacteria would show
similar DNA concentrations over time in both antibiotic-treated
sample and in antibiotic-free control, while susceptible strains
would show a slower increase or no increase in DNA
concentration in a treated sample when compared to an
antibiotic-free control. The authors demonstrated that droplet
digital PCR allows for faster detection of changes in
concentration of pathogen-specific DNA after exposure to
antibiotics compared to qPCR. In their subsequent
development, Schoepp and colleagues'®” optimized the droplet
digital  LAMP (loop-mediated isothermal amplification®®)
reaction, the sample handling protocol, and the signal detection
software so that they were able to distinguish between
antibiotic-susceptible and antibiotic-resistant bacteria from
unprocessed clinical samples within 30 minutes (Fig. 6A-D).
The detection this fast is impressive as even the fast optics-
based AST methods that follow individual cells are slower than
the presented method. The same group later showed that it is
possible to rapidly identify antibiotic-resistant or susceptible
slow-growing bacteria by measuring the levels of the RNA
markers of bacteria exposed to antibiotics'® - possibly, this or
another research team will try and run such RNA measurements
with clinical samples as well. Athamanolap and colleagues
developed a system for pheno-molecular AST based on 5000 1
nl wells for partitioning the sample instead of using droplets'®*
(Fig. 6E). The authors analyzed DNA melt curves from each well
and used machine learning to teach their program to
distinguish between species-specific melt curves. The number
of species-specific melt curves was counted and compared
between samples treated and untreated with an antibiotic to
identify antibiotic susceptibility, albeit slower than in the report
by Shoepp and colleagues. Kaushik and colleagues used a
pheno-molecular approach to identify if bacteria from urine
samples are E. coli, Enterobacteriales but not E. coli or non-
Enterobacteriales Gram-negative cells. Additionally, the authors
analyzed the antibiotic resistance of the tested cells by merging
PNA fluorescent probes for 16S RNA with fluorescence detector.
The system was shown to identify bacteria and their antibiotic
resistance from urine samples in 30 minutes'”° (Fig. 6F-H).

3.3. Mechanical detection of bacterial growth for microfluidic
AST

Mechanical detection of bacterial growth in microfluidics is
done with cantilever sensors that resinate at different
frequencies depending on the cantilever mass. The cantilever
mass is changed when bacterial cells are added to the

1717176 Microfluidic cantilever-based sensors'”?

Sensor. allow
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Fig. 6 Microfluidic pheno-molecular AST assays. A-D) Phenotypic susceptibility testing using digital LAMP quantification. The UTI (urinary tract
infection) sample is incubated in the presence and absence of antibiotic for 15 min (A). In parallel, the nucleic acids (NAs) prepared from an aliquot
of the urine sample are amplified by bulk LAMP assay indicating E. coli at clinically relevant concentrations (B). Then, NAs are extracted from control
and antibiotic-treated samples using extraction buffer and partitioned using SlipChips for dLAMP quantification (C). The process of NAs amplification
is monitored in real-time, and after 6.7 min, the susceptibility can be determined (D). The presented data concerns one resistant and one susceptible
bacteria. Gray lines represent 95% confidence intervals. A-D Reproduced from ref. 113. E) Digital PCR and melt platform for rapid bacteria
identification and AST. The workflow starts with the incubation of bacteria with and without antibiotics for 30 min. Bacterial DNA is extracted from
both samples, mixed with a universal PCR mixture, and loaded into a nanoarray device for dPCR-HRM (digital PCR and high-resolution melt). Then,
the ‘temperature lapse’ fluorescence images are analyzed, and digital melt curves for all nanowells are created. Bacterial species are identified using
a machine-learning-based melt curves identification algorithm. The DNA copy number is determined by enumeration of species-specific digital melt
curves. Finally, the antibiotic susceptibility is assessed by comparing the DNA copy numbers of both samples (treated and not treated with
antibiotics). Reproduced from ref. 110. F-H) Droplet-based pheno-molecular ID and AST of UTls. The system allows for a single-cell detection of
16S rRNA, providing confirmation of Gram-negative bacterial infection, uropathogen identification, and determination of its antimicrobial
susceptibility (F). Urine sample, 16S rRNA-specific fluorogenic PNA probes, and/or antibiotics are split into picoliter droplets. Then, bacteria are
exposed to culture or antibiotic for 10 min followed by a probe hybridization process for 16 min, and target a two-color laser-induced fluorescence
(LIF) detector (G). The identification of uropathogenic bacteria is based on detecting specific 16S rRNA sequences using the fluorescence color and
intensity of droplets. The difference in probe fluorescence intensities between antibiotic-dosed and antibiotic-free droplets is used to measure the
relative production of 16S rRNA in single cells, which is used to determine antimicrobial resistance. F-H Reproduced from ref. 116.

for determining antibiotic resistance within 45 minutes,"”*
which is short enough time to validate deployment of the
method to the clinic. There are start-up companies such as
Resistell that are exploiting cantilever-based sensors in their
products for AST.?” There is a recent review article available
focusing on mechanical detection of bacterial growth for AST
and we direct the reader there for more information."””

3.4. Electrical detection of bacterial growth for microfluidic AST

Electrical impedance measurements for fast detection of
bacterial growth has been a viable concept for many years.'”®
The advantage of electrical signal detection over the optical
or molecular detection methods is the fact that no expensive
miscroscope or no expensive molecular biology reagents are

3650 | Lab Chip, 2022, 22, 3637-3662

necessary for AST. In the past decade, the electrical detection
of bacterial growth has been adapted to microfluidics,
leading to rapid detection times.”>''®'”® The electrical
resistance of the microchannels change in proportion to the
number of bacteria in the microchannels. Optimal electrode
placement around a microchannel in a impedance micro-
cytometer have allowed for identifying susceptibility or
resistance in ca. 30 minutes'® after analyzing ca. 1000 cells
per second. Microfluidics impedance cytometry was recently
covered in an informative review article."®

3.5. CRISPR detection of bacterial growth for microfluidic AST

Here we mention molecular (not pheno-molecular detection)
of bacterial growth that is based on a CRISPR screen.

This journal is © The Royal Society of Chemistry 2022
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Recently, CARMEN, an assay based on SHERLOCK'®* was
demonstrated in droplets to differentiate viruses from a vast
collection of 169 human-associated viruses.'®® A modified
CARMEN assay was deployed to identify 52 clinically relevant
bacterial pathogens in a single assay with additional
identification of major antibiotic resistance genes.'®*
Although this assay is molecular, not pheno-molecular, it
could in principle be combined with a pheno-molecular
approach to achieve a platform that would both identify a
pathogen and also rapidly establish the pathogen's antibiotic
resistance levels — which is the holy grail of clinical AST.

4. Challenges and opportunities
4.1. Challenges

4.1.1. Detection time. The outcome of phenotypic AST is
the bacterial state after exposure to the antibiotic, the
phenotype being growth or no growth of cells. It might take
more than a day for slow-growing bacteria to be detectable as
they need to divide enough times to become visible under a
microscope. There are two main approaches to the issue of
detection time in microfluidic AST, and they both come with
their own challenges.

The first main approach is to follow the growth of
individual cells in the presence of antibiotics. It has been
shown that such tests can provide MIC rapidly, even within
30 minutes’® with clinical isolates (not with clinical
samples). However, approaches based on single-cell imaging
require high-resolution optics and time-lapse imaging of
multiple locations, which makes these methods expensive
and, until today, unfit for clinical practice.

Another major approach to reducing detection type is
“pheno-molecular” assays, where methods of nucleic acid
quantification are used to quantify the number of DNA or
RNA of interest in the bacterial lysate. The DNA/RNA
molecule count is a proxy for bacterial growth and has been
shown to be faster than optical growth-based assays, even for
analysis of clinical samples such as urine (not the bacteria
isolates from such samples).’®” There are other paths to run
rapid ASTs in microfluidic devices: analysis of
metabolism'**™** allows for AST within 30 minutes, albeit
with expensive stimulated Raman scattering,'** or within 2-3
hours by measuring the dissolved oxygen levels in a bacteria
sample during cultivation;'*> microfluidic cantilever-based
sensors'”® allow for determining antibiotic resistance within
45 minutes.”’* A microfluidic impedance-based assay was
demonstrated recently, identifying susceptibility or resistance
in ca. 30 minutes."®°

Obtaining AST results within 30-60 minutes from a
clinical sample (not bacterial isolate: isolates require
additional time to prepare) is enough for a physician to
inform the patient of the nature of an infection during a
single visit, and we do not see any need to improve on the
detection time below what has already been shown. At the
time of writing of this article, only microfluidic pheno-
molecular assays were shown to achieve AST results from
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clinical samples in such a short time; however, optical or
sensor-based based microfluidic methods are lagging not far
behind.

4.1.2. Multiplexing. A major hurdle now would be to
develop multiplex AST assays so that the test results are
comprehensive, ie., they inform about susceptibility to
multiple antibiotics, possibly with an MIC screen instead of a
breakpoint analysis.

4.1.2.1. Printing antibiotics. From systems that follow
single cell division presented to date, only one is capable of
multiplexing for many antibiotics or many concentrations of
antibiotics per experimental run,®* and this is because the
test is based on a modified 96 well-plate. Similar
multiplexing could be easily achievable with chamber-based
devices where antibiotic is placed into chambers and dried
before the bacteria sample is flown through the device and
segmented into chambers. Both of these approaches are
possible to automate with either pipetting robots for 96 well-
plates or with spotters (droplet printers) in case of drying
antibiotics on chips. The well-plate method, however,
requires the application of the sample separately to each well,
therefore automation could only be done with the help of a
specialized diagnostics facility, which is counter to the
commercial goal of point-of-care microfluidic ASTs. Printing
antibiotics into chambers is more difficult technically than
pipetting samples to well-plates, as the chambers are usually
much smaller than wells. However, the to-date presented
chamber-based solutions require the end-user to perform
only a single pipetting step or two steps at most to run AST.””

4.1.2.2. Serial dilution in droplets. Apart from the systems
based on antibiotic printing, droplet-based systems are the
most suitable systems for multiplexing AST and for being
automated in general. The downside of such droplet-based
AST is that flowing droplets do not support rapid AST.
However, single-cell level (suggesting possible rapid AST)
imaging in immobilized droplets has already been presented
also with antibiotic multiplexing’”"'** - the drawback of
these systems is that they are rather complicated, and each
new antibiotic tested would require changes in the device
design. A possible solution to this issue is repurposing the
already existing platform for multiplexed AST in trapped
droplets® for single-cell analysis - this would, however,
require the preparation of all antibiotic solutions in a
BioRad's QX200 cartridge (similar to a well plate) before the
experiment which is impractical and on a large scale would
require a specialized diagnostics laboratory. We suggest that
in terms of multiplexing microfluidic ASTs, it would be best
to pair a droplet-based dilution systems with a hybrid
droplet-chamber array.

4.1.2.2.1. Microfluidic  dilution  systems. Automated
microfluidic devices for the generation of concentration
gradients are plentiful,"®> and some of the AST systems
described in this manuscript contain such a generator. We
are not going to describe in detail all such systems. Rather,
we will briefly outline the challenges for the main classes of
concentration gradient generators (dilutors) that are used or

Lab Chip, 2022, 22, 3637-3662 | 3651


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2lc00394e

Open Access Article. Published on 07 September 2022. Downloaded on 11/5/2025 11:23:30 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Critical review

could be used in droplet microfluidic AST. These main
classes are i) diffusion-based dilutors;*® ii) dilutors based on
a coalescence of flowing droplets;'*® iii) dilutors based on
trapped droplets.”*® The diffusion-based dilutors rely on the
passive mixing of fluids flowing in microchannels before the
droplet generation, the fluids in AST being an antibiotic
stock solution, an antibiotic-free medium, and a bacterial
sample. The main challenge in this kind of devices is the
limited range of concentrations they can produce and limited
multiplexing capabilities due to the large channel networks
necessary for the systems to operate. A diffusion-based
method that overcomes these issues was presented by Miller
et al."® where the authors inject a portion of the drug (for
ASTs, it would be an antibiotic), and the gradient is being
generated through Taylor-Arys dispersion before droplet
generation. This device was shown to operate at 3 orders of
magnitude of drug concentrations, which is still not ideal for
medical diagnostics. The droplet dilutors based on the
coalescence of flowing droplets also suffer from a limited
dynamic range: a droplet-based system for AST in droplets
presented by Churski et al. contained a dilutor in which
droplets of antibiotic and droplets of pure medium were
coalesced in series.”*® Each coalescence event comprised
droplets of different volume so that the ratio of antibiotic to
pure medium droplet sizes was different each time, but the
final merged droplet was always the same size. This heavily
limits the dynamic range of the method as to cover a wide
range of concentrations, an impractically small droplet would
have to be merged with an impractically large droplet to
achieve a highly diluted sample - Churski et al. report only
two orders of magnitude dynamic range, similarly to a more
recent integrated dilutor-AST system by Osaid et al.”* Trap-
based droplet dilutors offer, in theory, an infinite dynamic
range of concentrations, as a trapped droplet can be diluted
by subsequent diluent droplets indefinitely.'®® However, trap-
based dilutors require stable flow of droplets to operate
properly, as mixing in droplets during dilution depends on
the flow rates of liquids in a dilution system.'®® There are
reports, however, of successful integration of trap-based
dilutors with droplet arrays'*>'®" and also running AST in
such devices."* Considering dilution errors, trap-based
dilutors cumulate these errors: if the dilutions are done with
5% precision each, then the 10th dilution would have a
concentration error of 50%, while dilutors as presented by
Churski et al. generate sample concentrations with the same
error for every dilution.

4.1.3. Inoculum effect considerations. Analysis of
antibiotic susceptibility both in bulk and in microfluidics is
haunted by the inoculum effect (IE). IE is the dependency of
the measured MIC on the initial bacterial density'®>"'%® -
once thought to be an artifact of the AST methods for
B-lactam antibiotics with little to no clinical consequence.*®*
Recently IE was demonstrated as a possible source of errors
in assessing MIC according to Eucast and CLSI protocols.®*®*®
CLSI requires a standardized inoculum density of 5 x 10°
CFU ml™ (CFU - colony-forming units, ie., individual
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bacterial cells) with an allowable range of 2 x 10° CFU ml™
to 8 x 10° CFU ml.'® Smith and Kirby showed that
operating AST within these allowed boundaries may already
lead to a false MIC or breakpoint analysis.*® IE was also
registered in droplet-based systems,"*® and this raises
concerns as to how to determine the bacteria concentrations
on a microscale. AST seems not to be affected by the
inoculum effect when the concentration of bacteria in the
sample is so small that the bacteria are grown in their
individual compartments, entirely or almost completely
separated from other bacteria.?”**'*° This robustness of AST
for separated cells suggests that MIC measured for such
compartmentalized bacteria, scMIC (single-cell minimum
inhibitory concentration), is less prone to errors stemming
from IE than the classical MIC measurements. As IE might
be a challenge for AST measurements, microfluidics seems to
be a possible answer to this problem: compartmentalization
of individual bacteria in droplets or chambers might
eliminate the problem of IE in AST. However, a new issue of
merging scMIC data with the classically acquired MIC data
arises: a CLSI-recommended 5 x 10° CFU ml™" concentration
of bacteria is identical to a concentration of one single
bacterial cell (1 CFU) trapped in a 2 nl compartment. What
will happen when a smaller or a larger compartment is used
for AST? We have shown previously that the scMIC values are
the same for the same bacterial strain and the same
antibiotic (cefotaxime) in 740 pl and 2 nl droplets, albeit with
different growth media. We could expect, however, that for
very small compartments, scMIC would increase: in a smaller
compartment, the number of antibiotic molecules per cell
would be smaller. Therefore, the cell might survive higher
concentrations of antibiotics. In such a case, it would
perhaps be better to speak about MIA, the minimum
inhibitory amount." The increase in value of seMIC for very
small compartments seems possible, as it was already
demonstrated that quorum sensing was more pronounced in
very small, 100 fl droplets than in bulk,'*® therefore a study
of scMIC dependence on compartment volume would be
welcome. Another problem with scMIC and IE in
microfluidics is that when encapsulating individual cells,
Poisson statistics apply’® and even if the large majority of the
compartments are empty, most of the Dbacteria-filled
compartments contain exactly a single cell, still there are a
fraction of compartments that contain two or more bacterial
cells. We have already shown that there is a difference in
measured MIC depending on whether there are 1, 2, 3, or
more cells in a droplet,"”*° so IE might be even more
pronounced in droplets than in bulk due to large inoculum
changes at such a small scale (inoculum difference between 1
and 2 cells is 100%, compare to a difference of 1% between
100 cells and 101 cells). The scMIC measurement is digital,
however, so if from all the compartments that provide for
bacterial growth, only 10% of compartments contained 2 or
more cells at the beginning of the experiment, the false
positive signal would only come from 10% compartments of
interest. We predict that a proper statistical analysis could
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account for this problem: if one knows the number of
compartments that contained any cells in a population of
compartments, one can calculate how many compartments
in this experiment contain 2 or more cells at the beginning
of the experiment and exclude this number of compartments
from the readout. Yet another concern is the fact that a
clonal population of bacteria shows a range of individual
scMIC levels,"** and it is important to set a definition of
scMIC measured, e.g., scMIC that stops the growth of 100%
or 50% of isolated cells.

4.1.4. Commercialization. AST measuring devices must be
easy to use to be attractive for clinicians. From a healthcare
professional perspective, a perfect AST assay should require
patient sample collection only, and further procedures
should be done by someone else or by an automated system.
Ideally, the personnel operating on the samples would not
need to be skillful in eg, microfluidics to run a
microfluidics-based AST assay. From the approaches to AST
described here, this ease-of-use is best represented by
printing antibiotics to microfluidic chambers or lab-on-a-disc
devices: such chambers with pre-printed drugs could be used
as cartridges to which samples would be added with a
pipette, and the AST readout would be performed in the
physician’s office quickly. Antibiotics are being printed and
dried commercially to 96-well-plates, so new microfluidic AST
assays should be compared to such well-plate-based
solutions: although well-plates are compatible with robotic
liquid handling systems, their throughput is limited to 96
reactions per plate (compare to a thousand reactions on a
chip with pre-printed antibiotics”®) and single-cell analysis in
not viable in bulk wells as bacteria can swim in a large
reaction volume and individual cells are virtually impossible
to follow on a large scale. Pheno-molecular assays were
shown to be the fastest ASTs from clinical samples to
readouts,'®” however it is questionable if such an assay would
be run by a physician: rather, a lab technician would work on
the assay in a centralized hospital laboratory. Single-cell-
tracking optical assays suffer from limited multiplexing and
would require major improvements in this area to be useful
in a clinical setting, and flowing-droplet-based phenotypic
AST assays are not suitable for clinical diagnostics - mostly
due to droplet stability issues, leakage of dyes and antibiotics
between surfactant-stabilized droplets, and complexity in
droplet preparation in comparison to microfluidic chambers.

4.2. Opportunities

The most clinically relevant application of microfluidics in
antibiotics studies is AST. However, there are other
antibiotic-related research paths that can be followed using
microfluidic methods. Some of these possible research areas
could be explored even with the existing technologies
designed for ASTs or for other applications e.g., in analytical
chemistry. Here, we highlight some of the most exciting and
achievable antibiotic-related research topics available for
microfluidics.
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4.2.1. Rare events. Antibiotic heteroresistance is a
phenotype in which the isogenic bacterial population
contains a subpopulation of cells with reduced antibiotic
susceptibility compared with the main population,’” and it
is attributed to antibiotic treatment failure for several
bacteria species.’”®* The variabilities in cells' response to
the antibiotic can be attributed to genetic, epigenetic, and
nongenetic mechanisms.”®> The main methods currently
used to detect bacterial heteroresistance are PAP (population
analysis profile) test, Etest, and disc diffusion.>*® In the PAP
test, the bacterial population is cultured on the agar plates
containing different antibiotic concentrations (usually 2-fold
increments), and the grown colonies are counted at each of
these concentrations. The PAP test is a gold standard and the
most reliable method, but it is used only to confirm specific
clinical cases due to its labor intensity and high costs. Broth
microdilution, automated broth (for example, VITEK® 2),
and growth methods (for example, BACTEC 960) are also
used to detect heteroresistance, but they show low sensitivity,
and the results can be affected by the inoculum effect.

New approaches to this problem take advantage of droplet
microfluidics: Sun et al. presented a digital droplet PCR to
detect resistance genes and point mutations in H. pylori cells
in stool samples.*®® Scheler et al™* and Lyu et al'®
demonstrated a digital quantification of the heteroresistance
based on single-cell MIC determination. Techniques
combining microfluidic devices with microscopy, where the
growth of many individual cells is observed over time in the
presence and absence of antibiotics''® are promising as well.
There is still room for improvement in microfluidic detection
of heteroresistance, especially in multiplexing and in label-
free readout.

4.2.2. Stochastic gene expression levels. We have recently
shown that an isogenic population of bacteria contains cells
that have different levels of individual antibiotic resistance,
i.e., each cell has its own scMIC."**"** It would be interesting
to see if a distribution of resistance levels in a population is
caused by stochasticity in gene expression,”®” by the
distribution of copy number of plasmids with resistance
genes among a population, or a combination of both.
Running a droplet-based scMIC assay on a strain of bacteria
containing a resistance gene on a chromosome instead of a
plasmid would eliminate the influence of plasmid copy
number on individual resistance levels. Could scMIC
distributions be manipulated with adjuvants or by adding
other antibiotics to bacteria? A narrow scMIC distribution
would be welcome in the clinic, as all the bacteria in the
patient would be similarly easy (or similarly difficult) to
eliminate. It would also be worthwhile to investigate the
interactions of bacteria in the presence of antibiotics: is the
resistance of two cells in a droplet a sum of the resistances of
individual cells? Is there a difference in such interactions in
droplets that are only slightly larger than bacterial cells?

4.2.3. Bacterial persistence. scMIC distribution is probably
rooted in gene expression, while the non-genetic mechanisms
are implicated in the formation of persister cells and, in
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some cases, small colony variants (SCVs). Both survive the
presence of a high antibiotic concentration but for a finite
time of treatment.>*® They were found in several species and
for several antibiotic classes, causing various infections from
acute to chronic and recalcitrant.”® The growth of SCVs is
arrested, metabolism is reduced, they can colonize infected
organs, be protected from the immune system, and therefore
show higher tolerance towards antibiotics.”*>*'" SCVs can
alter the phenotype between non-growing and growing
(susceptible to antibiotics), rendering the analysis and
detection challenges.

The standard method for quantifying persister cells or
small colony variants is a colony counting assay, which is a
tedious and expensive approach.>'* Innovative microfluidic
technology combines a mother machine with live-cell
imaging, which allows for bacteria growth observation in
various conditions.'®* It provides a sensitive analysis of the
antibiotic susceptibility distribution of cells in the bacterial
population. However, it produces a massive amount of data
for analysis, making the application of this method difficult
in clinical microbiology. High-throughput methods are
required to detect persisting tolerant to antibiotics cells in
the bacterial population as persisters are rare, and such an
assay could benefit from the large scale of droplet
microfluidics.

4.2.4. Evolution studies. There are several microfluidic
assays that allow for observing the evolution of antibiotic
resistance. The first system designed for this was called
“death galaxy” by Austin et al. and comprised a set of
interconnected microfluidic chambers to which antibiotics
were introduced through diffusion through a series of slits
that stopped bacteria from infecting the fresh media
source.”* Microdroplet chemostats were presented in
different forms'*®'?7213214 that allowed for observation of
antibiotic resistance changes in hundreds of separated
bacteria populations in large microliter droplets - the media
used by growing bacteria would be partially removed in an
automated fashion, and portions of fresh media with a
higher than before antibiotic concentration would be
introduced instead. We believe that evolution studies would
be improved if a microdroplet chemostat could operate on
single cells, i.e., after each exchange of the medium, a single
cell would remain per droplet: this would allow for analysis
of rates of emergence of resistance from a large number of
clones and couple with the research of individual bacteria
scMIC would inform about whether clonally identical but
more resistant cells gain resistance faster than their isogenic
yet less resistant counterparts. We think that droplet
microfluidics is particularly well developed for such a goal;
however, an array of chambers with each chamber controlled
via a valve could also be a viable option. A part of this
research vision was presented in large droplets, where
bacterial growth in 1000 oscillating droplets of which some
contained single cells, was followed over 13 hours>"®
although the used device was not a chemostat: there was no
addition of fresh medium to the oscillating droplets.
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Additionally, the chosen average number of cells per droplet
(L in the Poisson distribution) of 0.5 meant that 25% of all
droplets containing bacteria contained more than one cell at
the beginning of the experiment, and fluorescence levels of
cells were used as a proxy for fitness - direct scMIC
measurements would be more informative.

Measurements of metabolism level of bacteria in
droplets'>® were recently used for microfluidic AST based on
analysis of metabolism levels of cells as a phenotype.'**'*
Such methods could be further developed to, e.g., sort out
cells with high metabolism rates and identify their rates of
emergence of antibiotic resistance with a single-cell
microchemostat we propose in the previous paragraph. Is a
higher metabolism level correlated with a higher rate of
resistance emergence?

4.2.5. Biofilm studies. Microfluidic techniques have been
used to analyze the emergence of biofilms,*'° also in droplets
- perhaps not intuitively, biofilms can form on the inner
surface of a droplet.””” A microfluidic assay in which
different parts of a biofilm were automatically sampled at a
time interval and the collected cells analyzed for scMIC could
be highly informative about the dynamics of antibiotic
resistance of an aging biofilm at a single-cell level. Are the
cells of the same age in a biofilm equally resistant? Perhaps
there are subpopulations of highly resistant cells? Or is there
a resistance distribution in a biofilm's equally old cells as in
a population of swimming bacteria?

5. Concluding remarks

Antibiotic  susceptibility testing research has gained
considerable =~ momentum  thanks to  microfluidic
technologies. A wide variety of approaches to the AST field,
such as single-cell optical tracking, sampling bacteria to
chambers pre-filled with antibiotics, complex droplet-based
systems, or pheno-molecular microfluidic assays, show the
robustness of microfluidics in microbiology. The AST sample-
to-detection time is already superb in some microfluidic
assays and now it is mostly multiplexing of different
antibiotics and different antibiotic concentrations that needs
to be added on top of short assay times that is a
technological bottleneck for microfluidic AST. If this
bottleneck is overcome, then most requirements for an ideal
AST assay would be achieved. The problem that will remain
unchanged is the fact that the largest market for AST
platforms is the US and EU,*'® while the regions with the
largest antibiotic-resistance-related problems in the world are
Africa and Asia. Although the road to a highly informative
multiplexed and fast microfluidic AST assay with the clinical
application is not long, the challenge that looms on the
horizon lies in introducing such a platform to countries that
suffer the most from infectious diseases.
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