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On the acoustically induced fluid flow in particle
separation systems employing standing surface
acoustic waves – Part I†

Sebastian Sachs, *a Mostafa Baloochi,b Christian Cierpka ab and Jörg König a

By integrating surface acoustic waves (SAW) into microfluidic devices, microparticle systems can be

fractionated precisely in flexible and easily scalable Lab-on-a-Chip platforms. The widely adopted driving

mechanism behind this principle is the acoustic radiation force, which depends on the size and acoustic

properties of the suspended particles. Superimposed fluid motion caused by the acoustic streaming effect

can further manipulate particle trajectories and might have a negative influence on the fractionation result.

A characterization of the crucial parameters that affect the pattern and scaling of the acoustically induced

flow is thus essential for the design of acoustofluidic separation systems. For the first time, the fluid flow

induced by pseudo-standing acoustic wave fields with a wavelength much smaller than the width of the

confined microchannel is experimentally revealed in detail, using quantitative three-dimensional

measurements of all three velocity components (3D3C). In Part I of this study, we focus on the fluid flow

close to the center of the surface acoustic wave field, while in Part II the outer regions with strong acoustic

gradients are investigated. By systematic variations of the SAW-wavelength λSAW and channel height H, a

transition from vortex pairs extending over the entire channel width W to periodic flows resembling the

pseudo-standing wave field is revealed. An adaptation of the electrical power, however, only affects the

velocity scaling. Based on the experimental data, a validated numerical model was developed in which

critical material parameters and boundary conditions were systematically adjusted. Considering a Navier slip

length at the substrate-fluid interface, the simulations provide a strong agreement with the measured

velocity data over a large frequency range and enable an energetic consideration of the first and second-

order fields. Based on the results of this study, critical parameters were identified for the particle size as

well as for channel height and width. Progress for the research on SAW-based separation systems is

obtained not only by these findings but also by providing all experimental velocity data to allow for further

developments on other sites.

1 Introduction

The efficient sorting of particle suspensions finds a wide
range of applications in industry and process technology as
well as in the fields of biomedicine, pharmacology and
chemistry.1–3 Especially with regard to micro- and
nanoparticle systems, numerous approaches could be
achieved by using Lab-on-a-Chip devices in the field of
microfluidics.4–7 Besides passive methods, which use e.g.
special channel geometries,8–10 embedded microstructures11

or filtration systems,12,13 active methods received an

increasing attention in research due to the higher flexibility
and scalability by superimposing external fields.1,14 In this
context, the use of surface acoustic waves (SAW) represents a
promising technique for the continuous particle
separation.14–17

In the so-called acoustofluidics, acoustic fields are
imposed on a fluid to systematically manipulate the
trajectories of suspended particles or biological cells by the
acoustic radiation force (FARF) or drag forces due to
acoustically induced fluid motion.18,19 In radiation
dominated separation systems, the dependencies of FARF on
the volume17,20–22 and acoustic contrast23–25 of the suspended
objects are used as separation criteria. The acoustofluidic
devices typically operate either with only one traveling
wave18,26,27 or use the superposition of two counter
propagating SAWs to create a pseudo-standing wave
field.21,28–30 In the latter case, stationary pressure nodes and
antinodes form periodically within the fluid in a confined

Lab Chip, 2022, 22, 2011–2027 | 2011This journal is © The Royal Society of Chemistry 2022

a Institute of Thermodynamics and Fluid Mechanics, Technische Universität

Ilmenau, D-98684 Ilmenau, Germany. E-mail: sebastian.sachs@tu-ilmenau.de
b Institute of Micro- and Nanotechnologies, Technische Universität Ilmenau,

D-98684 Ilmenau, Germany

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/
10.1039/d1lc01113h

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
A

pr
il 

20
22

. D
ow

nl
oa

de
d 

on
 1

/2
9/

20
26

 2
:0

2:
16

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

http://crossmark.crossref.org/dialog/?doi=10.1039/d1lc01113h&domain=pdf&date_stamp=2022-05-15
http://orcid.org/0000-0002-2839-7084
http://orcid.org/0000-0002-8464-5513
http://orcid.org/0000-0002-7832-9223
https://doi.org/10.1039/d1lc01113h
https://doi.org/10.1039/d1lc01113h
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1lc01113h
https://pubs.rsc.org/en/journals/journal/LC
https://pubs.rsc.org/en/journals/journal/LC?issueid=LC022010


2012 | Lab Chip, 2022, 22, 2011–2027 This journal is © The Royal Society of Chemistry 2022

microchannel. These are aligned orthogonally to the
propagation direction of the waves with a spacing of one
quarter of the wavelength of the SAW. Objects in the fluid act
as acoustic discontinuities, scattering incoming acoustic
waves and being attracted to the pressure nodes or antinodes
by the FARF, depending on whether their acoustic contrast
factor ϕ is positive or negative, respectively.

The number of pressure nodes corresponds to the ratio of
the wavelength to the width of the channel, with two
approaches proving suitable for particle separation. First,
there are systems with microchannels having a width equal
to or smaller than 1.5 times the wavelength of the SAW.31–33

In this case up to three pressure nodes form parallel to the
channel wall, depending on the phase shift between both
counter propagating SAWs, which limits the maximum lateral
displacement of suspended particles to a quarter of the
wavelength. Second, acoustofluidic platforms with tilted SAW
relative to the channel showed a high potential for sorting
particles over multiple pressure nodes.21,22,29,30,34,35 The
increased separation distance of the particles allows for an
improvement in selectivity between multiple fractions.
However, a natural limitation of both approaches exists for
small particles for which the motion is not dominated by the
FARF. Even though acoustically induced flows are generally
weaker in systems with pseudo standing waves than in those
with pure traveling waves, they can affect the motion of small
particles by Stokes' drag and thus have a negative effect on
the purity of the fractionation in many systems.15,36,37 To
design and optimize appropriate devices, an understanding
of the major influencing factors on the structure and scaling
of this superimposed flow is thus essential and will be
focused throughout this paper by experimental and
numerical characterization methods.

So far, numerical and experimental studies consider the
central part of an acoustic wave field with multiple pressure
nodes,38,39 choose channel widths corresponding to two
times or less the wavelength of the SAW40–45 or restrict to
pure traveling waves.46,47 In Barnkob et al. (2018),41

quantitative measurements of particle trajectories were used
to validate a numerical model based on the velocity field.
However, the width of the employed microchannels
corresponds to the wavelength of the SAW, which implies
that the results are not analogously transferable to a
separation system with multiple pressure nodes. These hard-
to-obtain experimental velocity data is still lacking to provide
a quantitative validation of numerical models and the found
dependencies of the flow patterns on key factors, such as the
channel height and width.38

In this work, we aim to experimentally and numerically
characterize the acoustically induced flow in an
acoustofluidic device, where the utilized wavelengths are
significantly smaller than the width of the microchannels, as
typically found in particle sorting systems with tilted SAW. In
those systems the tilting angle acts as an additional degree of
freedom, which can be adapted in regard to the desired
particle separation task and design of the device. In order to

examine the pattern and scaling of the acoustically induced
fluid flow on a fundamental level and to provide velocity data
for the validation of numerical simulations, which often use
a reduced two-dimensional model, the SAWs are arranged
perpendicular to the microchannel throughout this study.
However, by systematically varying the wavelength of the
SAW, channel height and acoustic power, conclusions can be
drawn regarding the evolution of the flow as well as the
scaling of the fluid velocity to derive important guidance for
the design of separation systems. Besides a structural
investigation of the fluid motion, we perform an energetic
analysis based on the first and second-order fields. This
indicates different scalings, which reveal advantages for the
conception of the device and lead to the definition of a
critical SAW wavelength and channel height.

The entire investigation is divided into two parts. In the
first part at hand, the acoustically induced flow close to the
center of the SAW field (see region of interest 2 (ROI 2) in
Fig. 2(a)) is characterized applying astigmatism particle
tracking velocimetry (APTV). In very good approximation, the
transversal flow is translational invariant in this region.
Hence, based on simplified, two-dimensional considerations
of the acoustic and hydrodynamic phenomena as well as on
experimental results, a numerical model is further developed.
The model considers only the fluid domain by taking
boundary conditions and critical material parameters into
account. By allowing a certain slip between the longitudinal
deflection of the SAW and the fluid close to the substrate
surface, the obtained numerical results are consistent with
the experimental velocity fields. In conjunction with the
experimental data obtained by fluid flow measurements
using APTV, we highly encourage scientist around the world
to quantitatively compare with the experimental and
numerical results. For this, the measured velocity fields with

Fig. 1 (a) Schematic representation of the acoustofluidic device with
counter propagating SAWs leaking energy into the channel of PDMS
and the fluid. (b) Time-averaged absolute pressure field 〈|p1|〉t with
stationary pressure nodes and antinodes obtained by numerical
calculations. (c) Surface plot of the fluid velocity u2 to illustrate the
stationary acoustic streaming.
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corresponding parameter sets are available as open source on
https://github.com/sesa1504/AS_in_sSAW. The second part of
the entire investigation focuses on the outer region of the
SAW field (see ROI 1 and 3 in Fig. 2(a)), where SAW
amplitude gradients cause peripheral streaming exhibiting
three-dimensional vortical structures. The corresponding
findings will subsequently be published.

The outline of this paper is as follows. At the beginning,
the background and governing equations for the
acoustophoretic particle motion are discussed in section 2.
This is followed by a description of the applied methods
(section 3), which introduces the experimental and numerical
approach. The concept for the validation of the numerical
model is further presented there. In section 4, the results on
the influence of the wavelength, channel height of the
microchannels with rectangular cross-section and applied
electrical power are presented and discussed. In addition, a
comparison of the numerical and experimental data is
provided. Finally, a conclusion of the results and an outlook
on future possibilities is given in section 5.

2 Setup and physical description

The investigated acoustofluidic device (see Fig. 1(a)) consists
of a straight microchannel with rectangular cross-section
made of polydimethylsiloxane (PDMS), which is centrally
positioned between two interdigital transducers (IDT) on a
piezoelectric substrate (128° YX LiNbO3). The IDT comprise
periodically arranged finger electrodes, each having a width
and spacing of one quarter of the wavelength λSAW of the
SAW. Due to the inverse piezoelectric effect,48 elastic surface
deformations occur with applying an alternating voltage with
the frequency f = cSAW/λSAW, where cSAW is the speed of sound
in the substrate. These deformations superimpose in the
region of the IDT, resulting in a SAW propagating to both

sides of the bidirectional IDT. To avoid reflections at the
edges of the substrate, the part of the SAW propagating away
from the fluid channel is completely attenuated by a layer of
photoresist (see Fig. 1(a)).

As soon as the SAW hit the microchannel with the fluid,
part of their energy radiates into the channel walls and the
fluid, causing an attenuation of the SAW amplitude at the
same time. Kiebert et al. (2017)46 found that the attenuation
of the waves in the region of a 500 μm thick PDMS wall leads
to a loss of up to 96% of the acoustic energy at an wavelength
of 30 μm, which thus cannot be coupled directly from the
substrate into the fluid. The acoustic wave radiated into the
PDMS at the Rayleigh angle θPDMS = arcsin (cPDMS/cSAW) ≈
16.2°, where cPDMS is the speed of sound in the PDMS, is
strongly damped. Due to the small angle of incidence, the
longitudinal waves are totally reflected46 at the interface
between PDMS and the fluid and thus neglected in the
further modeling.

The energy that is coupled directly from the substrate into
the fluid provides the main source for the formation of a
longitudinal bulk acoustic wave (BAW). This BAW is partially
reflected at the channel boundaries due to the different
acoustic impedances of the fluid and PDMS. The
superposition of the counter propagating waves further
creates a pseudo-standing wave field in the microchannel
with the time-averaged absolute pressure field 〈|p1|〉t (see
Fig. 1(b)), which is characterized by stationary pressure nodes
and antinodes parallel to the channel wall. The resulting
pseudo-standing wave contains traveling wave components38

both in the x-direction, due to the damping of the counter
propagating SAWs, and in the z-direction, due to
transmission and damping of the BAW. In addition, viscous
damping of the BAW, the so-called acoustic streaming
effect,49 and gradients in the pressure field excite a stationary
flow (see Fig. 1(c)).38 Both, the stationary pressure field and

Fig. 2 (a) Schematic illustration of the acoustofluidic device based on a 1D tweezer utilizing SAW. Flow measurements were conducted in three
regions of interest (ROI 1–3). The directions of the counter propagating SAWs are indicated by yellow arrows. (b) Setup of the APTV system with
the microchannel on top of a microscope. The paths of the laser light (green, λLaser = 532 nm) and the fluorescent light beam (orange, λFluo = 607
nm) are highlighted accordingly.
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the acoustically induced fluid flow influence the
acoustophoretic motion of particles by means of the acoustic
radiation force or Stokes' drag, respectively.

To mathematically model the described phenomena, a
perturbation approach50 is used to obtain the conservation of
mass (1), momentum (2), and energy (3) for the first-order
fields of velocity u1 = (u1,v1,w1)′, pressure p1 and temperature
T1 as follows:

41,51,52

∂
∂t

Cp

CV
κp1 −αT1

� �
þ ∇·u1 ¼ 0 (1)

ρ f
∂u1

∂t ¼ −∇p1 þ μ∇2u1 þ μB þ
1
3
μ

� �
∇ ∇·u1ð Þ (2)

∂
∂t ρ fCpT1 −T fαp1

� � ¼ kth∇2T1: (3)

Here, κ = 1/(ρfc
2
f ) denotes the isentropic compressibility

with the speed of sound of the fluid cf, α the thermal
expansion coefficient, Tf and ρf the temperature and density
of the undisturbed fluid, respectively, and kth the thermal
conductivity. The specific heat capacities at constant pressure
and volume are expressed by Cp and CV, respectively, while μ

and μB describe the shear and bulk viscosity of the fluid,
respectively.

For the first-order fields we assume a harmonic time
dependence in the excitation frequency f. Since these
quantities can thus be set to zero in a time average over a full
period, denoted by 〈…〉t, a consideration of the second-order
fields is necessary to describe the stationary streaming. The
time-averaged second-order partial differential equations are
given by the continuity (4) and the Navier–Stokes eqn (5).40

ρf ∇·〈u2〉t = − ∇ 〈ρ1u1〉t (4)

μ∇2 u2h it þ μB þ
1
3
μ

� �
∇ ∇· u2h it
� �

− ∇p2
� �

t ¼ F (5)

with F ¼ ρ1
∂u1
∂t

� 	
t
þ ρ f u1·∇ð Þu1h it (6)

A correlation between the temperature T2 and the
hydrodynamic quantities u2 and p2 was neglected in the
second-order equations due to the small impact.51

Furthermore, the first-order density fluctuations were
determined by ρ1 = ρfĲCp/CVκp1 − αT1).

41,51 The source terms
in eqn (6) result from nonlinear combinations of the first-
order quantities and provide the drive for the stationary
acoustic streaming. Using the first-order fields, an expression
for the average acoustic energy density Eac in the volume V
could be derived by53

Eac ¼ 1
V

ð
V ′

1
4
κ p1


 

2 þ 1

4
ρ f u1j j2

� �
dV ′: (7)

Here, the relations |p1|
2 = p1p*1 and |u1|

2 = u1·u*1 hold with
conjugate complex expressions marked by the asterisk.

Suspended particles with an acoustic contrast factor ϕ ≠ 0
act as acoustic discontinuities in the fluid, causing the bulk
acoustic wave to be scattered. Assuming a compressible
spherical particle with a radius r ≪ λSAW, the resulting
acoustic radiation force FARF reads

54

FARF ¼ − πr3 2κ
3

Re f *1p*1∇p1ð Þ − ρ0Re f *2u*1·∇u1ð Þ
� �

; (8)

f1 ¼ 1 − κp

κ
; (9)

f2 ¼
2 1þ 3δ

2r
1þ i 1þ δ

a

� �� �� �
ρp − ρf
� �

2ρp þ ρf 1þ 9δ
2r

1þ i 1þ δ

r

� �� �� � : (10)

The real part of a quantity X is denoted by ReĲX) and the
particle properties κp, ρp and r are the compressibility,
density and radius, respectively. The viscous penetration

depth is determined by δ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ= π f ρ fð Þp

. In addition, a
thermoviscous correction was included in the dipole
scattering coefficient f2. In the case of polystyrene particles
with ϕ > 0, the FARF is directed to push these particles
towards the pressure nodes (see Fig. 1(b)).

The particle motion is further influenced by Stokes' drag
FDrag = 6πμr(u2 − up) due to the relative velocity between the
particle up and the second-order fluid velocity u2. Neglecting
wall effects,55 particle-particle interactions, an influence of
the particle on the flow and inertia,56 the particle velocity can
be determined using Newton's second law as follows.

up ¼ u2 þ FARF

6πμr
(11)

3 Methods
3.1 Experimental

In order to investigate the acoustically induced flow,
microchannels with a rectangular cross-section (see Fig. 2(a))
were made out of PDMS in a mixture of base and curing
agent at a ratio of 10 : 1. For this purpose, the liquid PDMS
was poured into master molds and exposed to vacuum to
degas. In order to remove remaining air bubbles from the
PDMS, the channel rested within the master mold at room
temperature over night. The PDMS was then cured in an oven
at about 90 °C for 25 minutes. Afterwards, the channel was
attached to a 500 μm thick piezoelectric substrate made of
128° YX LiNbO3, where adhesion forces between the PDMS
and the substrate ensured sealing. While the width of the
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channel was fixed to about 500 μm, the channel height was
varied between 85 μm and 530 μm. Furthermore, the width
of the channel side walls was reduced to 500 μm by air
pockets in the PDMS within the region of the IDTs (see
Fig. 2(a)), which reduced the amount of energy radiated into
the PDMS significantly.

Symmetrically to the microchannel, two IDTs consisting of a
5 nm adhesion layer of titanium and a 295 nm aluminum layer
were deposited by electrode beam evaporation. In addition, a
385 nm thick layer of silicon dioxide (SiO2) serves to protect the
electrode structures from corrosion and mechanical damage.
The width and spacing of the finger electrodes were varied in
different chips, to investigate the effect of the wavelength on the
acoustically excited flow in three steps from 20 μm to 150 μm.
The aperture of the IDT AP was kept constant at 2 mm, while
the number of finger electrodes was varied, in order to realize
an impedance matching at 50 Ω.

The excitation of the SAW was performed with a defined
electrical power by a PowerSAW generator (BelektroniG GmbH).
The common resonance frequency was set based on the minima
of the reflection factors S11 and S22 of both IDTs. A main flow
was imposed with a syringe pump (neMESYS, cetoni GmbH),
which fed the fluid with constant volume flow through metal
cannulas into the microchannel. For a pulsation free fluid
delivery, glass syringes (ILS Innovative Laborsysteme GmbH)
with a volume of 100 μl as well as 250 μl were used.

For the entire investigation, three-dimensional flow
measurements were performed using the astigmatism
particle tracking velocimetry (APTV)57 in three distinct
regions of interest (ROI, see Fig. 2(a)). Here, we focus on the
center (ROI 2), while the measurement results obtained in
the outer parts (ROI 1 & ROI 3) of the acoustic excitation are
discussed in Part II. The acoustofluidic platform was
mounted on an inverted microscope (Axio Observer 7, Zeiss
GmbH) with a Plan-Neofluar objective (M20×, NA = 0.4, Zeiss
GmbH) (see Fig. 2(b)). Details about the optical arrangement
of the APTV setup can be found in König et al. (2020).58 In
order to facilitate flow measurements, polystyrene particles
containing a fluorescent dye (coumarin, excitation/emission
at 530 nm/607 nm) were used. To illuminate these particles,
a modulatable OPSL laser (λLaser = 532 nm, PLaser,max = 8 W,
tarm laser technologies tlt GmbH & Co. KG) was utilized, to
enable measurements with a good signal-to-noise ratio (SNR).
To avoid particle streaking, the illumination duration was
adjusted in the respective parameter set using a function
generator (Tektronix UK Ltd.).

Astigmatism particle tracking velocimetry is based on the
determination of all three velocity components by tracking
tracer particles with the highest possible flow fidelity.
However, in acoustofluidics the particle motion is
additionally affected by FARF (see eqn (8)). In order to keep
the flow fidelity of the tracer particles high, two factors have
been considered for the experiments. First, fluorescent
polystyrene particles (PS-FluoRed, MicroParticles GmbH) with
a radius of r = 0.57 μm or 0.225 μm were suspended in the
fluid to reduce the influence of the acoustic radiation force

(FARF ∝ r3, see eqn (8)), but still allowing reliable flow
measurements with a sufficiently high SNR. Second, an
aqueous glycerol solution (80% deionized water and 20%
glycerol) was used as fluid to match the density between the
particles and the fluid, which reduces the acoustic contrast
factor ϕ and thus the influence of the acoustic radiation force
(FARF ∝ ϕ56) as well as sedimentation effects. The probability
of particle agglomeration was reduced by the addition of
0.2% v/v surfactants (polysorbate 80, Biorigin).

Due to the limited optical access, both the image
acquisition with an sCMOS camera (imager sCMOS, LaVision
GmbH, 16 bit, 2560 × 2160 pixel) and the illumination were
performed through the birefringent LiNbO3 from the bottom
side of the channel. To suppress double refraction a linear
polarization filter46 was inserted to the detection path within
the microscope, see Fig. 2(b). In the optical path to the
camera were also a dichroic mirror (DMLP567T, Thorlabs
Inc) and a long pass filter (FELH0550, Thorlabs Inc) to
separate reflected laser light from the fluorescent light of the
particles. An additional cylindrical lens with a focal length of
250 mm, which was positioned approximately 40 mm in front
of the camera, causes the particle images to appear elliptical
and thus allows for the determination of the depth position
(z) of the particles within the measurement volume by a
calibration function.59 The measurement volume extends
over a length of 800 μm in the main flow direction (y), the
entire channel width and approx. 45 μm in z-direction.
However, in order to cover the entire channel height, the
measurement volume was traversed through the whole height
of the channel. The step sizes amounted to 10 μm or 15 μm
for particle radii of 0.225 μm or 0.57 μm, respectively. At each
position, 750 double images were acquired with a time
interval Δt. These images were preprocessed by a background
subtraction and applying a Gaussian filter with a kernel size
of 5 × 5 pixels to smooth out image noise. Particle images
were identified and segmented by a global threshold in the
intensity level. Sub-pixel accuracy determination of particle
positions in the (x,y) plane and lengths of semi-axes (ax,ay)
was achieved by one-dimensional Gaussian fits in x and
y-direction, respectively. Particle images with an Euclidean
distance of less than 7.5 pixel to the calibration function in
the (ax,ay) plane were considered as valid particle
detections.60 For particle tracking a simple nearest-neighbor
algorithm was applied.61 With the estimated displacement
vector d and the time interval Δt, the individual particle
velocity vectors were determined by u = d/Δt. The randomly
distributed vectors were then interpolated onto a regular grid
using a Gaussian weighting based on the Euclidean distance
to the center of a voxel. Velocity vectors whose components ui
with i = x,y,z differed by more than

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Var uið Þp

from the
median within a voxel were excluded.

3.2 Numerical framework

To allow for a deeper insight into the physical mechanisms
that drive the acoustically excited flow, numerical
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calculations were performed on the experimental parameter
sets. With a systematic fitting of critical parameters based on
the measured velocity data (see section 3.3), we obtain a
validated numerical model that can reveal the first-order field
quantities and thus the source terms of the stationary fluid
motion. For this, the model initially solves the first-order eqn
(1)–(3) numerically, which solution is subsequently used to
calculate the second-order flow variables using the eqn (4)–
(6). All simulations in this study were implemented in an
Eulerian description of the quantities using the commercial
software Comsol Multiphysics 5.6.62

Since the flow in the center of the SAW field (ROI 2) is
translationally invariant to a good approximation, we chose a
two-dimensional model that comprised the analyzed system
to the fluid domain in the channel cross-section with a
height H and a width W (see Fig. S1, ESI†). This reduced
approach showed good results in literature.38–41,68,73 In
addition, low computational efforts enable parameter studies
within reasonable time. Nevertheless, increased convergence
to the measurements can be achieved by modeling not only
the fluid domain, but also the PDMS channel45,74 or the
entire acoustic platform.43–45,75–78

The longitudinal (dx) and transversal (dz) surface
displacement at the channel bottom can be described for the
case of two counter propagating SAWs as follows.

dx ¼ ξÂ eik x −W
2ð ÞeCd x −W

2ð Þ þ e − i k xþW
2ð Þþπð Þe −Cd xþW

2ð Þh i
eiωt (12)

dz ¼ − iA ̂ eik x −W
2ð ÞeCd x −W

2ð Þ − e − i k xþW
2ð Þþπð Þe −Cd xþW

2ð Þh i
eiωt (13)

Here, k = 2π/λSAW describes the wavenumber, ω = 2πf the
angular frequency, and Â the displacement amplitude. In eqn
(13), a phase shift of π/2 by multiplication with the imaginary
unit i and a sign change were included to correctly capture
the elliptical surface displacement.38 Furthermore, the wave
propagating to the left is phase-shifted by π to ensure that an
anti-node is located in the center of the channel. The ratio of
the displacement amplitudes in x and z direction ξ is based
on the analytical solution of the Rayleigh wave68 and
amounts to 0.6746 in the used data set. The attenuation
coefficient Cd of the SAW is theoretically determined by79

Cd ¼ ρ fc f
ρScSAWλSAW

: (14)

Please note that the actual attenuation coefficient may
differ due to inaccurate material properties and the influence
of the SiO2 layer on top of the substrate. The material
properties implemented are listed in Table 1. Assuming a
harmonic time dependence eiωt, the surface displacement
velocities ux and uz can be derived by differentiating the eqn
(12) and (13) with respect to time t. These take the following
form for an analysis in frequency space after removing the
time dependence.38,68

ux
ieiωt

¼ ξA ̂ω eik x −W
2ð ÞeCd x −W

2ð Þ þ e − i k xþW
2ð Þþπð Þe −Cd xþW

2ð Þh i
(15)

uz
ieiωt

¼ − iA ̂ω eik x −W
2ð ÞeCd x −W

2ð Þ − e − i k xþW
2ð Þþπð Þe −Cd xþW

2ð Þh i
(16)

Due to the high frequencies f of the SAW in the MHz
range, the viscous boundary layer thickness δ varies between
48.6 nm and 133.7 nm within the parameter sets studied.
Thus, to allow the fluid to follow the high-frequency
tangential accelerations of the substrate surface without slip,
high shear stresses τ are required in this small region.80,81

For this reason, the no-slip boundary condition usually
assumed at the channel bottom was replaced by a slip
velocity considering the Navier slip length Ls according to u1
= ux + (Ls/μ)τ. For implementation, a stress boundary
condition according to

μ ∇u1 þ ∇u1ð ÞT� �
− p1I −

2
3
μ − μB

� �
∇·u1ð ÞI

� �




z¼0

n

¼ σx; σzð Þ′ (17)

with σx ¼ τ ¼ μ

Ls
u1jz¼0 − ux
� �

and σz ¼ 0 (18)

was set at the channel bottom (z = 0). Here, n = (0,1)′ denotes
the unit vector normal to the substrate surface. This more
realistic boundary condition represents free-slip conditions

Table 1 Parameters and material properties at T = 25 °C used in the
numerical calculations

Quantity Symbol Value

Fluid
(water (80%) – glycerol (20%) mixture)
Density63 ρf 1.05 g cm−3

Speed of sounda cf 1576 m s−1

Compressibilityb κ 0.3834 GPa−1

Shear viscosity64 μ 1.5152 mPa s
Bulk viscosityc65 μB 2.485 mPa s
Thermal expansion66 α 4.04 × 10−4 K−1

Thermal conductivity67 kth 0.525 W m−1 K−1

Heat capacity at const. pressured Cp 3821 J kg−1 K−1

Heat capacity at const. volumee CV 3779 J kg−1 K−1

Lithium niobate (LiNbO3)
Density f ρS 4.64 g cm−3

Speed of soundg cSAW 3860 m s−1

Displacement ratio68 ξ 0.6746
Polystyrene particles
Densityh ρp 1.05 g cm−3

Speed of sound69 cp 2350 m s−1

Poisson's ratio40 σp 0.35
Compressibilityi κp 249 TPa−1

a Fitted to experimental data (see section 3.3). b Calculated as κ =
1/(ρfc

2
f ).

c Value of pure water. d Calculated as Cp = 0.8 Cp,water + 0.2
Cp,glycerol with the specific heat capacity of water70 and glycerol,71

respectively. e Calculated with the heat capacity ratio of water.41 f As
provided by the manufacturer (Siegert Wafer GmbH). g Adapted from
experimental values (cSAW = λSAWf ).

h As provided by the
manufacturer (MicroParticles GmbH). i Calculated as κp = 3(1 − σp)/
((1 + σp)ρpc

2
p).

72

Lab on a ChipPaper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
A

pr
il 

20
22

. D
ow

nl
oa

de
d 

on
 1

/2
9/

20
26

 2
:0

2:
16

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1lc01113h


Lab Chip, 2022, 22, 2011–2027 | 2017This journal is © The Royal Society of Chemistry 2022

for Ls → ∞ and the no-slip case for Ls → 0. The slip length Ls
was obtained by fitting based on the measured velocity field
as described in section 3.3. Due to the transversal
displacement of the substrate surface, the fluid in the vicinity
of the channel bottom is displaced vertically. To account for
this, the fluid velocity normal to and at the substrate surface
is prescribed by the transversal displacement velocity
according to w1|z=0 = uz.

To mimic the PDMS channel, impedance boundary
conditions and a free-slip condition were implemented at the
remaining channel boundaries. Due to the small mismatch
between the impedance values of the fluid Zf and the PDMS
ZPDMS, only a minor fraction of the incoming BAWs is
reflected back into the fluid. Transmission of longitudinal
waves from the PDMS into the fluid were neglected due to
total reflection at the corresponding interface.46 However, if
these waves are previously reflected at the outside of the
PDMS, transmission into the fluid is possible. In this case, as
the path in the PDMS increases, the attenuation of the wave
also increases significantly. As shown in Ni et al. 2019,45

there are minor effects on the calculated flow patterns.
After the first-order thermodynamic quantities have been

calculated with the predefined Thermoviscous Acoustics
Interface, the solutions for u1, p1 and ρ1 are used to estimate
the steady flow with the Laminar Flow module. Following the
model of Muller et al. (2012),51 the source term F in eqn (5)
is implemented as a body force term and the right-hand side
of eqn (4) as a mass source in a weak formulation. The
fourth-order term ρf〈(u2·∇)u2〉t was additionally retained in
eqn (5). Due to the small influence on the flow field, the bulk
viscosity was neglected in the second-order equations.50

Dirichlet no-slip boundary conditions were set on the outer
sides of the channel for the slow and steady streaming fluid.

Rectangular elements with refinement towards the
channel edges were used to mesh the computational domain
(see Fig. S1, ESI†). Based on a convergence study (see Fig. S2,
ESI†) and considering the computational effort, the
maximum element size in the bulk was set to 1.5 μm. The
simulations were carried out on a high-performance
computing cluster with Intel Xeon E5-2650 v4 processors
(2.20 GHz) in parallel batch jobs on 12 cores.

3.3 Validation of the numerical model

One major problem for the simulation of the acoustically
induced fluid flow originating from SAW is given by the
materials used for the acoustofluidic setup. Their
properties are mostly not well known and cover a wide
range in literature. Therefore, the resulting flow field can
significantly differ depending on the actual parameter set
used. In order to validate the numerical model, the initial
focus is on the adjustment of these critical material
parameters. For this, a two-dimensional parameter sweep
for the slip length Ls and the impedance of the PDMS
channel ZPDMS was performed separately for all
configurations. For a quantitative comparison of the

measured and calculated velocity of the suspended
polystyrene particles based on the flow structures, a
normalized 2D cross correlation was used. A detailed
description on the comparison of both velocity fields can
be found in the ESI.†

According to literature data,82–91 the impedance of PDMS
was varied in the range of 0.8 × 106 Pa s m−1 to 1.3 × 106 Pa s
m−1. Responsible for the large variation are small deviations
in the ratio between base and curing agent, the curing time
and duration in the oven as well as aging processes that
remained unknown. Since different microchannels were used
during the experiments, it is necessary to adjust the
impedance of the PDMS for all investigated parameter sets
independently. For an wavelength of 90 μm and a channel
height of 185 μm, Fig. S3 (ESI†) shows the correlation
coefficient for different impedance values as a function of
the slip length. The best match between numerical and
experimental data for that case is obtained for ZPDMS = 0.9
MPa s m−1 and Ls = 1.5 μm, which is close to the free-slip
case. The determined values for ZPDMS and Ls are given in
Table S1.†

In the next step, the sound velocity in the fluid was varied.
Due to temperature influences and small deviations in the
mixing ratio of water and glycerol, a range of 1565 m s−1 to 1590
m s−1 was investigated. This range has further been reported in
literature.92–98 Since the fluid remained unchanged between the
measurements, this analysis was done only for the configuration
using a wavelength of 90 μm and a channel height of 185 μm.
The speed of sound was set to cf = 1576 m s−1.

The last important parameter for simulation is the
displacement amplitude Â which only influences the velocity
amplitude, but has no influence on the structure of the flow
in the investigated power range.41 The estimation of Â with
the supplied electrical power Pel is based on the following
relationship.99

Â ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kηPelλSAW

AP FN

s
(19)

Here AP = 2 mm denotes the aperture of the IDTs and FN
= 2.47 × 1015 W m−2 a material dependent factor. The
additionally implemented parameter kη ∈ [0,1] indicates the
amount of the electrical power to be considered for the
calculation of the displacement amplitude. This includes
losses due to reflections of the voltage signal during
excitation of the SAW and attenuation of the SAW by the
channel side walls, which vary for different experimental
configurations. The normalized correlation coefficient
Rnum,exp is plotted in Fig. 4 for different configurations versus
kη. Overall, values greater than 0.85 were always obtained in
the correlation with Pel = 30 mW, which indicates a good
agreement between experiment and simulation. The results
of the parameter fitting are discussed more detailed in the
following section.
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4 Results and discussion
4.1 Acoustically induced streaming pattern

The experimentally analyzed parameter sets include
systematic variations in the channel height, the wavelength
of the SAW and the applied electrical power. The latter was
varied in the range of Pel ∈ [10,30] mW. However, Pel only
affects the magnitude of the fluid velocity but not the
streaming pattern. Therefore, main focus is pointed to the
channel height and wavelength of the SAW. Fig. 3 shows an
overview of the time-averaged absolute velocity fields

transverse to the main flow in the center of the acoustic
excitation at wavelengths of 20 μm, 90 μm and 150 μm as
well as channel heights of about 85 μm, 185 μm and 530 μm.
Since the flow is translationally invariant along the
longitudinal channel axis (y), the velocity fields were obtained
by averaging all determined velocity vectors over the entire
length (800 μm) of the measurement volume. An impact of
the flow rate on the transverse components u and w can also
be neglected. Therefore, the volume flow rate was adjusted
between 0.15 μl min−1 and 4 μl min−1 to optimize the time
interval Δt between image captures, yielding reliable velocity
measurements with low uncertainty. The experimental results
illustrate a clear dependence of the flow structures on the
wavelength of the SAW and the channel height, which will be
discussed in detail in sections 4.2 and 4.3, respectively.
Regardless of the actual configuration, a symmetrical
streaming pattern occurs. Especially at small wavelengths
and large channel heights, large vortex structures develop
that extend symmetrically from the lateral channel walls over
the entire channel cross-section (see Fig. 3). However, as the
wavelength increases or channel height decreases, a periodic
flow structure develops in the center of the channel. For the
highest wavelength and lowest channel height, the particle
motion is strongly affected by the standing pressure field and
the acoustic radiation force, which will cause areas with
particle depletion as well as agglomerations at pressure
nodes. In order to keep the influence of FARF on the particle
motion low, smaller tracer particles with a radius of r = 0.225
μm were used for reliable flow measurements in the

Fig. 3 Time-averaged absolute velocity fields
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þw2

p� �
transverse to the main flow for different parameter sets (varying wavelength in the

horizontal direction and channel height in the vertical direction) obtained from experimental studies. The investigated wavelengths range from 20

μm over 90 μm up to 150 μm, while the channel height was varied in the steps 85 μm, 185 μm and 530 μm.

Fig. 4 Correlation coefficient Rnum,exp between numerical and
experimental particle velocities as a function of the coupling factor kη
for different wavelengths λSAW and channel heights H. the supplied
electrical power is constant at Pel = 30 mW.
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configurations with λSAW = 150 μm and λSAW = 90 μm (H = 85
μm and H = 185 μm) (see section 3.1). The few white areas
close to the channel walls indicate regions where it was not
possible to determine particle trajectories and thus no
measured data exists.

Furthermore, asymmetries within the velocity fields with
respect to the z-axis can be attributed to deviations in the
attenuation of the SAW by the channel side walls, the power
coupling of the two IDTs as well as the phasing of the
counter propagating SAWs. To interpolate the randomly
distributed velocity vectors onto a regular grid, quadratic
voxels with an edge length of 15 μm (H = 530 μm), 10 μm (H
= 185 μm), and 5 μm (H = 85 μm) were used with an overlap
of 50%. For each measurement, the mean number of
individual velocity vectors in each voxel was sufficiently large
for reliable flow measurements.

4.2 Influence of the wavelength

To discuss the influence of the wavelength on the structure
and velocity of the acoustically induced fluid flow, the
experimental and numerical results are visualized by
streamlines in Fig. 5. Based on this qualitative comparison, a
strong similarity between experiment and simulation is
evident and confirms the high correlation coefficient (Fig. 4).
Furthermore, Fig. 5 illustrate that the measured particle
velocity is close to the calculated flow velocity and thus the
measures taken in section 3.1 to reduce the influence of FARF
on the resulting particle motion were effective.

The qualitative comparison of the symmetrical flow fields
shows a transition from large to small vortex structures with
increasing wavelength. While large vortex structures extend
over several pressure nodes for low wavelengths (Fig. 5(a)), a
periodic flow structure (Fig. 5(c)) prescribed by the standing
pressure field evolves for large wavelengths. This behavior
can be explained by the scaling of the attenuation coefficient
Cd ∝ λ−1SAW with wavelength. The greater attenuation of the
counter propagating SAWs at small wavelengths results in
varying amplitudes of the surface displacements along the
channel width. For λSAW = 20 μm (Cd = 4658 m−1), significant
discrepancies between the amplitudes of the counter
propagating SAWs are present over large parts of the channel,
while these are limited to a region near the channel side
walls in the case of λSAW = 150 μm (Cd = 615.6 m−1). These
discrepancies manifest themselves in traveling wave
components and provide the energy to form the acoustically
excited flow by means of viscous damping. Consequently,
characteristic vortex structures form under consideration of
mass conservation as Eckart flow only close to the side walls
of the channel in the latter configuration. In the center of the
channel, however, the standing wave field dominates, which
results from the superposition of the counter propagating
SAWs with almost the same amplitude.

The weaker attenuation of the SAW at larger wavelengths
indicates that a smaller fraction of the energy transported by
the wave is radiated into the liquid. This effect is enhanced
by the lower viscous damping of the BAW in the fluid, which
is mainly transmitted into the PDMS at the channel ceiling.
As a result, a decreasing fluid velocity is observable. Another

Fig. 5 Time-averaged absolute velocity field transverse to the main
flow for wavelengths of 20 μm (a), 90 μm (b), and 150 μm (c). The
positions of the vortex centers are indicated by red asterisks.
Experimental results utr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þw2

p� �
are shown on the left half and

numerical results utr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2
2 þw2

2

q� �
on the right half.

Fig. 6 (a) Velocity component w or w2 for experimental (left) and
numerical results (right), respectively, along a horizontal line at z = H/2
for different wavelengths. Kinetic energy density (b) and kinetic
efficiency (c) from measurements (Δ) and simulations (°) as a function
of the wavelength λSAW for different electrical power levels Pel.
Thereby Pel = (10.09 ± 0.26) mW is assigned as 10 mW, (20.28 ± 0.63)
mW as 20 mW and (29.72 ± 0.13) mW as 30 mW for the experimental
data. The error bars indicate a confidence interval of 95%.
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aspect to drive the acoustically induced flow consists in
pressure gradients in the first-order fields,38 which are more
pronounced with decreasing wavelength of the SAW (see Fig.
S5, ESI†). Especially the formation of anechoic corners17,100

with lower pressure amplitudes at the upper channel margin
supports the prior assumptions regarding the structure of the
flow. In the fluid motion at λSAW = 20 μm, which is strongly
influenced by traveling wave components, the angle between
the outer and inner vortex pairs can be determined to be
about 24.2°. This is close to the theoretical Rayleigh angle of
θFluid = 24.1° and thus confirms the flow characteristic, which
is similar to that excited by a pure traveling wave, as
measured by Kiebert et al. (2017).46 This streaming angle
decreases with rising wavelength, while the vortex centers of
the outer vortices are shifted towards the center of the
channel. In addition, the larger the wavelength the higher
the number of vortex pairs over the entire cross-section of
the microchannel. Independently of the actual wavelength,
the highest fluid velocity occurs at the inner edge of the outer
vortices in all investigated configurations.

The high similarity between numerical and experimental
results is further revealed by the vertical velocity component,
which is plotted along a horizontal line at half channel
height in Fig. 6(a). When comparing the velocity curves for
different wavelengths of the SAW, the increasingly periodic
fluid flow becomes apparent when magnify the wavelength.
Especially close to the channel center, a periodicity of 45.9
μm can be determined, which agrees well with the periodicity
of the pressure field prescribed by two counter propagating
SAWs with 90 μm wavelength (see also Fig. S6, ESI†).
Although two widely extended vortex pairs form for λSAW = 90
μm in Fig. 5, the influence of the standing wave field is
evident based on the velocity curves in Fig. 6(a).

After analyzing the structure of the flow, the focus will be
on an energetic consideration in the following. For this
purpose, the mean kinetic energy density,

ekin ¼ ρ f

2HW

ð
A′

u2 þ w2� �
dA′; (20)

of the acoustically driven fluid flow in the x–z-plane is plotted
in Fig. 6(b) for different wavelengths and electrical power
levels for the microchannel with 185 μm in height. As
expected, the kinetic energy density increases with increasing
supplied power. Overall, a mean difference between the
experiments and numerical approximations of 8.81% identify
a reasonable agreement. Furthermore, the larger the
wavelength the lower ekin, which is in accordance with the
theoretical attenuation of acoustic waves according to eqn
(14) and Stokes' law of sound attenuation. Beside those basic
dependencies, the deviating coupling factors (Fig. 4) must
also be taken into account, which shrink with decreasing
wavelength and thus indicate increasing losses. The primary
reason for the rising losses is the stronger attenuation of the
SAW at the channel side walls. This is reflected in a
significant decrease of the coupling factor between the
results with λSAW = 90 μm and λSAW = 20 μm, which in turn

affects the kinetic energy of the fluid motion. A progressive
rise of power loss at the channel side walls with decreasing
wavelength was demonstrated by Winkler et al. (2016)101 and
further confirmed here by estimating the SAW attenuation
based on the scattering parameter |S12 | (see Fig. S7, ESI†).

Based on the kinetic energy measured, the kinetic
efficiency can be determined with ηkin = ekinHWcSAW/(PelλSAW).
As illustrated in Fig. 6(c), the ηkin decreases monotonically
with the SAW wavelength, which complies with the
fundamental dependencies on sound attenuation mentioned
above. Using a wavelength of the SAW close to the channel
height of about 185 μm, the kinetic efficiency drops to about
2.4 × 10−8. Regardless of the actual values, the results
obtained confirm an efficiency of fluid flow actuation in the
range of 10−8 to 10−6, as also estimated in literature so far.102

Due to the close match between simulation and
experiment, it is reasonable to calculate the first-order field
quantities and extend the energetic consideration to the
average acoustic energy density Eac according to eqn (7). The
results are depicted in Fig. 7. Even though the acoustic
energy density turns out to be low in the investigated power
range, the rising curves show that more energy is contained
in the first-order acoustic fields with increasing wavelength.
With respect to the resulting acoustic radiation force, this
results in two opposite phenomena. First, the FARF scales
inversely proportional with λSAW (FARF ∝ λ−1SAW), while second,
the increase in Eac is propagated proportionally in the FARF ∝
Eac. Consequently, this scaling is crucial to determine the
critical particle diameter36,103 above which the particle
motion is dominated by FARF.

In the context of a particle separation, the analysis of the
superimposed flow leads to advantages for SAW systems with
small excitation frequencies or large wavelengths from the
following aspects:

• Periodic flows spatially limit the hydrodynamic
displacement of small particles, which motion is not
dominated by FARF, especially in the region of the center of
the channel.

• The fraction of the supplied energy that is converted into
kinetic energy decreases with λSAW, causing particle trajectories
to be more influenced by FARF instead of Stokes' drag.

Fig. 7 Acoustic energy density Eac as a function of the wavelength λSAW
obtained by numerical simulations for different electrical power levels.
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4.3 Influence of the channel height

Besides the wavelength of the SAW, also the channel
geometry has a strong influence on the acoustically excited
flow field. In this study, the focus is on a rectangular channel
cross-section, which is predominantly used in microfluidics.
Following the numerical results of Devendran et al. (2016),38

larger discrepancies in the SAW amplitude distribution of
standing SAW across the channel width are expected with
increasing channel width, which cause traveling wave
components and stronger vortex structures close to the side
walls of the channel. Since these are undesirable in
separation systems with tilted IDTs, small channel widths are
preferable from a hydrodynamic point of view. However, a
conflict arises in terms of the maximum lateral displacement
of particle fractions, which is limited by the channel width
and thus influences the separation efficiency.

Based on experimental and numerical investigations, the
effect of the channel height will be further examined in the
following. The channel width was kept constant at (500 ± 10)
μm and the height was varied in the interval H ∈
[85,185,530] μm. Deviations from the rectangular channel

cross-section occur only in the largest channel, whose width
reduces to about 460 μm for z ≥ 240 μm. This is caused by
the milling process of the associated aluminum master mold,
yielding a step in the side channel wall. A corresponding
adjustment of the geometry was considered in the numerical
model. Furthermore, a symmetrical boundary condition was
set for the first and second-order field quantities in the
center of the channel (x = 0). Calculations were only
performed for half the computational domain (x ≥ 0) in
order to meet hardware limitations. To find the slip length
for the best matching result, a separate cross correlation was
performed with only considering the region near the channel
bottom (z < 30 μm), since small vortices, that are
characteristic for the no-slip boundary condition (see Fig. S4,
ESI†), would otherwise be underestimated within the large
channel height. The normalized correlation coefficient was
subsequently multiplied by that of the cross correlation for
the global velocity field. The resulting coefficient was used as
an indicator for the best match between experiment and
simulation. By considering the correlation coefficients
(>0.85) in Fig. 4, a good agreement between numerical (right)
and experimental (left) solution can be stated in Fig. 8.

With a common wavelength of 90 μm, a transition from
broadly extended vortex structures to periodic flow patterns
is visible with decreasing channel height, as shown in Fig. 8.
A comparable behavior of the flow structure has already been
observed for increasing wavelengths at a fixed channel height
(see Fig. 5). The fluid flow occurs in the largest channel as a
single vortex pair with a global velocity maximum in the
center of the channel (x = 0), symmetrical to the z-axis.
According to the flow field depicted in Fig. 8(a), no influence
of the standing wave field is visible. However, very small
periodic fluctuations of the velocity component w and w2

exist. Details can be found in supplementary information,
Fig. S8.† By reducing the channel height, the number of
vortex pairs increases, with two separate velocity maxima
forming at the inner edge of each outer vortex. This
development originates in the radiation characteristic of the
BAW at a Rayleigh angle of θFluid = 24.1°. A decisive factor for
the lateral extent of these vortices is the distance W* = H
tanĲθFluid) from the side walls of the channel, covered by the
BAW in the x-direction before reaching the channel ceiling.
With W* < λSAW/2 follows Hcrit < λSAW/(2 tanĲθFluid)) as a
critical channel height, which should not be exceeded to
suppress large streaming vortices, that extend across several
pressure nodes. In order to limit the influence of traveling
wave components, the ratio of the amplitude of the
emanating SAW to the amplitude of the counter propagating
SAW close to the channel side wall needs to be limited. Based
on numerical calculations, this ratio should be larger than
0.6, which leads to a definition of a critical channel width of
Wcrit < −lnĲ0.6)/Cd from eqn (14). Accordingly designed
channel geometries lead to a periodic flow pattern with
limited extent of vortices evolving close to the channel side
walls. This critical channel width and height was fulfilled for
the experimental configuration corresponding to the flow

Fig. 8 Time-averaged absolute velocity field transverse to the main
flow for channel heights of 530 μm (a), 185 μm (b), and 85 μm (c). The
positions of the vortex centers are indicated by red asterisks. In the
divided plot, experimental results utr ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þw2

p� �
are shown on the

left half and numerical results utr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2
2 þw2

2

q� �
on the right half,

respectively. The excitation frequency is constant at 42.88 MHz.

Lab on a Chip Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
A

pr
il 

20
22

. D
ow

nl
oa

de
d 

on
 1

/2
9/

20
26

 2
:0

2:
16

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1lc01113h


2022 | Lab Chip, 2022, 22, 2011–2027 This journal is © The Royal Society of Chemistry 2022

field depicted in Fig. 8(c). For further examples, the
interested reader is referred to Fig. S9 (ESI†).

Regarding the kinetic energy density it applies: the larger
the channel height compared to the wavelength of the BAW
the higher the kinetic energy density. This behavior
corresponds to the influence of the frequency, at which ekin
increases with decreasing wavelength of the BAW at a
constant channel height. Overall, the channel height has a
stronger influence on the acoustically induced fluid flow than
the wavelength. Thus, over the entire power range, the lowest
and highest mean kinetic energy densities were obtained at
the smallest (H = 85 μm) and largest channel height (H = 530
μm), respectively. Furthermore, the damping of the BAW give
rise to gradients in the amplitudes of the first-order fields in
z-direction, which lead to a decreasing average acoustic
energy density when increasing the channel height. Although
this influence is significantly weaker than the impact of the
wavelength on Eac, the resulting acoustic radiation force (FARF
∝ Eac) decreases on average as well. Hence, the ratio between
channel height and wavelength is of importance, which
should be small for separation systems making use of FARF.

For those systems, the following conclusions can be drawn
for a decreasing channel height:

• Weaker vortex structures with smaller lateral extent offer
advantages for separating small particles whose motion is
not dominated by the acoustic radiation force.

• An increase in the mean acoustic energy density results
in a stronger FARF, which allows operation with lower
electrical power.

4.4 Electrical power

In the third dimension of the investigated parameter set, the
applied electric power Pel was varied in three steps from
approx. 10 mW to about 30 mW. In contrast to the SAW
wavelength and channel height, Pel affects the fluid velocity
but not the flow pattern. This assumption can be exemplified
in both experimental and numerical data by the horizontal
profile of the vertical velocity component w and w2,
respectively, in Fig. 9. Here, the channel height amounts to

185 μm and the excitation frequency is 42.88 MHz, which
corresponds to a wavelength of about 90 μm. In the
comparison among the three curves of different electrical
power level, the shape remains unchanged, while an increase
of the absolute fluid velocity with rising Pel can be observed
throughout the whole channel width.

To quantify the scaling of the associated mean kinetic
energy density with the electrical power, ekinĲPel) is plotted in
Fig. 10(a). The different curves represent the considered
parameter sets of wavelength and channel height and extend
across more than four orders of magnitude. In all parameter
sets, monotonically ascending curves show a progressive,
nonlinear behavior when increasing Pel for both the
experimentally and numerically generated results. However,
deviating curves are conceivable for larger electrical powers
of up to 9 W,34 which are used in separation systems with
relatively high throughput. In such cases, increased
dissipation effects in the fluid, attenuation losses of the SAW
through the channel wall and the effect of secondary
Bjerknes forces due to wave scattering by the particles47

should be considered.
Based on simulations, the mean acoustic energy density

Eac is shown in Fig. 10(b) as a function of the electrical
power. Here, Eac grows proportionally to the imposed
electrical power in the investigated range for all given
parameter sets. This is consistent with the scaling of Eac ∝

Fig. 9 Profiles of the velocity component w and w2 along a horizontal
line at z = H/2 for different electrical power levels. Experimental data is
presented in the left half, while numerical results are shown in the
right half. The electrical power was truncated to 10 mW, 20 mW, and
30 mW in the simulations. The channel height is constant at H = 185
μm and the wavelength amounts to λSAW = 90 μm.

Fig. 10 Average kinetic energy density (a) obtained from
measurements (colored symbols) and simulations (black symbols) as a
function of the electrical power for various combination of the
channel height H and the wavelength λSAW. The error bars indicate a
confidence interval of 95%. The corresponding acoustic energy density
was determined numerically based on eqn (7) and is plotted in subplot
(b) versus the electrical power Pel.
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U2
pp ∝ Pel given by Bruus et al. 2012,103 where Upp is the

applied peak to peak voltage. However, for a larger power
range, a dependence of the coupling factor kη, which was
kept constant in the respective parameter set, on the
electrical power may not be negligible. This in turn affects
the scaling of the average acoustic energy density. At this
point, subsequent studies are conceivable, where
measurements at higher electrical power levels or more
sophisticated numerical models, that consider the entire
acoustofluidic platform, are used.

4.5 Acoustophoretic particle motion

The motion of suspended microparticles in a standing
acoustic wave field is primarily determined by the acoustic
radiation force FARF and the Stokes' drag due to the fluid
flow. In SAW-based separation systems, situations are
commonly intended where FARF acts as the dominant force
and focuses particles with an acoustic contrast factor ϕ > 0 at
pressure nodes. The spatial distribution of |FARF| reveals
annular structures with force vectors always pointing away
from the antinodes (see Fig. S10, ESI†). Hence, stable
equilibria form only at the pressure nodes, although |FARF|
decays to zero also at the antinodes. This force field is
linearly superimposed on the Stokes' drag for a fixed particle
(up = 0) inside the acoustically induced fluid flow according
to FDrag = 6πμru2. The relative influence of both forces on the
particle motion can be determined by the force coefficient
|FARF|/|FDrag|. In Fig. 11, the spatial distribution of the force
coefficient is depicted for a SAW wavelength of 90 μm and a
channel height of 185 μm across the channel cross-section.
Besides the previously discussed parameters, |FARF|/|FDrag| is
additionally influenced by the particle radius r, which was set
to 0.69 μm in the selected example.

A spatial dependency of the force coefficient is revealed,
in which values greater than one indicate a particle motion
dominated by FARF near the channel ceiling and floor. This is
confirmed by experiments in which particles were initially
focused at the pressure nodes in these regions of the
microchannel. Furthermore, the influence of the attenuation
of the counter propagating SAWs is reflected by greater

values in the channel center (−100 μm ≤ x ≤ 100 μm), where
the fluid flow is dominated by the standing wave field and
FDrag loses impact compared to FARF. In contrast, traveling
wave components provide the drive for strong vortices near
the channel side walls, which mainly determine the particle
motion, as can be recognized by a lower force coefficient.

A quantitative evaluation of the force ratio for different
configurations regarding the wavelength, channel height, and
particle radius is based on the mean force coefficient ψ =
〈|FARF|/|FD|〉A, that is obtained by averaging over the entire
channel cross-section A. The scaling of the Stokes' drag (FDrag
∝ r) and the acoustic radiation force (FARF ∝ r3) with the
particle radius yields a quadratic dependence ψ ∝ r2, which
can be confirmed by the numerical results shown in Fig. 12.
Moreover, an increase of ψ with the wavelength of the SAW
λSAW is revealed, which is caused by the rising mean acoustic
energy density (FARF ∝ Eac) and the decreasing mean kinetic
energy density (FDrag ∝ e1/2kin), as outlined in section 4.2. This
development thus compensates the direct inverse relation of
FARF to the wavelength (FARF ∝ λ−1SAW).

However, the mean kinetic energy density increases with
rising channel height, while the mean acoustic energy density
decreases. Consequently, the particle motion is found to be
stronger affected by the fluid flow with increasing channel
height, which is reflected in lower values of ψ. The inset in
Fig. 12 further shows the curves of ψ for particle radii r ≤ 1
μm up to a critical mean force coefficient of ψcrit = 1, for
which the effects of FARF and FDrag compensate on average.
Using ψcrit, a critical particle radius rcrit can be defined below
which the motion of the suspended particles is dominated by
the SAW induced flow. The scaling of ψ ∝ Eacr

2/(λSAW e1/2kin)
leads to rcrit ∝ (λSAW e1/2kin/Eac)

1/2 and thus a decrease of rcrit for
an increasing wavelength or decreasing channel height.

Fig. 11 Spatial distribution of the force coefficient |FARF|/|FDrag| for a
wavelength of 90 μm, a channel height of 185 μm and an electrical
power of 20 mW. The color scale is capped at 1 to highlight yellow
areas, where |FARF| dominates over the Stokes' drag due to the fluid
flow. The particle radius amounts to r = 0.69 μm, resulting in a mean
force coefficient of ψ ≈ 1.

Fig. 12 Mean force coefficient ψ as a function of particle radius r for
different configurations with the wavelength of the SAW λSAW and
channel height H. In the inset, the course up to the critical value ψcrit =
1 is depicted for particle radii below 1 μm. The numerical results were
connected by quadratic regressions.
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Throughout the experimental configurations, flow-dominated
situations with ψ < 0.3 were maintained, which allowed a
high flow fidelity of tracer particles with radii r ≪ rcrit and
thus conclusions on the actual fluid flow.

Nevertheless, if a particle separation is to be achieved by
the influence of FARF in SAW-based devices, the strong spatial
dependence of |FARF|/|FDrag| must be considered, because
particle motion being dominated by FARF in less than 28% of
the channel cross-section even for ψ = 1. Concerning particle
separation systems, the following aspects can be concluded.

• The interplay of increasing Eac and decreasing ekin with
rising wavelength compensate the scaling of FARF ∝ λ−1SAW for
the particle motion and must be considered when
determining a critical particle radius rcrit.

• The motion of particles with a radius smaller than rcrit
is significantly affected by the SAW-induced flow.

• Shallow microchannels facilitate influencing particle
trajectories by FARF.

5 Conclusion

Experimental three-dimensional, three component (3D3C)
velocity measurements with astigmatism particle tracking
velocimetry (APTV) and numerical simulations on the
acoustically excited flow in the center of a standing surface
acoustic wave (SAW) were performed. Against the background
of a selective particle separation, an acoustic tweezer setup
employing two counter propagating SAWs superimposed
within a straight microchannel was investigated in detail. In
this system, multiple pressure nodes along the channel width
form, as typical in the application of high-frequency SAW-
based separation systems. To determine crucial factors that
affect the structure and scaling of the acoustically induced
fluid flow, the wavelength of the SAW, channel height and
electrical power were systematically varied. In this way, an
influence on the flow pattern could be demonstrated for the
former two, while the applied electrical power only affects the
fluid velocity in the investigated range. A transition from
vortex pairs that extend far across the channel cross-section
to a periodic flow pattern can be observed with increasing
wavelength. In association with the decreasing attenuation of
the counter propagating SAWs, the periodic flow pattern
occurs especially in the center of the channel. A similar
characteristic of the fluid flow can be achieved with
decreasing channel height, for which the decreasing traveling
length and attenuation of the radiated bulk acoustic wave
(BAW) in the fluid are causal. In both cases, the maximum
flow velocity decreases. From a hydrodynamic point of view,
there are thus advantages for the design of separation
systems, particularly if very tiny particles need to be
separated, which are less influenced by the acoustic radiation
force (FARF). Based on the results, a critical channel height
Hcrit < λSAW/(2 tanĲθFluid)) and width Wcrit < −lnĲ0.6)/Cd were
derived, which should not be exceeded to suppress widely
extended vortex structures.

Furthermore, a numerical model was developed in which
the longitudinal displacement of the SAW was considered by
a slip boundary condition at the substrate-fluid interface. In
this model, critical parameters like the Navier slip length, the
acoustic impedance of PDMS and the displacement
amplitude were systematically adjusted based on the
experimental data. With this approach, a very good
agreement with the experimental velocity data was obtained,
indicated by a correlation coefficient of Rexp,num > 0.85 for all
experimentally investigated configurations. With the
validated numerical model, further reliable studies can be
performed without experimental limitations, also extending
the insights to an energetic consideration based on the first-
and second-order fields. Decreasing mean kinetic energy
densities ekin for increasing wavelengths could be confirmed
in both experimental and numerical results. At the same
time, the mean acoustic energy density Eac increases due to
lower attenuation losses of the SAW, thus providing
advantages for particle separation in acoustic devices due to
a higher influence of standing wave field components
compared to traveling components. The proportional
increase of FARF with Eac needs to be considered, which
counteracts the inverse scaling with the wavelength (FARF ∝
λ−1SAW). These fundamental dependencies found causes an
optimization issue in the development of separation systems.
Furthermore, the mean kinetic energy density drops for
decreasing channel heights, while the mean acoustic energy
density increases. Therefore, as similar for an increasing
wavelength, the acoustically induced flow is suppressed while
the influence of the FARF on the resulting particle motion
increases with decreasing channel height. Hence, shallow
microchannels and large wavelengths are advantageous for
particle separation.

Besides these findings, a validated numerical model that
captures the characteristics of the acoustically induced flow
with a reasonable computational effort was developed. Based
on our numerical model and the experimental data obtained,
we highly encourage scientists to compare their numerical
models. The experimental data can be found on https://
github.com/sesa1504/AS_in_sSAW. A possible direction of
subsequent studies is to investigate the influence of different
channel materials, in which more complex wave
superpositions can be captured experimentally or by
numerical models that consider the entire acoustofluidic
platform. To further extend the gained insights on
acoustically driven flows, Part II of this study discusses the
complex, three-dimensional vortex structures in the outer
regions of the acoustic wave field, which needs to be
considered for particle separation systems as well.
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