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A precise and accurate analytical method for
determination of osmium isotope ratios at the 1-15
pg level by using a MC-ICP-MS equipped with
sparging introduction and high-sensitivity discrete
dynode-type ion-counting detectorst

Junichiro Ohta, @ @b Tatsuo Nozaki, @ 92¢° Honami Sato, @ f Kana Ashida®
and Yasuhiro Kato () *agbd

Application of the rhenium (Re) and osmium (Os) isotope system is a useful way to date geological materials,
trace their circulation, and reconstruct the Earth's surface environment. However, measurements on less
than 15 pg of Os have been challenging because of the large contribution of Os from external sources
and insufficient ion beam intensity of instruments. Here, we present a measurement procedure we
developed for Re and Os isotope analyses that minimizes contamination of Os from external sources
and enables measurements on less than 15 pg of Os with high accuracy and precision by using
a multiple collector-inductively coupled plasma-mass spectrometer equipped with compact discrete
dynode (CDD) ion-counting detectors. The cleaning procedure we developed for laboratory equipment
reduced the amount of Os from external sources to 0.002-0.015 pg, one order of magnitude lower
than previously reported values. The measurements of Os isotope standard samples containing less than
30 pg of Os by the use of CDD detectors with in-run cross-calibration of differences in counting
efficiencies of CDD detectors produced data with much better precision than those produced by using
Faraday cup detectors. The measurement results of geological reference materials, JMS-2 and JCh-1,
demonstrated that our method using CDD detectors yielded geochemical data with in-run precision that
were equivalent to or better than those obtained by conventional procedures. The method enabled
reduction of the sample volume and thus enabled high-spatial-resolution analysis with a small amount
of the geological sample.

1. Introduction

The rhenium (Re) and osmium (Os) isotope system has been
used as a unique and useful tool for diverse types of geochem-
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ical investigations. Radiometric dating is one of the most
common applications of the Re-Os isotope system and uses the
radioactive decay of **’Re to '*’Os with a half-life of 4.23 x 10'°
years. Because Re and Os are siderophile and chalcophile
elements that are concentrated in sulfide minerals such as
pyrite and chalcopyrite, the Re-Os isotope system has been used
for precise dating of sulfide deposits. The initial value of the
870s/™%0s isotope ratio and the '®’0s/'**0Os ratio in the
minerals has been used to determine the sources of the
minerals.”” The Re-Os isotope system has also been used for
dating organic-rich geological materials such as black shale and
crude oil, which concentrate Re at the ng g~ " level,*® and other
Re-Os-rich geological materials such as iron meteorites.'*'* The
870s/"*80s ratio, which varies widely in the Earth's reservoirs, is
also a versatile geochemical tracer. The '®’0s/**®*0Os ratio in
seawater has fluctuated throughout the Earth's history and

This journal is © The Royal Society of Chemistry 2022
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reflects changes in the balance between the influxes of terrige-
nous components with radiogenic Os and hydrothermal and
extraterrestrial components with unradiogenic Os.** The record
of ¥70s/**80s ratios preserved in deep-sea sediments has
therefore been used for reconstructing global environmental
changes on the Earth's surface. Deep-sea biogenic carbonate
sediments could provide a Cenozoic record of '870s/'*%0s
fluctuations with high temporal resolution and highly reliable
ages.”*™ Lithified, siliceous deep-sea sediment (chert) and
metalliferous sediment (umber) in accretionary complexes have
been used to obtain the marine '¥’0s/**®0s record before the
Cenozoic.’*?* The long-term fluctuations of the marine
18705/*¥30s record may also be used to date deep-sea deposits
that lack age-diagnostic proxies by fitting measured isotope
ratios with a reconstructed marine secular '®70s/'*®0s
curve.”'">® Moreover, stable '#’0s/*®30s ratios in extraterrestrial
materials often mark apparent negative excursions of the
870s/"830s record that allow detection of past meteorite impact
events.”*>*

Measurement techniques have been developed and
improved to facilitate the use of a variety of geochemical
applications of the Re-Os system. The improvements have
focused on sample digestion methods that use mixtures of acids
and procedures for introducing samples into instruments. A
combination of sample digestion with a mixture of HNO; and
HCI (inverse aqua regia, HNO; : HCl = 3 : 1), a method for Os
introduction into the instrument by argon (Ar)-gas bubbling in
a sample solution (sparging introduction), and the use of
a multiple collector-inductively coupled plasma-mass spec-
trometer (MC-ICP-MS) equipped with a multiple ion-counting
(MIC) system and/or Faraday cup (FC) detectors has been
used successfully to determine Os isotope ratios of samples
containing small amounts of Os (~15 pg) with low blanks (<1
pg) and high precision.**** In this technique, powdered
samples are digested with inverse aqua regia in a sealed glass
tube (a Carius tube) to prevent any leakage of volatile Os
tetroxide (OsO,) during digestion at high temperatures (>200
°C).* The sparging introduction makes it possible to achieve
chemical separation (purification) while introducing Os into the
ICP glass torch by using the highly volatile nature of the OsO,
molecule even at room temperature. The Os ionized by ICP is
then detected by MIC and/or FC detectors. The signal is
enhanced via a secondary electron multiplier (SEM) or high-
resistivity amplifiers with 10''-10" Q resistors.**** Despite
these improvements of Os isotope ratio measurements by MC-
ICP-MS, precise determination of Os concentrations and
isotope ratios from very small amount of Os (<15 pg) has still
been challenging. Os is one of the rarest elements on the Earth's
surface and less than 15 pg g ' Os in geological materials is
quite common. There have been two main problems associated
with the measurements of very small amounts of Os: (1)
contamination by high amounts of Os of external origins and (2)
an ion beam intensity that is insufficient to obtain highly
precise data with FC detectors. To correct for contamination by
Os from the laboratory environment and reagents, several
procedural blank samples have usually been analyzed together
with actual samples, and the amount of Os in the blank samples
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has been subtracted from Os in the actual samples. However,
the fact that a very small amount of Os in the actual sample
necessarily increases the fraction of contaminant Os reduces
the accuracy of the measurements. It has therefore been
important to minimize the contribution of Os from the labo-
ratory environment and reagents to improve the uncertainty of
the measurement results.

The MIC system has often been used to overcome the
problem associated with an insufficient Os ion beam intensity.
Ion-counting detectors can enable highly sensitive measure-
ments, but there have been difficulties associated with obtain-
ing highly accurate and highly precise data because of the low
stability of the ion-counting detectors. Corrections must be
made for differences in instrumental mass bias effects and
counting efficiencies between the several detectors that are used
for calculating isotope ratios to obtain true isotope ratios with
MIC systems.*® To make these corrections, a sample-calibrator
bracketing method using standard samples has often been
used, but this method cannot consider fluctuations of instru-
ment conditions during a single run. Moreover, ion intensity
measured by the MIC system with a conventional Channeltron-
type SEM is much less stable than that measured with the FC
detector, and a Channeltron-type SEM detector has a shorter
lifetime than the FC detector. The large changes of the counting
efficiency of the Channeltron-type SEM during even a single run
cause a drift of the isotope ratio by ~3%.** The sample-
calibrator bracketing method using Channeltron-type SEM
detectors not only is time consuming but also increases the
measurement uncertainty of the data obtained for the blank
and for samples with a low amount of Os.

A discrete dynode-type SEM detector that was optimized to fit
a multiple-collector array of a mass spectrometer has recently
been equipped with a Thermo Fisher Scientific Neptune Plus
mass spectrometer.*® This compact discrete dynode (CDD) SEM
is a newly developed ion-counting device that achieves both
high stability and high linearity over a large dynamic range.*®
The much thinner width (6-7 mm) of the CDD SEM versus the
classical discrete dynode SEM (~20 mm) makes possible
a collector array arrangement that collects ion beams with one
mass difference. Here, we report the results of the development
of an accurate, precise, and rapid analytical method for deter-
mination of Os isotope ratios using the sparging method and
CDD detectors for analyses of samples with very small amounts
of Os (<15 pg).

2. Experimental

Every experiment described below was conducted in a labora-
tory for analysis of platinum group elements at the Ocean
Resources Research Center for Next Generation (ORCeNG) of
the Chiba Institute of Technology (CIT), Japan.

2.1. Reagents

We used deionized water (electrical resistivity > 18.2 MQ cm)
produced by using a Millipore Milli-Q® system (Merck KGaA,
Germany) throughout our experiments, including the cleaning
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of laboratory equipment and sample preparations. To clean
laboratory equipment, we used electronic (EL)-grade HNOj;
(61% m m™', Kanto Chemical Co., Inc., Japan) and EL-grade
HCl (36% m m ' Kanto Chemical Co., Inc., Japan). HNO,
used for the sample digestion by inverse aqua regia was
prepared from the EL-grade HNO; by boiling at 190 °C in
a clean-air chamber until the liquid volume had been reduced
by 25% to remove dissolved OsO, and minimize contamination
by Os from external sources.”” We used concentrated HNO;
(~60% m m™ ") for chemical separation of Re (described below)
and concentrated HCI (~30% m m ') throughout our experi-
ments. These reagents were prepared by double distillation
from the EL-grade reagents with a CleanAcids® (Analab, France)
sub-boiling-type distilling purification apparatus. The concen-
trations of the distilled reagents were determined from their
density, which we measured by weighing exactly 10 mL of
reagents. The reagents were then diluted with deionized water
to a concentration suitable for each experimental step. Notably,
HNO; prepared by distillation was not used for the acid diges-
tion of powdered samples because we found that its use resul-
ted in a relatively high Os blank due to contamination by
external-origin Os during the distillation process.

2.2. Laboratory equipment

To clean the Carius tubes and PFA equipment, we prepared
50% m m™ " inverse aqua regia from EL-grade HNOj;, EL-grade
HC], and deionized water (HNO; : HCI : water = 3 : 1 : 4). The
borosilicate-glass Carius tubes used for sample digestion in
this study were soaked in diluted inverse aqua regia at ~120 °C
for 24 hours and then in deionized water at ~90 °C for another
24 hours. Finally, they were dried at 80 °C in a clean oven. We
used 22- and 30 mL PFA vials as containers for the digested
sample solutions. The PFA vial caps and PFA tubes used in the
sparging introduction system were cleaned in several steps as
follows: (i) ultrasonic cleaning in hot (~80 °C) alkaline wash
solution (TMSC: tetramethylammonium hydroxide solution,
Tama Chemicals Co., Ltd.) that was diluted with deionized
water to ~5% m m ' for 30 minutes and then soaked in diluted
TMSC solution for 24 hours, (ii) soaking in diluted inverse
aqua regia at ~120 °C for 24 hours, and (iii) soaking in
deionized water at ~90 °C for 24 hours. The PFA vials were
further cleaned by additional steps to minimize the amount of
any external-origin Os that had been incorporated into the
molecular structure of the PFA polymer as follows: (iv) adding
~5 mL of EL-grade HNO; to each vial and heating the vials at
190 °C in a clean-air chamber until the liquid volume was
reduced to almost half, (v) removing the remaining HNO; and
washing the vials three times with deionized water, (vi) filling
the vials with deionized water and heating them at ~90 °C for
24 hours with the caps closed, and (vi) removing deionized
water and drying the vials at 80 °C for 24 hours in a clean oven.
Note that the vials were rinsed with deionized water between
each cleaning step. These additional steps allowed Os incor-
porated into the PFA polymer to be completely oxidized and
evaporated as volatile OsO, molecules during the treatment
with HNO; at 190 °C.

1602 | J Anal At. Spectrom., 2022, 37, 1600-1610

View Article Online

Technical Note

2.3. Samples

The Os isotope standard solution used to make the Os standard
samples was prepared and diluted to ~10 ng g~ " from a chem-
ical standard solution (Alfa Aesar 1000 pg g~ ' Os ICP standard
solution) produced from the material from the Johnson Mat-
they Company (London, United Kingdom). The Re standard
solution was prepared from a chemical standard solution (Alfa
Aesar 1000 pg g~ ' Re ICP standard solution). Powdered samples
of the geological reference materials of pelagic brown clay (JMS-
2) collected from Penrhyn Basin, South Pacific,*® and chert (JCh-
1) collected from the Ashio Belt, Tochigi Prefecture, Japan®
were provided by the Geological Survey of Japan (National
Institute of Advanced Industrial Science and Technology, Japan)
and were used for analysis of Re and Os concentrations, and
isotope ratios. The powdered samples were dried at 110 °C in an
oven for at least 24 hours before weighing.

2.4. Sample preparation

The sample preparation method used in this study followed
the methods previously reported**=** with some modifications.
The whole procedures used in this study are described in the
ESLt In our procedure, ~0.05 g of JMS-2 (~15 pg Os) and
~1.0 g of JCh-1 (~5 pg Os) were weighed for isotopic
measurements using CDD detectors, and ~1.0 g of JMS-2
(~300 pg Os) and ~2.0 g of JCh-1 (~10 pg Os) were weighed
for isotopic measurements using FC detectors. We also
oxidized the Os standard solution with inverse aqua regia to
prepare the Os standard samples. After the Os isotope
measurements, Re was purified in two-step column separation
using an anion exchange resin (Muromac AG1-X8 100-200
mesh) as previously described.*** 15 pL of a 100 ng g~
iridium (Ir) standard solution traceable to a chemical standard
solution (AccuStandard 1000 ug g " Ir ICP standard solution)
was added into the final sample solution to adjust the Ir
concentration to ~1.5 ng g~ '. The measured ratio of ***Ir/***Ir
was used to make an external correction for mass bias effects
during the measurement described in Section 2.5.2. In addi-
tion to the sample solutions, Re-Ir mixed standard solutions
were prepared from the Re and Ir standard solutions.

2.5. Settings and configuration of the MC-ICP-MS

2.5.1. Os isotope ratio measurements. The Os isotope
ratios were measured with a MC-ICP-MS (Neptune Plus; Thermo
Fisher Scientific, Waltham, MA, United States) combined with
sparging introduction®** at the ORCeNG of the CIT. Table S1t
summarizes the experimental settings and detector configura-
tions. The caps on the 22- or 30 mL PFA vials containing
samples or Os standard samples were replaced with PFA
transfer caps. The vials were then inserted into the argon (Ar)
sample gas line of the MC-ICP-MS instrument. The PFA transfer
caps had two transfer ports: (1) one side was penetrated with
a 1/8-inch PFA tube that was connected to the Ar sample gas
outlet from the instrument with a Tygon tube; (2) the other side
was free and connected to a quartz injector through an empty
120 mL PFA vessel that served as a buffer of fluctuations of the

This journal is © The Royal Society of Chemistry 2022
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sample gas flux.***' The operating conditions were finely tuned
at the beginning of every measurement to maximize the inten-
sity of *?0Os in sub-configuration 1 (CDD measurement) by
using the Os standard samples containing 20 pg (CDD
measurement) (**?Os; ~200 000 cps, peak intensity just after
introducing Os with sample gas) or 100 pg (FC measurement)
(*°0s; ~20 mV, peak intensity just after introducing Os with
sample gas) of the total Os. By tuning every measurement, we
maximized the Os ion intensity when the Ar sample gas flow
rate was ~1.1 L min~". For measurement with FC detectors, we
used a normal Ni sampling cone and Ni X skimmer cone to
maximize the sensitivity, but the normal Ni sampling cone and
Ni H skimmer cone were used for measurements with CDD
detectors. Because the positions of the CDD detectors were fixed
and could not be changed for each sub-configuration during the
CDD measurements, the centering of ion-beams to the CDD
detectors for each sub-configuration was achieved by adjusting
the ion beam spacing with a dispersion quadrupole ion lens.
However, in this case we found that a flat peak could not be
achieved with the X skimmer cone, even if the ion beam focus
was finely adjusted by using a focus quadrupole ion lens. We
therefore used an H skimmer cone to both center the ion beam
and achieve a flat peak.

During the measurements with CDD detectors, the Os ion
intensities were measured with three CDD detectors (IC4, IC5,
and IC6) (Table S17). The configuration allowed us to measure
ion intensities at m/z 187 (**’Re+ and '*”0Os+), 188 (**30s+), 190
(*°°0s+), and 192 (**?0s+). We also measured the ion intensity at
m/z 185 (***Re+) to monitor isobaric interference of ®’Os by
'87Re. To obtain accurate isotope ratios, we used an in-run
cross-calibration of the differences of the counting efficiencies
between the CDD detectors. During a single cycle of run, each
detector measured the *°Os+ ion intensity in the corresponding
sub-configuration (Table S11) in addition to the main sub-
configuration measurement of '®Re+, '®’Os+, and '®*0s+
(sub-configuration 4). We used sub-configuration 1 to also
measure "*>Os+ for the ID calculation and to correct for mass
bias effects. The differences of counting efficiencies were
expressed as ratios of *°Os+ ion intensities measured by using
each CDD detector:

2 B 19005
E B 190031.;4 (1)
IC4

190
Osics

Rg - 190051c4 (2)
IC4

R B 19UOSIC6
g B 19005[c5 (3)
ICS

where Ry is the ratio of the counting efficiency of detector i to
detector j, and '°Os; is the ion intensity of '°°Os measured with
detector i. The raw isotope ratios measured in this study
(**°Re/**®0s, *70s/'*%0s, °20s/**®0s, and '°°0s/'**0s) were
corrected for the counting efficiency as follows:
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08 s MOsics | ICE ©
“ IC5
1900S B 19OOS]C4 <R
lgzoscorrected a 192081C5 1(275 (7)
1C4

During the MC-ICP-MS measurements with sparging
introduction, the beam intensity quickly increased when the Ar
sample gas was introduced into the sample solution, and after
reaching the peak it decreased exponentially with time due to
the decrease of the amount of Os contained in the sample
solution (Fig. S11). The Os isotope data were recorded during
the exponential decrease of the Os ion intensities in a single
run. The decrease of intensity with time caused differences in
%05 intensities measured in sub-configurations 1, 2, and 3,
which made it impossible to adequately correct differences of
the counting efficiencies by these calculations. A quadratic
drift correction (Thermo Fisher Scientific, NEPTUNE Plus
Operating Manual) was applied in advance to these calcula-
tions by using the Neptune Plus software, so that the '*°Os
intensity difference between each sub-configuration due to the
intensity decrease was adequately corrected. The effect of the
instrumental mass bias on the *70s/**®0s and '°°0s/***0s
ratios was then corrected by normalizing with '°>0s/'®%0s =
3.08271 (ref. 42) based on the exponential law. The use of these
correction procedures enabled us to obtain Os isotope ratio
data without any systematic drift during a single run of 50
cycles (Fig. S27).

To measure geological reference materials (JMS-2 and JCh-1),
on-peak backgrounds were measured before the actual sample
measurements while only sample Ar gas was flowing to correct
for the Os isotopes in the Ar gas and the memory effect. Five
procedural blank samples were also measured, and the average
amount of each Os isotope was subtracted from the corre-
sponding Os amount in the geological reference materials to
correct for the external-origin Os. For measurements of the Os
standard samples, instead of subtracting Os isotopes in the Ar
sample gas and the procedural blank samples, diluted inverse
aqua regia without the Os standard solution that was used to
dilute the Os standard samples was initially measured, and the
average intensities of each isotope were subtracted from those
of the Os standard samples. The "**Re/"**Os ratio obtained from
eqn (4) could be used for the isobaric interference correction of
87Re on ¥ 0s, but it was not applied in this study because **°Re
was not detected in our measurements (Fig. S1:1 the average
'85Re/"®80s was usually almost zero within the uncertainty of
the measurement).
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During the measurements with FC detectors, ion intensities
at m/z 183 (***W+), 185 (**°Re+), 186 (**°Os+), 187 (** Re+ and
¥70s+), 188 (**®0s+), 189 (**°0s+), 190 (*°°Os+), and 192
(***0s+) were measured by using each FC detector (L4, L3, L2,
L1, axial, H1, H2, and H3) (Table S1t). The on-peak back-
grounds were measured before sample measurements for both
geological reference materials and Os standard solutions. The
instrumental mass bias effect on each Os isotope ratio
(18605/18805, 187OS/18805’ 18905/18805’ and 19005/18805) was
corrected by normalizing with "*0s/"**0s = 3.08271 (ref. 42)
based on the exponential law.

2.5.2. Re measurements. Re and Ir isotope ratios were also
measured with the MC-ICP-MS (NEPTUNE Plus) at the ORCeNG
of the CIT. Sample solutions were introduced by normal
procedures using a self-aspirating PFA nebulizer (MicroFlow
PFA-100, Elemental Scientific, USA) and a glass spray-chamber
(SSI Quartz Dual Cyclonic Spray Chamber, Elemental Scien-
tific, USA) to avoid any unexpected mass bias effect associated
with the use of a desolvent nebulizer such as Aridus II.** The
operating conditions were finely tuned with a Re-Ir mixed
standard solution containing 1.5 ng g ' Re and Ir at the
beginning of daily measurements to maximize the intensity of
'87Re and '®Ir on the L3 and H2 FC detectors. After the fine
tuning, the Ar sample gas flow rate was usually regulated to
~1.1 L min~". The intensities of the Re and Ir isotopes were
measured with FC detectors (L4, L3, C, and H2) using the
detector configuration summarized in Table S1,f and the
intensities of three Os isotopes (**°0s, '*°0s, and '°?0s) were
also measured to monitor any isobaric interference of **”
'87Re. Because Re has only two naturally occurring isotopes
(***Re and '®"Re), a correction for the instrumental mass bias
effect on the Re isotope ratio (**’Re/'®*Re) was made with an
external correction method based on the exponential law. The Ir
standard solution was added to the sample solutions in
advance. We assumed the natural *’Re/**’Re and "**1r/*'Ir
isotope ratios to be 1.6738 and 1.68097,* respectively.

Os on

3. Results and discussion

3.1. Stability of the CDD detectors

We checked the stability of the CDD detectors by introducing
a solution of uranium (U). The concentration of U in the solu-
tion was adjusted so that the intensity of >**U measured by each
CDD detector was ~300 000 cps. The plateau calibration (tuning
of the operational voltage) for each CDD detector was finely
tuned to make the ratios of the detection efficiencies of the CDD
detectors ~1. During nine runs of 50 cycles each (a total of 450
cycles) with 8 seconds of acquisition time, the ratios of ***U
intensities obtained by using each CDD detector—the ratios of
the counting efficiencies of pairs of CDD detectors (IC5/IC4,
IC6/IC4, and IC6/IC5)—showed short-term (1 to several cycles)
fluctuations (Fig. S31) with a typical standard deviation (S.D.) in
a single run (50 cycles) of 0.3-0.7%. However, the fact that the
drifts during a single run (50 cycles) and a whole measurement
(450 cycles) were much smaller than those obtained with an
MIC system with a Channeltron-type SEM* demonstrated the
much higher stability of CDD detectors than MIC detectors with
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a Channeltron-type SEM. We therefore expected that the use of
the '°°0Os intensity for in-run cross-calibration of the difference
in counting efficiencies between pairs of CDD detectors would
be an effective way to correct for the short-term fluctuations of
the CDD detector efficiencies.

3.2. Os standard samples

The Os standard samples containing 1, 2, 5, 10, 20, and 30 pg of
Os were measured with CDD detectors, and those containing 30,
50, 100, and 1000 pg of Os were measured with FC detectors.
Table S27 and Fig. 1 summarize the results. All the *’0s/**®0s
ratios obtained with both the CDD and FC detectors were
consistent with within 1 S.D. of the JMC Os standard value of
0.106838 + 0.00015 (2S.D.) determined by negative thermal
ionization mass spectrometry (N-TIMS)** (Fig. 1). The 2R.S.D.
(relative standard deviation) values in runs of JMC Os standard
samples containing 1, 2, 5, 10, 20, and 30 pg of Os measured with
CDD detectors were ~7, ~4, ~3, ~2, ~1, and ~1%, respectively.
Those containing 30, 50, 100, and 1000 pg Os measured with FC
detectors were ~7, ~4, ~2, and 0.2%, respectively. Based on
these data, the 2R.S.D. values obtained with the CDD and FC
detectors could be approximated with eqn (8):**

2RSD. =4 x Mp® (8)

In eqn (8), Mos is the amount of Os (pg) in a standard sample.
In this study, A and B were estimated to be 6.18 and —0.546,
respectively, for measurements with CDD detectors (Fig. 2), and
182 and —0.984 for FC detectors (Fig. 2). The predictions of eqn
(11) indicated that measurements with CDD detectors could
produce more precise data than measurements with FC detec-
tors for all amounts of Os contained in the standard samples.
However, the amount of Os in a standard sample is limited to
no more than ~80 pg, which is equivalent to an intensity of
~800 000 cps for '*?0s. The reason is that a higher intensity
exceeds the certified linearity range of CDD detectors (<800 000
cps (ref. 36)) and may shorten the lifetime of the CDD SEM.
Moreover, the achievable precision (2R.S.D.) for the *#’0s/'*40s
ratio predicted that the precision expressed as 2R.S.D. for
a standard sample containing 80 pg Os would be ~0.6%, which
is not much better than that of a standard sample containing 30
pg Os (~1%). We therefore suggest that the amount of Os in
a sample solution for a CDD measurement should be kept
below ~30 pg to ensure the linearity of the CDD detectors and to
avoid potential damage to them. In contrast, FC detectors could
accommodate a much wider range of intensities of an intro-
duced ion—up to 50 V (1 mV = 62 500 cps)—and thus they
could produce data with better precision than CDD detectors
with amounts of Os as high as ng levels.** In measurements
using FC detectors with 10> Q amplifiers, ~200 pg of Os would
be associated with the same 2R.S.D. value as the measurement
of 30 pg of Os with CDD detectors (Fig. 2). These results suggest
that the following is the best way to choose detector types from
the standpoint of precision: CDD detectors are preferred when
the amount of Os is sure to be less than 30 pg. If a sample
volume or its Os concentration is high enough to ensure that

This journal is © The Royal Society of Chemistry 2022
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Error bars are smaller than the plot symbols when the samples contained 1000 pg of total Os and FC detectors were used.
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Fig.2 Achievable 2R.S.D values of 1870s/1880s at different amounts of
Os in JMC Os standard samples measured by using CDD and FC
detectors. The dotted line represents extrapolation for CDD
measurements, but it cannot be achieved due to the limitation of the
ion intensity for CDD detectors (~800 000 cps) (see Section 3.2).

the sample contains 200 pg or more of Os, FC detectors with
10" Q amplifiers should be used because they will produce
results with higher precision than CDD detectors. Another
option is to use a CDD detector for the measurement but reduce
the sample volume so that the equivalent amount of Os is less
than 30 pg; this strategy can produce a high-precision
measurement and reduce the amount of the sample consumed.

3.3. Procedural Os blank

The five procedural blank samples of Os analyzed together with
the geological reference materials contained 0.002-0.015 pg
(mean = 0.005, 2S.D. = 0.008, n = 5) (Table S3t). The mean
value of these Os blanks was one order of magnitude lower than
previously reported values (0.07-0.69 pg (ref. 20, 28 and 33)) that
were measured via MC-ICP-MS combined with Carius tube
digestion with inverse aqua regia and sparging introduction
(Fig. 3). The analytical procedures used in this study were

This journal is © The Royal Society of Chemistry 2022

almost identical to the procedures used in these previous
studies: we used the same amount of inverse aqua regia (4 mL)
and the same heating temperature and time,”**** and the
specifications of the laboratory equipment (draft chamber,
sample drying chamber, oven, etc.) at the ORCeNG of the CIT
were similar to those used at the Japan Agency for Marine-Earth
Science and Technology (JAMSTEC), where the previous anal-
yses were conducted. One exception was the purification of
HNO; by heating at 190 °C in a clean-air chamber, which was
prepared for the sample digestion. This procedure, which was
modified from the previously reported procedure,”” was not
employed at JAMSTEC about ten years ago,”®** whose proce-
dural Os blank values were ~0.7 pg. The procedures used in the
most recent study conducted at JAMSTEC? included purifica-
tion of HNOj;; the procedural Os blanks reported in this study
were reduced to ~0.1 pg (Fig. 3). Another exception was the
procedure used to clean the PFA vials, which was added as
a further cleaning step and involved the use of HNO; heated to
190 °C (see Section 2.2). To document the cleanliness of the
experimental environment in the laboratory at the ORCeNG of
the CIT, we recorded the results of measurements of procedural
blank samples. Fig. S41 shows the secular record of analyses of
procedural blank samples that were analyzed by using various
operators for various lithological types of samples from May
2019 to December 2021. Notably, the amounts of Os in the first
four blank samples, for which there was no further cleaning of
the PFA vials, were 0.1-0.5 pg and therefore similar to the values
reported in previous studies.””** The typical Os blank value at
JAMSTEC by sparging introduction and MC-ICP-MS is now ~0.2
pg. The amount of Os in the blank samples with the further
cleaning step was less than 0.1 pg, with the exception of three
outliers, even though the PFA vials were washed after each
experiment and used repeatedly. The reason why the values of
the blank samples sometimes exceeded 0.1 pg was probably the
result of some technical errors (contamination by airborne
particles, sample powders, etc.) made by using inadequately
trained operators. This record suggested that further cleaning
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of the PFA vials was effective in removing Os that remained in
the PFA polymer, thereby reducing Os contamination of the
experimental environment. When the Os blank is the typical
value (0.002-0.015 pg) obtained with our method, the blank
contribution can be kept below ~1.5%, even if the amount of Os
in the sample is only ~1 pg.

3.4. Re standard solution

Twenty measurements were performed in the Re-Ir mixed
standard solution containing 1.5 ng g ' of Re and Ir with the
assumed natural **Ir/*'Ir ratio of 1.68097.* The mean of the
87Re/"®*Re ratios measured with mass bias correction per-
formed by the external correction method was 1.6673 % 0.0005
(mean + 2S.D., n = 20), which was significantly lower than the
assumed natural '*’Re/'®°Re ratio of 1.6738 (ref. 44) (Fig. S57).
The mean '*’Re/"*°Re ratio corrected by the external correction
method was —3.99, difference in the 6'*’Re value* relative to
the assumed natural ratio, which was significantly larger frac-
tionation than the reported isotopic fractionation of various
isotope standard materials up to 0.3%,.*® This inferred that the
external correction method was not appropriate. We therefore
applied the correction method using empirical calibration of
the mass bias coefficients for Re and Ir.***” The ratio of isotopes
i and j (R) corrected for the mass bias effect is calculated with
the mass bias coefficient 8 and eqn (9):
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where m; and m; are the atomic weights of isotopes i and j,
respectively. The external correction method for the mass bias
effect on ®’Re/*® Re assumed that @ values for **’Re/***Re and
19311/1911r were identical. However, it has been pointed out that
6 values are not identical among different elements, such as Tl
and Pb.*® It has been suggested that the relationship between
8 values of one element and another element should be
expressed by a straight line such as eqn (10):*7*®
B, = A8, + B (10)

In eqn (10), A and B are constant values, and §; and §; are the

6 values of elements i and j. It has been known that this rela-
tionship will not change, even if the tuning parameters such as
the sample Ar gas flow rate, element concentration of sample
solutions, and sampling and skimmer cones are changed.*®
Moreover, it has been reported that the constant A is approxi-
mately 1.*” To confirm this relationship, we have recorded
B values of "®’Re/*®Re and "**1r/**'Ir 273 times over three years
with various instrument settings. A scattering diagram of
recorded g values of "*’Re/"**Re and "**Ir/**'Ir clearly showed
a good linear relationship, a positive correlation, and a parallel
shift towards higher @ values of '*’Re/**°Re than ***Ir/**'Ir
(Fig. S61). Assuming that this relationship between @ values of
87Re/*®Re and '*’Ir/**'Ir could be described by using eqn (10),
a geometric mean regression yielded the constant 4 and inter-

e\ 8 cept B as 0.995 and 0.348, respectively (Fig. S61). Therefore, we
Reorrected = Rmeasured X (;') (9) assumed that the constant A was 1 and then the intercept B was
i
1.0 T T T T T T
0.8 | i
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Fig.3 Amounts of Os in procedural blank samples of this study compared with previous studies?®?8*3 analyzed by sparging introduction and MC-
ICP-MS. This study employed both the HNO- purification and the further PFA cleaning, and one of the previous studies employed only HNOs
purification?® and the other employed neither.?8** The error bars indicate 2S.E. (this study) and 2S.D values.?>* Data indicated as a light gray
circle®® is the average of nine blank samples with an error bar equal to 25.D.2®
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calculated to be 0.355. Based on the above investigation, we Table S31 summarizes the Re and Os concentrations and the
corrected @ values of '*’Re/'®°Re with eqn (11). 8705/"%0s and "®"Re/*®®0s isotope ratios determined in this
study, and Fig. 4 compares these results to the Os concentra-

Bisrssy, = B193,n191, + Baay (11)  tions and '*0s/'*®0s isotope ratios obtained in previous

studies.?®*334% The mean Os concentrations of JMS-2 deter-
mined by using CDD detectors and FC detectors were 305 + 25
pg ¢ ! (n = 5, 28.D.) with an in-run precision of 0.15-0.21%
(2S.E.) and 338 + 76 pg ¢ ' (n = 5, 25.D.) with an in-run

In eqn (11), Bqay was determined by measuring the Re-Ir
mixed standard solution on the day of measurement from the
natural values of ®’Re/*®**Re and '**Ir/*°'Ir, and then the true

187 185 :
B values of the sample "Re/"™"Re ratios were calculated by precision of 0.01-0.02% (2S.E.), respectively. The mean Os

using the determined Bg,y and eqn (11). To test the accuracy of concentrations of JCh-1 determined by using CDD and FC
this method, we corrected the '®’Re/'®*Re ratios obtained from detectors were 5.6 + 1.7 pg g * (n = 5, 2S.D.)
. . =5, 2S.D.

the 20 measurements of the Re-Ir mixed standard solution. The
mean corrected '*’Re/*®*Re value of these 20 measurements was
1.6738 £ 0.0005 (2S.D.), which was within 2S.D. of the assumed
natural value (Fig. S5f). We therefore used this method to
correct the isotope ratios of the actual samples.

with an in-run
precision of 0.17-0.30% (2S.E.) and 5.6 &= 0.4 pg g ' (n = 5,
2S8.D.) with an in-run precision of 0.27-0.41% (2S.E.), respec-
tively. The mean '*’0s/"*Os isotope ratios of JMS-2 determined
by using CDD and FC detectors were 0.843 &+ 0.064 (n = 5, 2S.D.)
with an in-run precision of 0.20-0.32% (2S.E.) and 0.790 £ 0.156
(n = 5, 28.D.) with an in-run precision of 0.02-0.03% (2S.E.),
respectively. The mean '®’0s/'®®0s isotope ratios of JCh-1
3.5. Geological reference materials determined by using CDD and FC detectors were 0.589 =+

We used both CDD and FC detectors to measure Re-Os isotope ~ 0-115 (# = 5, 28.D.) with an in-run precision of 0.24-0.49% (2
ratios and determined the concentrations of geological refer- S-E-) and 0.585 +0.035 (n = 5, 2 .D.) with an in-run precision of
ence materials to compare the data as an example of the 0-38-0.54% (2 S.E.), respectively.

application of measurements with CDD detectors to those of the The Os concentrations and '*’Os/"*Os isotope ratios of JMS-2
actual samples. For the measurements with FC detectors, we ~and JCh-1 determined by using CDD detectors and FC detectors

used ~1 g of the JMS-2 sample of pelagic brown clay and ~2 g of generally were within the precision of each method. Even though
the sizes of the JCh-1 samples for measurements with CDD

the JCh-1 sample of chert. These masses were equivalent to
detectors (~1 g) were half of that for measurements with FC

~300 pg and ~10 pg of Os, respectively. For the measurements ) ™
with CDD detectors, these masses were reduced to ~0.05 g and ~ detectors (~2 g), the in-run precision was better for the CDD
~1 g, respectively. These weights were equivalent to ~15 pg and detectors than that for the FC detectors (Table S31). The in-run

~5 pg of Os, respectively precision of JMS-2 data was one order of magnitude higher for
, .
JMS-2 JCh-1
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Fig. 4 Results of Os concentrations and '’ 0s/*®0s ratios for samples of geological reference materials (JMS-2 and JCh-1). The error bars
indicate 2S.E. (this study and ref. 34 and 49) and 2S.D values.?®33
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measurements with FC detectors because the sample sizes were
larger and contained ~300 pg of Os. However, the use of the CDD
detectors enabled a precise measurement result with 2 R.S.D.
below 1% even for very small amounts of the JMS-2 samples (~0.05
). Our data agreed with those previously determined with an MC-
ICP-MS equipped with a Channeltron-type SEM (MIC)**** and with
FC detectors® and via N-TIMS with pulse-counting, electron-
multiplier mode and axial SEM* (Fig. 4). Notably, the in-run
precision of our data for JCh-1 (0.01-0.02 for Os concentrations
and 0.001-0.003 for the '®’0s/**%0s ratio) obtained via CDD
measurements was generally better than those obtained via N-
TIMS with an axial SEM detector (0.02-0.04 for the Os concentra-
tion and 0.002-0.006 for the **”0s/**¥0s ratio).* We also compared
variations of our data with those from previous studies by calcu-
lating the precision (2R.S.D.) of data obtained with JMS-2 and JCh-
1. For our data, the 2R.S.D. values of the Os concentrations of ten
data of JMS-2 and JCh-1 were 19.7 and 20.5%, respectively, and
those of the *#70s/*®30s ratios of ten data of JMS-2 and JCh-1 were
15.4 and 13.7%, respectively. We calculated the precision (2R.S.D.)
of the Os concentrations measured in previous studies of JMS-2
and JCh-1 to be 16.5% (n = 13)*** and 15.6% (n = 21),23%
respectively. We calculated the 2R.S.D. values of the **’0s/***0s
ratios measured using JMS-2 and JCh-1 to be 8.7% (n = 12)**** and
10.8% (n = 20),>**7** respectively. This comparison indicated that
the variations of our data were slightly larger than those of the data
reported in previous studies. The larger variation of the data in this
study could be attributed to the heterogeneity of the Os distribu-
tion in the geological reference material itself (nugget effect), but
they might also be attributed to the fact that sample heterogeneity
would likely have a greater effect on the smaller samples used in
this study (0.05-2 g) versus previous studies (1-3 g).

The data we obtained in this study indicated that measurement
with CDD detectors could produce geochemical data with preci-
sion that were equal to or better than those obtained by conven-
tional measurement procedures, even when the total amount of Os
measured was much reduced (<30 pg Os). However, it should be
noted that measurements with CDD detectors on only a small
aliquot of the powdered sample from a much larger amount of the
mother lithological sample are not always preferred because of the
concern that sample heterogeneity may cause a small sample to
not be representative of the much larger mother sample. In such
cases, measurements with FC detectors on a large sample would
still be preferred, and the use of FC detectors would also be
preferred if the sample contained more than several hundred
picograms of Os. The advantage of CDD detectors is that their use
can improve the temporal and spatial resolutions of the Re-Os
data of geological samples. For example, the use of a CDD detector
makes it possible to obtain data with sufficient precision from
a thin section of the sedimentary sequence or small region of the
polycrystalline rock specimen that can yield only a few milligrams
of the powdered sample.

4. Conclusions

We investigated a measurement procedure for measuring the
concentrations and isotope ratios of Re and Os that could
produce accurate and precise results for no more than 15 pg of
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Os by minimizing contamination from Os in the external envi-
ronment and optimizing the measurement settings of CDD
detectors. The amount of Os contamination from external
sources could be kept at no more than 0.002-0.015 pg by
addition of a step that involved cleaning PFA vials by heating
them at 190 °C with HNO; to remove Os incorporated into the
PFA polymer. This step could reduce the percentage of external-
origin Os to ~1.5% when the amount of Os in the actual
samples was ~1 pg. We developed a highly sensitive analytical
method for measuring Os isotope ratios that involved the use of
CDD detectors and application of an in-line, cross-calibration
method to correct for differences in the detection efficiencies
of the CDD detectors. The use of CDD and FC detectors to
analyze Os standard samples containing 1, 2, 5, 10, 20, 30, 50,
100, and 1000 pg of Os demonstrated that our cleaning step and
the use of CDD detectors could produce data with much better
precision than those obtained with FC detectors for amounts of
Os less than 30 pg. The 2R.S.D. values of the results obtained
with this method and CDD detectors indicated that the
analytical precision achievable with CDD detectors was better
than that obtained with FC detectors for any amount of Os
contained in the samples, but the maximum amount of Os in
samples for CDD detection should be kept below 30 pg to
prevent exceeding the linearity range of the CDD SEM and
potential damage thereto. Finally, measurement results of the
geological reference materials, JMS-2 (pelagic brown clay) and
JCh-1 (chert), confirmed that our method using CDD detectors
produced Re-Os data with precision that were equivalent to or
better than those obtained with an MC-ICP-MS equipped with
FC detectors and conventionally used N-TIMS. Our results
indicate that our method can reduce sample consumption, and
thus achieve high spatial resolution via Re-Os analyses by
limiting the quantity of the sample collected from geological
samples to a small amount.
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