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Broader context

Real-time personalized health status prediction of
lithium-ion batteries using deep transfer learningt

Guijun Ma, (22 Songpei Xu, (2'° Benben Jiang,® Cheng Cheng, '° Xin Yang,®
Yue Shen, (2 ¢ Tao Yang, Yunhui Huang, 2 ¢ Han Ding® and Ye Yuan (2 *°

Real-time and personalized lithium-ion battery health management is conducive to safety improvement
for end-users. However, personalized prognostic of the battery health status is still challenging due to
diverse usage interests, dynamic operational patterns and limited historical data. We generate a
comprehensive dataset consisting of 77 commercial cells (77 discharge protocols) with over 140000
charge—discharge cycles—the largest dataset to our knowledge of its kind, and develop a transfer learn-
ing framework to realize real-time personalized health status prediction for unseen battery discharge
protocols, at any charge-discharge cycle. Our method can achieve mean testing errors of 0.176% and
8.72% for capacity estimation and remaining useful life (RUL) prediction, respectively. Additionally, the
proposed framework can leverage the knowledge from two other well-known battery datasets, with a
variety of charge configurations and a different battery chemistry respectively, to reliably estimate the
capacity (0.328%/0.193%) and predict the RUL (9.80%/9.90%) of our cells. This study allows end users to
tailor battery consumption plans and motivates manufacturers to improve battery designs.

With the rapid development of lithium-ion batteries, battery health status management has attracted more and more attention in recent years. For safety and
sustainability considerations, each end-user would like to know the current battery health status (e.g:, the state of health and remaining useful life) of electronic
devices (e.g:, electrified vehicles). However, due to personalized battery usage preferences, building a unified and reliable health status prediction model is
hindered by cell-to-cell and cycle-to-cycle discharge variabilities. To solve this realistic issue, we develop a transfer learning framework to customize
personalized battery health status prediction for each end-user. Using this framework, each end-user could accurately obtain the current battery health status
by inputting the cycling data in the recent 30 cycles and then tailor battery consumption plans accordingly. Our approach has been demonstrated by LFP/
graphite cells and NMC/graphite cells, and experimental results showcase the effectiveness and generalizability of the proposed approach.

Introduction

protocol optimization of lithium-ion batteries has attracted
substantial research.®’” In comparison, discharge protocols of

Lithium-ion batteries have experienced over 50 years of revolu- lithium-ion batteries have been less extensively investigated
tion and nowadays have been successfully used in cell phones, due to person-to-person usage preference. Real-time prognostic

laptops, electrified vehicles, etc.

' In recent years, charge of the battery health status (i.e., capacity and remaining useful

life (RUL)) for a personalized discharge protocol would provide
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battery health management.” Also, battery health status predic-
tion techniques could further facilitate the development of battery
self-repairing materials'®™"? and recycling technologies*™** and
16718 por example,
end-users could estimate the current health status of a battery
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plan to extend the battery RUL according to the current estimation.
Likewise, manufacturers could test the realtime performance of

t Electronic supplementary information (ESI) available. See DOI: https://doi.org/ batteries after undergoing extreme discharge to improve the design
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of batteries. Meanwhile, recyclers could assess the current health
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status of batteries to determine if they are best suited for re-use
(and if so, for which applications), remanufacturing or recycling.'®
Consequently, customizing personalized battery health manage-
ment is an urgent requirement for end-users, manufacturers and
recyclers in the field of energy technology.”®>*

Two significant challenges stand in the way of developing a
reliable real-time personalized health status prediction strat-
egy: variability of discharge protocols and real-time
requirements.”*>° First, due to the high usage variability, as
well as different battery chemistries and ambient temperatures,
the same discharge protocols and degradation patterns rarely
exist in the historical database. Thus, if the health status of a
new discharge protocol is predicted by other historical proto-
cols directly, there is a possibility of bias.?® Previous studies
focused on either performing general prediction by extracting
common high-performance features from early-cycle battery
data,**” or proposing case-by-case prediction using at least
25% degradation data of each battery.>*>* On the one hand,
general prediction approaches using common features pro-
duced conceivable prediction errors due to the neglect of the
personalized degradation pattern of each battery. On the other
hand, the case-by-case prediction approaches had a contra-
diction between the amount of data and the prediction accu-
racy. Second, health status prediction is required to be real-
time, so that end-users are continuously informed about the
current battery health condition and may schedule main-
tenance or replacements accordingly.>® Previous research
focused on predicting the battery health status at pre-defined
cycle(s),**”~** which does not match real-time requirements.

Recent research interest in transfer learning aims to
improve the performance of specific learners by transferring
the knowledge from other different but related learners.*>>°
As an important branch of transfer learning, deep transfer
learning requires no manual feature engineering.®” Deep transfer
learning methods have been successfully applied to various
applications, such as medical diagnosis,*®*?*° chemistry,*®*!
natural language processing,”>** and smart manufacturing.
An increasing number of deep transfer learning technologies
have been employed for health status prediction of lithium-ion
batteries. However, these studies require at least 50% prior
degradation data of the target battery to perform a curve matching
from the historical database, without considering the necessity of
realtime prediction along with battery degradation.**™*® There
still exists a considerable opportunity to fill the gap between deep
transfer learning and real-time personalized health status predic-
tion for a wide range of usage patterns.

In this work, we design a transferable deep network to
achieve personalized and real-time health status prediction of
lithium-ion batteries, using partial cycling data of the recent
30 cycles at any interested cycle (Fig. 1). To this end, we
construct an experimental platform containing 77 lithium-
iron-phosphate (LFP)/graphite cells with cycle lives ranging
from 1100 to 2700 cycles. The cells undergo different multi-
stage discharge protocols to approximate usage variability, thus
acquiring 146 122 charge-discharge cycles in total. Our method
achieves mean testing errors of 0.176% and 8.72% for capacity

44,45
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estimation and RUL prediction respectively, at all charge-
discharge cycles. In addition, we also perform two further tasks
to predict the health status of the testing cells in our dataset
by transferring the degradation knowledge from two other
datasets, which have different charge-discharge conditions
and a different battery chemistry from our dataset, respectively.
Mean testing errors of 0.328% (0.193%) and 9.80% (9.9%) for
capacity estimation and RUL prediction are achieved in two
further tasks. These results illustrate the effectiveness and
generalizability of the deep transfer learning framework on
health status prediction according to the personalized usage
patterns.

Experimental data

We developed a battery degradation experiment (Fig. S1, ESIt)
with 77 cells (LFP/graphite A123 APR18650M1A4, 1.1 Ah nominal
capacity and 3.3 V nominal voltage; see more details in the
Methods section) considering 77 different multi-stage dis-
charge protocols, but an identical fast-charging protocol
(Fig. S2 and Table S1, ESIT) in two thermostatic chambers at
30 °C. Fig. 2a shows the discharge capacity as a function of cycle
number, where the colours of curves are scaled by the cycle lives
of cells ranging from 1100 to 2700 cycles (average 1898 with
a standard deviation of 387). The dataset contains 146122
discharge cycles in total, which is the largest dataset consider-
ing various discharge protocols as far as the authors know.
Fig. 2b shows the joint distribution of cycle life and initial
capacity for all 77 cells, where the distributions of observed
cycle life and initial discharge capacity are both close to normal
distributions with large standard deviations, and the colours
are scaled by the quantity density. For ease of validation, the
cells are divided into two parts: 55 training cells (55 discharge
protocols) and 22 testing cells (22 discharge protocols, see
Table S1, ESIY).

We also employ two other well-known public datasets which
contain different charge-discharge configurations, ambient
temperatures and battery chemistries from our dataset. Among
them, the first public dataset comprises more than 100 LFP/
graphite cells (see Fig. S3a, ESIT for degradation curves) from
Severson et al.>” and includes 72 different charge protocols, but
an identical discharge protocol, which focuses on charge
variability other than discharge reflected in our dataset. The
second public dataset developed by Preger et al.*® contains 22
lithium-manganese-cobalt-oxide (NMC)/graphite cells (see
Fig. S3b, ESIt for degradation curves), where the NMC/graphite
cells were cycled at three ambient temperatures (15 °C, 25 °C
and 35 °C) with an identical charge protocol, but four different
one-stage discharge protocols (0.5C, 1C, 2C and 3C). It could be
found that the second public dataset and our dataset have
different battery chemistries, cycling ambient temperature and
discharge configurations. More details of the two public data-
sets are described in the Methods section. In this work, cross-
scenario and cross-chemistry battery health status predictions
are investigated when training data are limited. To be specific,

This journal is © The Royal Society of Chemistry 2022
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Fig. 1

(a) Different end-users take personalized battery discharge protocols resulting in different battery aging trends and capacity distributions;

(b) considering an arbitrary end-user with a unique discharge protocol, if the end-user aims to know the battery health status at the current charge—
discharge cycle (e.g., cycle k), four partial charge curves (i.e., charge voltage curve (V), charge capacity curve (Q), the difference of charge—voltage curve
between each cycle and the 10th cycle (AV), and the difference of charge capacity curve between each cycle and the 10th cycle (AQ)) within a
commonly-used charge range (from 80% SOC to the first 3.6 V) of the recent 30 cycles will be employed to fine-tune (c) a pre-trained deep transfer
learning model. (d) Then, the model can adaptively predict the current battery health status (capacity and RUL). The predicted health status could
be further used to guide the end-user to optimize the usage plan in order to extend the RUL of the lithium-ion battery, which is presented by a

dashed arrow.

the two public datasets are used for training two deep models,
which will then be applied to our testing cells for real-time
personalized health status prediction, respectively.

Deep transfer learning approach

We develop a deep transfer learning approach to perform real-
time personalized battery health status predictions, by lever-
aging the knowledge from other different, but related battery
degradation data. The deep transfer learning model is first pre-
trained using multi-cycle sensory data of the training cells and
will be transferred online to any charge-discharge cycle of any
testing protocol. Our choice of a deep transfer learning model
requires no high-performance handcrafted features that are
hard to satisfy all charge-discharge cycles and discharge pro-
tocols. In addition, the deep transfer learning model is flexible
to rapidly adapt to a new working condition by fine-tuning
specific network layers dynamically.

To alleviate the dependence on the battery charge ranges,
partial charge data with a commonly-used charge range from

This journal is © The Royal Society of Chemistry 2022

80% SOC to the first 3.6 V is used as input for the deep learning
model that could automatically extract valuable features from
charge data without complicated feature engineering. Four
partial feature curves in the charging process are employed,
i.e., charge voltage curve (V, Fig. 2e), charge capacity curve
(Q, Fig. 2f), the difference of the charge voltage curve between
each cycle and the 10th cycle (AV;_10 = V; — V4, Fig. 2g) and the
difference of the charge capacity curve between each cycle and
the 10th cycle (AQ; 10 = Q; — Q10, Fig. 2h). The four feature
curves are fitted as a function of time and linearly interpolated
to a fixed length of 100 for the convenience of model mani-
pulations. Among the four feature curves, AQ;_;, is inspired by
Severson et al.,”” who proved that a high-performance feature
(log variance of AQ;00_10(V), i.e., the difference of the discharge
capacity curves between the 100th cycle and the 10th cycle) had
a strong correlation with the battery cycle lives (the absolute
value of correlation coefficient is 0.92). AV; ;, is another
important feature curve inspired by Jiang et al.,’® who proved
that AV, ,(Q) (difference of the charge voltage curves between the
bth cycle and the ath cycle) also contained high-performance
features (e.g., mean of square of AV;_,(Q)) related to battery cycle

Energy Environ. Sci., 2022, 15, 4083-4094 | 4085


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ee01676a

Open Access Article. Published on 30 July 2022. Downloaded on 10/20/2025 11:01:56 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

Paper Energy & Environmental Science
a 2689 b 0.02814
g . 0.02361
g 2148 ’lT] 2500 0.01959
£ S

0.016
® 1.1 o
% <~ 2000 0.01320
; 075 ‘g 0.01034
1 =
g 1.0 \ % 1500 0.00779
< > 0.00509
537
-g \ U 0.00264
Do.9 AR 1000
» 0.00000
0 500 1000 1500 2000 2500 0 1.16 1.18 1.20 1.22
Cycle number Initial capacity (Ah)
c ; d € 3.60 700
2600 : : p=0.112
. S, . —
. 2 3.55 1000
© 2200 e, . g
= . A 8350 750
] ce T e . 9
Y 1800 . L
& .. IR . V345 s00
© L.t o
TS, e 500 2
o 250
1400 . : O 3.40
oo 0 Lo
-14 -12 -10 -8 -6 -18 -16 -14 -12 -10 -8 -6 0 20 40 60 80 100
Mean of square of AVs3_»(Q) Mean of square of AV3o-2(Q) Number
f h
9 0.00
—~11
<
s 0.04 .0.05
>1.0 . —_
s >o003 g-o‘lo
© o
0.9 o
% T 0.02 .-I«-O 15
(9] = .
> o
V0.8 -0.20
o oo <
© -0.25
£ 0.7
O 0.00
-0.30
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Number Number Number
Fig. 2 (a) Discharge capacity of 77 LFP/graphite cells with completely different discharge protocols. The colour of each curve is scaled by the battery

cycle life. (b) The joint distribution of cycle life and initial capacity, where the cycle life and initial capacity both have large standard deviations. Two
handcrafted features have poor predictive performance: (c) cycle life as a function of a common handcrafted feature® (i.e., mean of square of AVs_»(Q);
AV3_,(Q) is the difference of the charge voltage curves between the 3rd cycle and the 2nd cycle), (d) RUL as a function of mean of square of AVzo_»(Q)
(AV35_»(Q) represents the difference of the charge voltage curves between the 30th cycle and the 2nd cycle in every 30 cycles). Four important feature
curves are collected from 80% SOC to the first 3.6 V for a representative cell: (e) charge voltage curves, (f) charge capacity curves, (g) difference of charge
voltage curves between each cycle and the 10th cycle and (h) difference of charge capacity curves between each cycle and the 10th cycle. The feature

curves are interpolated to a fixed length of 100 points and the colour of each curve is scaled by the cycle number in the representative cell.

life. However, the features proposed by previous studies are not
suitable for our work due to the following three reasons: (1) the
correlation is weak between the two-cycle features (e.g., mean of
square of AV;_,(Q)) and cycle life (p = 0.1120, Fig. 2c; see Fig. S4,
ESIt for the performance of different statistical features); (2) the
correlation is weak between the two-cycle features (e.g., mean of
square of AV3,_,(Q), the 30th cycle and the 2nd cycle in every 30
cycles) and RUL (p = —0.0308, Fig. 2d; see Fig. S5, ESIt for the
performance of different statistical features); and (3) the discharge
current frequently changes during the battery discharge process
(Fig. S2b, ESIY), thus the discharge feature curves in shared ranges
are hard to be collected. Thus, we enrich the model input
information using four charge feature curves at the current cycle

4086 | Energy Environ. Sci., 2022,15, 4083-4094

combined with the previous 29 cycles (a total of 30 cycles). In
particular, 10 cycles are taken from 30 cycles (sampling 1 cycle
every 3 cycles in 30 cycles) for the ease of calculation. Thus, each
input sample has a shape of 1 x 4 x 100 x 10 (i.e., 1 sample, 4
feature curves, 100 sampling points and 10 cycles) and its label
consists of 10 battery discharge capacities at the corresponding
10 cycles and 1 RUL value at the current cycle.

As shown in Fig. 3, we design a deep learning model which
consists of one convolutional module, one recurrent module
and two fully connected modules. Among them, the convolu-
tional module is used as a feature extractor to automatically
extract valuable intra-cycle features from four feature curves
and the recurrent module is used as an encoder to learn

This journal is © The Royal Society of Chemistry 2022
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Fig. 3 The proposed model comprises an offline model pre-training stage and an online model transfer stage. The offline model pre-training stage aims
to mine the implicit relationship between four partial charge curves and health status using a deep learning model that consists of a convolutional
module, a recurrent module and two fully connected modules. The convolutional module is used to extract intra-cycle features from each cycle using a
stack of three convolutional layers and max-pooling layers, and the recurrent module is used to learn the cycle-to-cycle knowledge using two long
short-term memory (LSTM) layers. The output of the recurrent module is then mapped to 10 capacities using the first fully connected module. The
mapped capacities are finally used to predict the RUL at the current cycle using another fully connected module. The model parameters configuration
and the output sizes of each layer are detailed in Table S2 (ESIT). The online model transfer stage aims to real-time predict the capacity and RUL at any
cycle of any discharge protocol, by fine-tuning the recurrent module while freezing other modules using four partial charge curves and capacities at the

previous 9 charge—-discharge cycles.

cycle-to-cycle knowledge. Additionally, two fully connected
modules are designed for capacity estimation and RUL predic-
tion, respectively. Two stages, the model pre-training stage and
the model transfer stage, are designed in the transfer learning
model. At the model pre-training stage, the deep learning
model is pre-trained using input feature curves and labeled
health status of training cells where each cell has thousands of
charge-discharge cycles. Then, the model transfer stage aims to
realize a real-time personalized health status prediction at any
cycle of any new discharge protocol, through inputting feature

This journal is © The Royal Society of Chemistry 2022

curves in the recent 10 charge-discharge cycles (after resam-
pling). In particular, input feature curves and labeled discharge
capacities in the first 9 cycles are employed to fine-tune the
recurrent module online by freezing other modules (see
Note S1, ESIf). Then, the capacity and RUL at the current
charge-discharge cycle are estimated and predicted online
by the fine-tuned model, respectively. More computational
details are described in the Methods section. With the
proposed deep transfer learning model, any end-user with a
personalized discharge pattern could obtain the battery health

Energy Environ. Sci., 2022, 15, 4083-4094 | 4087


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ee01676a

Open Access Article. Published on 30 July 2022. Downloaded on 10/20/2025 11:01:56 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

status at any charge-discharge cycle and make new usage plans
accordingly.

Based on the proposed deep transfer learning approach and
three datasets, we investigate three different tasks for real-time
and personalized prediction of 22 unseen discharge protocols
via transferring degradation knowledge from (1) 55 cells with
different discharge protocols in our training dataset (denoted
by Task A); (2) cells with different charge-discharge configura-
tions in the first public dataset (denoted by Task B); and (3) cells
with a different battery chemistry (NMC/graphite) in the second
public dataset (denoted by Task C). In all cases, the 22 unseen
discharge protocols are taken from our dataset. Three evalua-
tion metrics, i.e., root mean squared error (RMSE, see eqn (4)),
coefficient of determination (R?, see eqn (5)) and mean absolute
percentage error (MAPE, see eqn (6)), are employed to evaluate
the prediction performance of battery health status.

Results and discussion
Performance of the deep transfer learning model

We first seek to customize personalized battery health status
prediction for each new end-user based on historical data
provided by other end-users, where cells for end-users have
the same chemistry, but different usage protocols. To this end,
we investigate a task (Task A) of battery health status prediction
among discharge protocols based on our LFP/graphite battery
dataset and the proposed deep transfer learning approach. For
the sake of battery health status prediction at any charge-
discharge cycle for new discharge protocols, we predict the
battery health status at all charge-discharge cycles of 22
representative testing protocols, respectively, via transferring
the health status knowledge from the other 55 protocols.
Finally, the results for capacity estimation and RUL prediction
of the testing protocols are illustrated as follows:

(1) Capacity estimation. The left column in Fig. 4 shows
the estimated capacities and actual capacities versus cycle
number for the testing protocols, where the estimated capa-
cities have almost identical trajectories with the observed
capacities of each testing protocol. More specifically, our model
achieves an overall RMSE of 2.57 mA h, MAPE of 0.176% and R*
of 0.999 (see Task A in Table 1), where most relative errors are
within a small interval of [-4 mA h, 4 mA h] (Fig. 4), indicating
that our model could estimate the battery capacity accurately at
each charge-discharge cycle. The results also reveal that the
battery degradation degree at the current charge-discharge
cycle is highly correlated with previous charge-discharge cycles.
To further evaluate the model performance, we compare the
estimated results of the proposed model with the benchmark
model, i.e., the deep learning model without a model transfer
stage (the same network structure as Fig. 3), where the benchmark
model for capacity estimation has an RMSE of 3.24 mA h
(Table S3 and Fig. S6a Task A, ESIf), indicating that the bench-
mark model also has considerable performance for capacity
estimation, whereas the model transfer stage in the proposed
model can substantially improve the estimation accuracy.
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Fig. 4 Prediction results of 22 testing protocols. Figures in the left column
(@), (c), (e) and (g)) show the estimated capacity versus cycle number of
each testing protocol, where the scatter points and solid line represent the
estimated capacity and the actual capacity, respectively. Figures in the
right column ((b), (d), (f) and (h)) show predicted RUL versus actual RUL for
each testing protocol, where the solid line represents the ideal result when
the predicted RUL is always identical with the actual RUL. The density
distribution of capacity estimation error and RUL prediction error is
presented in each figure. For the convenience of the result presentation,
the predicted capacity and RUL are displayed every 20 cycles.

(2) RUL prediction. The right column in Fig. 4 shows the
predicted RULs versus actual RULs of the testing protocols,
where protocols packed in each figure are presented according
to the relative error bound between the predicted RULs and
actual RULs. As expected, the prediction errors are relatively
large at the early stage of battery aging, but gradually decrease
with the battery aging, which is useful to provide end-users with
reliable RULSs especially when the cells are close to failure, thus

This journal is © The Royal Society of Chemistry 2022
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Table 1 The evaluation metrics for battery health status prediction

RMSE MAPE
Capacity (mA h) R (%)
Task A* 2.57 0.999 0.176
Task B? 4.65 0.997 0.328
Task C° 3.08 0.999 0.193
RMSE MAPE
RUL (cycles) R (%)
Task A 186 0.804 8.72
Task B 240 0.770 9.80
Task C 216 0.794 9.90

“ Results for 22 testing protocols by transferring degradation knowl-
edge from cells in our dataset. ” Results for 22 testing protocols by
transferring the degradation knowledge from cells in a well-known
dataset®” with different charge-discharge configurations. ¢ Results for
22 testing protocols by transferring the degradation knowledge from
cells in another well-known dataset™ with a different battery chemistry.

end-users could rapidly modify battery usage plans accordingly
to avoid safety accidents. In addition, we find that the predicted
RULs have notably high consistency with the actual RULs
(Fig. 4b) for the cells whose cycle lives are around the average
cycle life (1898 cycles), which is in line with the fact that a large
proportion of training cells with similar cycle lives are available.
Table 1 (see Task A) shows the evaluation metrics for RUL
prediction, where the proposed model achieves an overall
RMSE of 186 cycles, MAPE of 8.72% and R> of 0.804, showcas-
ing the effectiveness of the proposed model. To benchmark the
proposed model, we compare our prediction results with two
benchmark models, i.e., the elastic net®® with two-cycle hand-
crafted features (see Note S2, ESIt) and the deep learning
model without a model transfer stage (the same network
structure as Fig. 3), in which the two benchmark models obtain
RMSEs of 434 cycles and 192 cycles, respectively (see Table S4
and Fig. S6b Task A, ESIt). The results show that the proposed
model is significantly superior to the benchmark model of the
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elastic net with two-cycle handcrafted features, where the two-
cycle handcrafted features, which were developed according
to the previous literature®?” and used for feeding the linear
model, have poor correlations with the RULs at all charge-
discharge cycles cross diverse discharge protocols (Fig. S4 and
S5, ESIT). By contrast, our proposed model acquires critical
knowledge from multi-cycle raw cycling data, without depen-
dence on the high-performance handcrafted features, and is
easily scalable to various battery usage conditions. Meanwhile,
the proposed model has better performance compared with the
deep learning model which has no model transfer stage,
indicating the model transfer is able to enhance the RUL
prediction accuracy through adapting the pre-trained deep
learning model to personalized battery usage conditions.
Additionally, the time costs of the transfer stage and health
status prediction process are 1.7 s and 2.4 x 10~ s, respectively.
In comparison, the minimum time cost of the discharge process
is 609 s. The results show that the total prediction time is
significantly smaller than the discharge time at any charge-
discharge cycle, demonstrating the practicability of the proposed
approach.

It should be noted that the cycling data in the recent
30 cycles and a sampling rate of 3 cycles are used to perform
health status prediction by giving consideration to a smaller
number of input cycles, smaller computation costs and smaller
prediction errors. To investigate the possibility and robustness
of the proposed model using different numbers of input cycles,
we perform additional analysis to compare the testing perfor-
mance on different numbers of input cycles after a sparse
sampling. Fig. 5 shows the prediction errors using different
numbers of sparse input cycles for capacity estimation and RUL
prediction and the results reveal that our choice of the number
of input cycles in this work is general, but not the best, and the
proposed model with a smaller number of input cycles is also
feasible (for instance, i = 20 and j = 10 achieve RMSEs of
2.19 mA h and 160 cycles for capacity estimation and RUL
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Fig. 5 RMSE is used to measure the prediction errors for (a) capacity estimation and (b) RUL prediction of 22 testing protocols using 55 training
protocols in our dataset. The number of input cycles i and the number of used input cycles j after a sparse sampling (for simplifying the calculation) are
varied, where i is always greater than j, leading to a lower triangular matrix of prediction error. The results are relatively flat, which reveals the robustness

of the proposed method.

This journal is © The Royal Society of Chemistry 2022
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prediction, respectively); the proposed model is insensitive to
the number of input cycles as well as the sampling rates (average
1.65 mA h with a standard deviation of 0.50 mA h for capacity
estimation; average 171 cycles with a standard deviation of
11 cycles for RUL prediction), thus demonstrating the robustness
of the proposed deep transfer learning model.

In summary, the above results illustrate the predictive ability
of our approach for unseen discharge protocols, showcasing
the high flexibility and effectiveness to customize personalized
battery health management for each end-user.

Performance by transferring degradation knowledge from cells
with different charge-discharge configurations

We then seek to investigate the possibility of customizing
personalized battery health status prediction for each end-
user by generalizing the operating conditions of training
cells. In this case, we assume that the database has no or few
historical data of training cells provided by other end-users,
where the insufficient training data are unable to train a reliable
deep learning model due to the overfitting phenomenon.>" To this
end, we develop a task (Task B) of personalized battery health
status prediction between two different datasets, including one
public dataset’” and our dataset which have identical chemistry
(LFP/graphite), but different charge-discharge protocols. To be
specific, we attempt to predict the battery health status at all
charge-discharge cycles of the same 22 representative testing
protocols in our dataset, respectively, via transferring the degrada-
tion knowledge from cells in the public dataset. Table 1 (see Task
B) shows the evaluation metrics for the testing protocols, where
our model achieves an overall RMSE of 4.65 mA h (240 cycles),
MAPE of 0.328% (9.8%) and R*> of 0.997 (0.77) for capacity
estimation and RUL prediction, respectively. Moreover, we bench-
mark the performance of our model against the deep learning
model without a model transfer stage (RMSEs of 85.3 mA h and
760 cycles for capacity estimation and RUL prediction, respec-
tively, see Tables S5 and S6 and Fig. S6 Task B, ESIT) and the
elastic net with two-cycle handcrafted features (RMSE of 607
cycles for RUL prediction, see Table S6 and Fig. S6b Task B, ESIT),
revealing that the performance of our approach is significantly
superior to the benchmark models and the model transfer stage is
able to substantially improve the prediction accuracy. It is noted
that the prediction error of our model in this task is slightly
higher when compared with Task A, which is attributed to quite
different charge-discharge configurations and battery testing
platforms between the two datasets. Nevertheless, our model still
obtains satisfactory results (Fig. S7-S10, ESIt) of personalized
battery health status prediction even if the training cells and the
testing cells are from cross-scenario datasets. The above results
further underscore the ability of our approach for personalized
battery health status prediction.

Performance by transferring knowledge from cells with
different chemistry

We further ask whether our model has the capability of
customizing personalized battery health status prediction for
each end-user based on training cells with a different battery
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chemistry. For this purpose, we design a task (Task C) of
personalized health status prediction for LFP/graphite cells in
our dataset by transferring the degradation knowledge from
NMC/graphite cells in another public dataset.*® Notably, the
nominal capacity, nominal voltage, ambient temperature, and
the charge-discharge configuration are different between the
NMC/graphite dataset and our LFP/graphite dataset, resulting
in significantly different battery degradation trajectories, where
the LFP/graphite cells and NMC/graphite cells have increasing
and decreasing aging speeds, respectively (see Fig. 2a and
Fig. S3b, ESIt). Although the cross-chemistry health status
prediction task seems challenging, our model achieves an
overall RMSE of 3.08 mA h (216 cycles), MAPE of 0.193%
(9.9%) and R*> of 0.999 (0.794), for capacity estimation and
RUL prediction, respectively (see Table 1, Fig. S11-S14, ESIf).
Furthermore, our approach also significantly outperforms the
benchmark models, i.e., the deep learning model without a model
transfer stage (RMSEs of 92.4 mA h and 832 cycles for capacity
estimation and RUL prediction, respectively, see Tables S7 and S8
and Fig. S6 Task C, ESIt) and the elastic net with two-cycle
handcrafted features (RMSE of 749 cycles for RUL prediction,
see Table S8 and Fig. S6b Task C, ESIT), thus highlighting the
feasibility of the proposed method for the cross-chemistry battery
health status prediction task. Additionally, the prediction error in
this task is slightly higher than Task A, which indicates that our
approach is not heavily limited by the battery chemistries. The
above results further demonstrate the effectiveness and general-
izability of the proposed deep transfer learning method, even
under challenging cross-chemistry conditions.

It is worth mentioning that the model transfer stage fine-
tunes the recurrent module to adapt to the personalized battery
usage conditions. A seemingly natural question is whether we
can fine-tune the convolutional module at the model transfer
stage. To further evaluate our proposed transfer strategy, we
investigate the performance of personalized battery health
status prediction by fine-tuning the convolutional module
rather than the recurrent module at the model transfer stage
(see Table S9, ESIt). The results for the three tasks consistently
show that fine-tuning the convolutional module yields perfor-
mance degradation in terms of both capacity estimation and
RUL prediction, demonstrating that the cycle-to-cycle knowl-
edge is strongly related to the battery health status and that the
recurrent module could effectively learn new cycle-to-cycle
knowledge after fine-tuning the model.

The above results present the capability of the proposed
approach to LFP/graphite cells. Beyond LFP/graphite cells, our
approach can be applied to NMC/graphite cells.*® To this end,
we perform two additional experiments for personalized health
status prediction of NMC/graphite cells by transferring degra-
dation knowledge from NMC/graphite cells and LFP/graphite
cells, respectively. On the one hand, we use a cross-validation
strategy to predict the health status for four discharge protocols
(constant-current discharge rates of 0.5C, 1C, 2C and 3C) of
NMC/graphite cells, where one protocol is used for validation
while the other three protocols are used to pre-train the deep
model each time. We achieve overall RMSEs of 12.7 mA h

This journal is © The Royal Society of Chemistry 2022
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and 98 cycles for capacity estimation and RUL prediction,
respectively (Fig. S15, ESIt). On the other hand, we also predict
the health status for the same four discharge protocols of NMC/
graphite cells by transferring degradation knowledge from the
55 training LFP/graphite cells in our dataset. Overall RMSEs of
19.38 mA h and 103 cycles are achieved for capacity estimation
and RUL prediction, respectively (Fig. S16, ESIt). The results
further showcase the effectiveness of our approach for perso-
nalized battery health status prediction to the NMC/graphite
chemistry other than LFP/graphite chemistry.

Conclusions

In summary, we have successfully customized the personalized
battery health status prediction for each discharge protocol
using the developed deep transfer learning approach. This
approach achieves satisfactory effectiveness, generalizability
and flexibility on a variety of unseen usage protocols using
cycling knowledge from cells with completely different usage
protocols, charge-discharge configurations, and battery che-
mistries. Using the proposed approach, the battery manage-
ment system could rapidly adapt to new operating conditions
and predict the battery health status for every usage preference,
thus end-users can take immediate action to ensure safety or
draw up new usage plans to extend battery RUL. This approach
could extend to other discharge scenarios, such as constant-
current discharging and stochastic discharging, as well as to
fast-charging scenarios, such as multi-step charging, pulsed
charging and constant-power charging. Furthermore, the
proposed approach could also be scalable to quasi-solid-state
batteries, solid-state batteries and post-lithium-ion batteries®*
(e.g., lithium-sulfur batteries, sodium-ion batteries, etc.).

While the approach has achieved satisfactory performance in
this work, there are still some limitations. First, the approach
works when cycling data in a fixed charge range are available, but
the stochastic charge process (random charge ranges) which
approximates real application is not investigated. Then, the
approach requires the recent 30 cycles to predict the cell health
status, with the result that the health status in the first several
cycles cannot be predicted. Also, our approach relies on the
quality of cycling data in recent cycles, where some singular
measurement data will certainly influence the prediction results.
In addition, our work simplifies the operating conditions in real
applications, where more practical operating scenarios such as
different temperatures, depth of discharges and discharge powers
are not included in our dataset, thus further investigations are still
required. Nevertheless, this approach obtains considerable gen-
eralizability in a variety of usage scenarios and has the potential to
be extended to real applications.

Methods

Data generation

Three battery datasets are used in this work. Among them, the
first dataset and the second dataset comprise LFP/graphite

This journal is © The Royal Society of Chemistry 2022
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A123 APR18650M1A cells, which have a nominal capacity of
1.1 Ah and a nominal voltage of 3.3 V. The third dataset
contains NMC/graphite LG 18650HG2 cells (3 Ah nominal
capacity and 3.6 V nominal voltage) that have a different battery
chemistry compared with the other two datasets. The first
dataset developed by our laboratory contains 77 cells with
various discharge protocols, which is mainly used to support
this work; the second dataset and the third dataset are used to
discuss a scenario when the training cells are scarce so that
other datasets with a different battery chemistry or different
charge-discharge configurations will be employed to pre-train
the model; the third dataset is also used to demonstrate the
effectiveness and generalizability of proposed approach on a
different battery chemistry.

All cells in the first dataset were tested in an 80-channel CT-
4008 Neware battery tester at a constant temperature of 30 °C
(Fig. S1, ESIT). The cells were cycled with an identical fast-
charging protocol, but completely different multi-stage dis-
charge protocols (Fig. S2 and Table S1, ESIt), resulting in
different cycle lives ranging from 1100 to 2700 cycles. The
charge process consisted of a constant-current (CC) charge of
5C from 0% to 80% state of charge (SOC), a CC charge of 1C
from 80% SOC to 3.6 V and a constant-voltage (CV) charge until
100% SOC with a current cutoff of C/20. The discharge stage
comprised four CC discharge steps, where the first three steps
were intended to discharge from 100% to 60% SOC, from 60%
to 40% SOC and from 40% to 20% SOC, respectively; the last
step was intended to discharge from 20% to 0% SOC using a CC
of 1C with a voltage cutoff of 2 V. For example, discharge
protocol with a 5C-4C-3C-1C protocol consisted of a 5C dis-
charge from 100% to 60% SOC, a 4C discharge from 60% to
40% SOC, a 3C discharge from 40% to 20% SOC and a 1C
discharge from 20% to 0% SOC. It should be noted that 1C is
1.1 A in this dataset, or the current is required to fully (dis)-
charge the nominal capacity (1.1 A h) in 1 h. The rest time
between two arbitrary steps was 30 s. Voltage, current and
capacity were collected along with battery cycling until the
maximum capacity first reached 80% of nominal capacity
(i.e., failure threshold). A total of 80 cells were cycled with 80
different discharge protocols and 3 of 80 cells were excluded
from the dataset due to sudden faults before degradation
failure. In this work, 55 of 77 cells are used to pre-train a
benchmark deep learning model and the other 22 cells are used
to validate the effectiveness of the proposed method.

The second dataset is a famous public dataset, where cells
in the dataset were cycled with 72 different fast-charging
protocols, but with an identical discharge protocol at a con-
stant temperature of 30 °C. The cells were charged with one-
step or two-step CC protocols from 0% to 80% SOC, a uniform
CC of 1C charge step to 3.6 V and a uniform CV charge with a
current cutoff of C/50. Then, the cells were discharged with a
uniform CC discharge of 4C to 2 V. The cells have cycle lives
ranging from 150 to 2,300 cycles, and more details of the
dataset could be found in the study proposed by Severson
et al*’ In this work, all cells in the dataset are used to pre-
train a deep learning model, then the knowledge would be

Energy Environ. Sci., 2022, 15, 4083-4094 | 4091


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2ee01676a

Open Access Article. Published on 30 July 2022. Downloaded on 10/20/2025 11:01:56 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

transferred to predict the health status of 22 testing cells in
the first dataset.

The third dataset developed by Preger et al.*° is also a public
dataset. A total of 22 NMC/graphite cells were cycled with an
identical charge protocol, but with four different discharge
protocols (0.5C, 1C, 2C and 3C) at three different ambient
temperatures (15 °C, 25 °C and 35 °C). In each charge-dis-
charge cycle, the cells were charged with the same CC charge
rate of 0.5C from 0% SOC to 4.2 V, followed by a CV charge.
Then, the cells were CC discharged with four different dis-
charge protocols from 100% SOC to a voltage cutoff of 2 V. The
cells have cycle lives ranging from 380 cycles to 1321 cycles, and
more details of the dataset could be found in the study
proposed by Preger et al.*’ In the personalized health status
prediction experiment for LFP/graphite cells by transferring
degradation knowledge from NMC/graphite cells, we pre-train a
deep learning model using all the 22 NMC/graphite cells and
then transfer it to our 22 testing LFP/graphite cells for perso-
nalized health status prediction. In the personalized health
status prediction experiment for NMC/graphite cells by virtue of
other NMC/graphite cells, we use a cross-validation strategy to
predict the health status by four discharge protocols (four
NMC/graphite cells), where one protocol is used for validation,
while the other three protocols are used to pre-train the deep
model each time. Additionally, in the personalized health
status prediction experiment for NMC/graphite cells by virtue
of LFP/graphite cells, the 55 training LFP/graphite cells in our
dataset are used to pre-train the deep model, which would then
be deployed to the same four NMC/graphite cells.

Each battery could last for thousands of cycles before failure,
which would waste much data storage space if voltage/current
sensors continuously collect cycling data. Compared with
all-time cycling data, partial cycling data is more practical
and economical in real applications, i.e., voltage/current sen-
sors only collect partial data corresponding to a specific range
of SOC. To reduce the dependence on the data sampling time,
charge voltage and charge capacity collected from a commonly-
used range (80% SOC to the first 3.6 V (4.2 V for NMC/graphite
cells)) are utilized as the model input in this work. To unify the
length of sampling data, all charge curves from 80% SOC to the
first 3.6 V are fitted as a function of sampling time and
evaluated at 100 linearly spaced points. These uniformly sized
samples enable direct model input and data manipulations like
voltage/capacity subtraction.

Model development

This section introduces the proposed deep transfer learning
model (see Table S2, ESI} for more details about model para-
meters). In essence, given a sample x° € R******7 at the ith cycle
that includes cycling data from the (i — p + 1)th cycle to the ith
cycle, s time steps at each cycle and & feature channels, the deep

transfer learning model takes the data x’ as input and outputs

i—p+1
© e

p discharge capacities [j .,5.] as well as one RUL Ji; ,

which is represented by the following two equations
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SA) (2)

where the convolutional module (CONV) uses three convolu-
tional layers and three max-pooling layers to automatically
extract features from x'; the recurrent module (RE) then per-
forms a sequence-to-sequence encoding to get the hidden
vectors using two LSTM layers; one fully connected module
(FC,) aims to estimate the discharge capacities at all p cycles;
another fully connected module (FC,) aims to predict the RUL
at the ith cycle ph; according to the estimated discharge
capacities.

At the model training stage, M training samples (each
sample has p actual discharge capacities [y7!,... y!] and
one RUL yky,) are used to compute the mean squared error
(MSE) loss between model outputs and actual measurements

2 AL _
MXpZ Z £>2+MZ(J}IRUL7}A’IRUL)27 3)

i=1 j=i—p+1 i=1

where /4 is a tradeoff coefficient between the capacity estimation
loss and the RUL prediction loss. According to the loss func-
tion, the adaptive moment estimation (Adam) optimizer is used
to update model weights through back-propagation.

At the fine-tuning stage, the capacity and RUL at the current
cycle are required to be estimated and predicted using the pre-
trained model. To implement personalized prediction for the
testing cells, random d actual discharge capacities in the
previous p—1 cycles are used to fine-tune the model weights
in RE, and the other p—1—d actual capacities are used to
validate the performance after fine-tuning. Only weights in
RE are updated because RULs are determined by multi-cycle
knowledge. We also find that the model weights in FC, are
general for all discharge protocols, so the pre-trained weights in
FC, are also frozen while fine-tuning the model.

Once the estimated capacities and predicted RULs are
obtained, three standard metrics, i.e., RMSE, R> and MAPE,
are chosen to evaluate the model performance. RMSE for
capacity estimation or RUL prediction is defined as

RMSE = /137 (i = 302 (@)
i=1

where §' is the estimated capacity or predicted RUL at the ith
cycle and y' is the corresponding observed capacity or RUL. 7 is
the total number of cycles in a single cell. R* is defined as

M:

G -y’
U (5)
-7

REP=1-"

n .
where j =3 y'/n; other variables are defined as above.
i=1
In addition, MAPE is defined as
>
gy

MAPE = Iyy;yl x 100%, 6)
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where y is the cell initial capacity and cycle life for capacity
estimation and RUL prediction, respectively. This design aims
to avoid amplifying the percentage errors at the end of battery
life (close to 0), where the absolute errors may be several times
larger than the real RULs. Other variables are also defined as
above. To evaluate the model performance on multiple testing
cells, we use the average of the evaluation metrics on all
testing cells.

The operating system for algorithm implementation is
Ubuntu 18.04; NVIDIA GeForce RTX 3090 GPU with 24 GB
memory is used to accelerate the model training; CUDA 11.1
is deployed for the GPU-accelerated applications; Python 3.8.8
is used to process data and analyse data, where the pandas,
Numpy and scikit-learn packages are employed to load, mani-
pulate and process data; the PyTorch framework is used to
construct the deep learning model.

Data and code availability

The developed dataset with 77 LFP/graphite cells, including
77 discharge protocols, has been deposited at the Mendeley
Data® at https://doi.org/10.17632/nsc7hnsg4s.2; the first public
dataset®” with 72 fast-charging protocols is available at https://
data.matr.io/1/projects/5¢48dd2bc625d700019f3204; and the
second public dataset’® with 22 NMC/graphite cells is available
at https://www.batteryarchive.org/list.html. The code for perso-
nalized battery health status prediction is available at the
GitHub®* at https://doi.org/10.5281/zenodo.6827566.
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