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Current advances in molecular magnetism are aimed at the construction of molecular nanomagnets and

spin qubits for their utilization as high-density data storage materials and quantum computers.

Mononuclear coordination compounds with low spin values of S = 1
2 are excellent candidates for this

endeavour, but knowledge of their construction via rational design is limited. This particularly applies to

the single copper(II) spin center, having been only recently demonstrated to exhibit slow relaxation of

magnetisation in the appropriate octahedral environment. We have thus prepared a unique organic

scaffold that would allow one to gain in-depth insight into how purposeful structural differences affect

the slow magnetic relaxation in monometallic, transition metal complexes. As a proof-of-principle, we

demonstrate how one can construct two, structurally very similar complexes with isolated Cu(II) ions in an

octahedral ligand environment, the magnetic properties of which differ significantly. The differences in

structural symmetry effects and in magnetic relaxation are corroborated with a series of experimental

techniques and theoretical approaches, showing how symmetry distortions and crystal packing affect the

relaxation behaviour in these isolated Cu(II) systems. Our unique organic platform can be efficiently uti-

lized for the construction of various transition-metal ion systems in the future, effectively providing a

model system for investigation of magnetic relaxation via targeted structural distortions.

1. Introduction

Molecular nanomagnets (MNMs) are a research focus of scien-
tists due to a variety of potential applications,1–4 including
molecular spintronics,1,5,6 high-density information storage,7–9

quantum information processing or sensing.10–16 These
systems display magnetic hysteresis below their blocking temp-
erature (TB) and are magnetically bi-stable, exhibiting an
energy barrier to spin reversal (Ueff ),

17–22 ultimately manifested
by macroscopic quantum tunneling of magnetization (QTM)
and slow relaxation of magnetization. The discovery of the
highest TB by Guo et al.,23 for an organometallic Dy(III)
complex displaying magnetic hysteresis at temperatures reach-
ing 80 K, could facilitate development of high-temperature
SIM devices. In addition, studies of various Dy(III) congeners of
this family24–26 indicate the importance of understanding the
magnetization relaxation mechanisms and magneto-structural
correlations.4,27–33 Still, similar level of performance for
d-block MNMs is yet to be achieved.

Prerequisites for utilization of 3d complexes as molecular
nanomagnets are well-established.3,34 Importantly, the S = 1

2
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systems are excellent candidates for construction of molecular
qubits.35,36 Chosen examples based on V(IV),37–41 Fe(V),42,43 Mn
(IV),44 Ni(III)45 or Ni(I)46,47 metal ions show how the choice of
ligand, electronic configuration of the metal ion and the
observed symmetry distortions all affect the magnetic relax-
ation and its mechanisms, which include combined phonon,
direct and Raman processes.48,49 The above compounds are
important contributions, nonetheless they are usually pretty
unstable at room temperature, which would limit their poten-
tial applications. Copper(II) ion on the other hand forms very
stable complexes and was demonstrated to be of interest for
molecular magnetism studies. Notable examples of S = 1

2, d
9

Cu(II) systems were proposed to act as potential spin qubits
with phthalocyanines,50,51 porphyrines52–55 acetylacetonates or
dithiocatecholates ligating species.56–58 Recent record value of
1.4 ms coherence time was demonstrated by Dai et al.56 for a
(PPh4)2[Cu(mnt)2] (where mnt2− is maleonitriledithiolate),
after dilution in isostructural diamagnetic Ni(II) matrix and
utilization of dynamic decoupling technique. As for the SIM
behavior, the examples of compounds with experimentally
determined field-induced slow magnetic relaxation with single
d9 Cu(II) ion are rather scarce,59–64 whereas its origin is only
partially understood.48,49

To achieve the desired molecular magnetic behavior in
S = 1

2 coordination systems, the following molecular design
were proposed: (i) square planar coordination geometry; (ii)
coordinating atoms devoid of nuclear spin; (iii) rigidification
of the molecular architecture; (iv) minimization of the
protons influence above a certain radius from the metal (the
concept of spin diffusion barrier).14,54,65,66 Nevertheless,
yet undiscovered features may also be important, which
can be established through meticulous magneto-structural
correlation studies. These can be facilitated by employing
modular organic platforms, since they may provide possible
predictions of magnetic parameters based on the structure
alone.48

Herein, we present a unique example of system, which is
suitable for construction of monometallic transition metal
complexes, the structure of which can be carefully altered
within the ascertained symmetry regime. Stereospecific
addition of alcohol to imine ligand leads to pentadentate
ligands, which readily coordinate Cu(II) ion to form octahedral
complexes (Scheme 1).

This framework is close to the N3O square plane, whereas
symmetry distortions are then applied through the axial alkox-
ide moieties. Alterable alcohol appendage and single Cu(II)
ionic centre with blocked intermetallic exchange interactions
make this platform a suitable starting point for better under-
standing of relaxation mechanisms and establishing magneto-
structural correlations. The effect of the surrounding ligands
and symmetry of the polyhedron on the static and dynamic
magnetic properties of Cu(II) ions in two systems is investi-
gated. To rationalize our experimental results extensive compu-
tational studies are carried out utilizing SHAPE analysis,
density functional theory (DFT)/ab initio and semiempirical
approaches. This combined strategy enables to draw con-
clusions on magnetization relaxation mechanisms, magneto-
structural correlations, the role of structural distortions, and
usefulness of the proposed organic platform for designing new
Cu(II) SIMs/qubits.

2. Results and discussion
2.1 Synthesis

Schiff base ligand L was synthesized via condensation of 2,6-
pyridinedicarboxaldehyde with 3-amino-5-methylisoxazole as
presented in Scheme 2. Although L was isolated and character-
ized (see Section II in ESI†), its complexation with CuX2 salts
in the presence of alcohols leads to unexpected structural
transformations. Reactions of L with Cu(ClO4)2·6H2O (1) and
Cu(OTf)2 (2) lead to the asymmetric addition of MeOH (1) or
EtOH (2) to the imine bond, resulting in the formation of
chiral N,O-aminal Lred-1/2, which is unambiguously established
via X-ray crystallography of isolated coordination compounds 1
and 2 (Table S1† and Section 2.2). Whereas reduction of the
parent ligand L is most plausibly facilitated by the template
effect of Cu(II) ions, it is yet to be determined if such reaction
is diastereospecific or one of the chiral isomers (here S,S) crys-
tallized in the preferential manner. The solvent as well as the
counter ions OTf− and ClO4

− does not seem to affect the type
of the isomer obtained in both structures. Such chiral N,O-
aminal motif is found in a number of natural, pharmaceutical
products and valuable synthetic precursors.67–69 Therefore, the
development of effective and effortless methods for their syn-
thesis has attracted considerable research effort.70,71 This
report is the first on the formation of aldimine-derived N,O-
aminals, without the need of applying the external chiral cata-
lyst. Interestingly, only three studies70,72,73 on the use of metal-

Scheme 1 Rationale behind the modular organic platform designed
and implemented in the present studies for monometallic magneto-
structural correlations.

Scheme 2 Synthetic pathway leading to Schiff base ligand L and its
copper(II) complexes; blue sphere represents Cu(II) ion.
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lic catalysts in the formation of N,O-aminals from related keti-
mines were reported so far. Altogether, our approach can be
used to form chiral molecules with the N,O-aminals, strategi-
cally placed at the 2,6-positions of pyridine, for potential use
in construction of more complex systems, particularly of bio-
logical or magnetic relevance.

2.2 Structural characterization of Cu(II) complexes

Fig. 1a and b shows the perspective views of molecules 1 (a)
and 2 (b) together with the numbering schemes. Table S2†
lists the relevant geometrical parameters. Structures were
refined for the perchlorate analogue at room- (1) and liquid
nitrogen-temperature (1′) to unambiguously exclude phase-
transition changes. Pentadentate ligands Lred

1 (ClO4
−; MeOH)

and Lred
2 (OTf–, EtOH) wrap around copper(II) ions and differ

by either methoxy (1) or ethoxy (2) groups attached to the
stereogenic center, as a result of the unexpected addition of
alcohol to the imine bond (Scheme 2).

In both crystal structures complexes exist as dications, with
two perchlorate (1) or triflate (2) anions balancing the charge.
Cu(II) centers are six-coordinated in distorted octahedral
fashion (Fig. 1c). Due to the structure of the ligand the octahe-
dra are elongated along one direction (O7⋯O14), and this
elongation is as large as 25% in 1 and slightly smaller in 2
(Fig. 1c and d). Such a geometry is related to the conformation
of ligand molecules, in which the ring planes are almost per-
pendicular one to another (Table S2†). This also results in a
nearly square tetradentate plane formed by three nitrogen
atoms of the Lred-1/2 ligand and the oxygen atom from the
solvent molecule (see SHAPE analysis in Section 2.3). Both
compounds crystallize in the triclinic crystal system and P1̄
space group, with two molecules of Cu(II) complex in a unit
cell. In the crystal structure of 1, they symmetrically interact
with each other through the pyridine–pyridine π–π stacking
interactions (C2 relation, smallest Cu⋯Cu distance ca. 8 Å).
These form infinite chains of alternate cations and anions con-

nected by the hydrogen bonds, with the second anion
threaded to this chain (Fig. 1f and Table S3†). In 2, the main
structural motif is a cluster of hydrogen bonded structural
fragments: two cations (C2 relation, smallest Cu⋯Cu distance
ca. 9.7 Å), four triflate anions, and two solvent-ethanol mole-
cules (Fig. 1g). These principal motifs are connected to form
three-dimensional crystal structure by means of electrostatic
interactions and weak intermolecular van der Waals forces,
thus lacking of the degree of organization present in 1.

2.3 SHAPE analysis and symmetry considerations

To gain more insight into the local site-symmetry in 1 and 2,
calculations using SHAPE software74,75 were performed, which
utilize the continuous shape measurements (CShM)76 method.
S parameter is therefore introduced, which corresponds to the
degree of deviations from the perfect polyhedron with S = 0
corresponding to ideal geometry. Results shown in Table S4†
clearly indicate that 1 and 2, as well as magnetically relevant
Cu(II) system studied by Boča60 show significant deviations
from the octahedral geometry, classified as structurally severe
distortions (S > 3).74 Please note that the chemically significant
differences were classified to be visible from 0.1 value
changes.74

Given that investigated systems are heterotopic in terms of
ligands nature (N and O donor atoms), we performed
additional analysis regarding square planar planes present in
the studied octahedra. The aim was to understand: (i) which
part of the ligands architecture is responsible for structural an-
isotropy of relevance to magnetic properties and (ii) why do
the observed magnetic properties differ in 1 and 2. Results are
gathered in Table S5.† One can discriminate three planes: (A)
(N2–N9–N17–MeOH/H2O) which is dependent on the mono-
dentate MeOH (1) or H2O (2) solvent molecules; (B) (MeOH/
H2O–N9–O7–O14) and (C) (N2–N17–O7–O14) which are mostly
affected by the O7–O14, distortions. Unexpectedly, it appears
that plane (A) alone exhibits significantly larger distortions in

Fig. 1 Perspective views of dicationic complexes 1 (a) and 2 (b). Ellipsoids are drawn at the 50% probability level, hydrogen atoms are shown as
spheres of arbitrary units; the orientations of long axis of the coordination octahedron in 1 (c) and 2 (d); (e) superimposed structures of dicationic
complexes 1 (blue) and 2 (red); crystal lattice packing and hydrogen-bond motifs in 1 (f ) and 2 (g); hydrogen bonds are shown as blue dashed lines.
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complex 2 (S-value 2 = 0.308 vs. S-value 1 = 0.077). This could
be also dependent on the H-bonding pattern with the per-
chlorate (1) or triflate (2) counterions. S-Values in planes (B)
and (C) favour stronger distortions in 1 than in 2, ascribed to
the plane formed by isoxazole/alkoxide moieties.

2.4 DC magnetic properties

The magnetic properties of powdered microcrystalline samples
1 and 2 were studied by measuring the thermal dependence of
the magnetic susceptibility in the temperature range of
1.8–300 K and magnetic field of 0.5 T. The field dependences
of the magnetization from 0 to 5 T for 1 and 2 were measured
at 2 K. In DC magnetic field both compounds show similar
properties, typical for non-interacting S = 1

2 spin system
(Fig. S2†). The χmT product values (0.373 ± 0.005 cm3 K mol−1,
μeff = 1.73 ± 0.01 B.M.) are practically constant in the whole
measured temperature range 1.8–300 K. The 1/χm versus T
plots obeys the Curie–Weiss law with Curie constant C = 0.384
and 0.393 cm3 K mol−1 and Weiss constant θ = −0.1 and
−0.3 K for 1 and 2, respectively. Simulation of magnetic sus-
ceptibility curves using molecular field correction:77,78

χm ¼ χ

2zJ′
Ng2β2

� �
χ

ð1Þ

incorporated in the PHI program79 yields very low parameters:
zJ′ = −0.05 and −0.10 cm−1 for 1 and 2, respectively. The good-
ness of agreement factor R, defined as:

R ¼
Xn
i¼1

ðχexpi T � χcalci TÞ2
ðχexpi TÞ2 ð2Þ

was obtained as: R = 4.43 × 10−6 and 2.02 × 10−6 for 1 and 2,
respectively. This finding confirms that Cu(II) centers are
practically magnetically isolated in both compounds, in
accordance with determined X-ray structures (see Section 2.2).
Hence the effect of exchange interactions between Cu(II) ions
may be excluded. Magnetically isolated Cu(II) ions in the
crystal structure of 1 and 2 are also confirmed by magnetiza-
tion versus field measurements measured at 2 K (Fig. S3†).
Experimental points agree with the Brillouin function for
S = 1

2 and g = 2.

2.5 AC magnetic properties

Measurements were made at 3 × 10−4 T oscillating field for 16
frequencies, in the temperature range 1.8–10 K. An external
magnetic DC field of 0.1 T was chosen from the maximum of
out of phase susceptibility χ″ versus magnetic field relation
(Fig. S4 and S5†). Please notice that much stronger field must
be applied for complex 2 than for 1, which also correlates with
more pronounced character of slow magnetic relaxation in AC
field for the latter one (vide infra). The out of phase component
χ″ of 1 and 2 is silent at zero DC field, which indicates that the
magnetization relaxation time (τ) is much shorter than 1

2πν of
the AC field. Measurements done under 0.1 T DC field reveal
differences in properties of complexes 1 and 2. The in-phase χ′

(Fig. 2a) and out-of-phase χ″ (Fig. 2b and c) susceptibilities
show temperature and frequency dependence with character-
istic maxima in 1, indicating slow magnetic relaxation
phenomenon. Different types of relaxation mechanisms can be
potentially involved in molecular system: Orbach, direct,
Raman, and QTM components, respectively.60,61

τ�1 ¼ τ0
�1 exp � U

kBT

� �
þ aT þ bTn þ τQTM

�1 ð3Þ

In the literature, one can find different approaches to the
Arrhenius equation:

τ�1 ¼ τ0
�1 exp � U

kBT

� �
ð4Þ

performed in AC magnetic field studies for the relaxation pro-
cesses observed for coordination compounds with spin S = 1

2.
Some authors suggest that τ does not follow the Arrhenius be-
havior, because of lack of magnetic states besides mS = ±12
doublet that can be thermally populated providing a path
for the multiphonon Orbach mechanism of relaxation.
Consequently, they propose to use Raman and direct mecha-
nisms, which dominate at high and low temperature
respectively.35,37,39 Other authors, such as Boca et al.,60 use
Arrhenius-like plot to determine activation energy of the relax-
ation process U/kB and τ0, admitting that effective energy
barrier due to the zero-field splitting (ZFS) of the ground term
does not exist in the Cu(II) system. It results in elimination of
the Orbach mechanism in relaxation process in S = 1

2 com-

Fig. 2 Temperature dependence of: (a) the in-phase χ’, (b) the out-of-phase χ’’ susceptibility and (c) χ’’ vs. frequency for complex 1.
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pounds. In the Raman process, relaxation follows through a
virtual state. The direct process describes relaxation from −1

2 to
+12 states with emission of a single lattice phonon. Relaxation
through QTM is facilitated by the systems transverse
anisotropy.60,64

The analysis of the relaxation processes in 1 was carried out
using Raman, direct and QTM relaxation mechanisms. The
fact that Raman mechanism plays a dominant role in S = 1

2
system37 and that the ln τ vs. ln T dependence is almost linear
(Fig. S6†), suggests that direct relaxation mechanism cannot
be ignored.37 A linear fit to the equation ln τ = b0 + b1 ln T was
used to determine direct process parameters, which are b0 =
−4.50 and b1 = −2.07 and they are comparable to that recently
obtained for Cu(II) S = 1/2 system.20 We have also attempted to
extract the direct process term from field dependence of τ−1.

The direct spin relaxation mechanism can be expressed by
the following equation:80,81

τ�1 ¼ AH 4T ð5Þ

where A is an adjustable parameter, H is the external DC field,
T is the temperature. The value of H(DC) = 0.1 T was used to
determine the value of A for the direct mechanism and 1649
s−1 T−4 K−1 was obtained. The fitting results are shown in
Table 1 and Fig. 3a. Calculations taking into account Raman,
direct, and QTM mechanisms gave the respective parameters
as: b = 18.59 s−1 K−1.32, n = 1.32; a = 1.06 and QTM equal 0.29.
These values are similar to those found for S = 1

2 spins in Cu(II)
complexes.61 It is worth to note that all relaxation parameters
obtained by us are comparable with those published by Cui
et al.61 for five coordinate Cu(II) complex.

The Cole–Cole plots from the AC magnetic susceptibility
data of 1 (Fig. 3b) were fitted by the generalized Debye model
(Table S6†).82,83 The α parameters describing the distribution
of the relaxation times in a magnetic system were extracted.
The limiting value of α = 0 describes a single relaxation
process, whereas α = 1 corresponds to an infinitely wide distri-
bution of the relaxation times. The wider the distribution of
the relaxation times, the larger the value of α.82 A small value
of the distribution coefficient α (0.16 at 4.4 K to 0.25 at 1.8 K)
for complex 1 indicates that the relaxation process has a
narrow distribution of relaxation time. The τ parameters were
extracted from the Debye model (Fig. S6†), with τ = 3.97 ms at
1.8.K. Similar temperature relations and values were presented
for vanadium(IV)-based compounds, with S = 1

2.
38

AC susceptibility measurements of complex 2 differ from
1, with no phase shift maxima present in the in-phase χ′ vs.
T dependencies (Fig. 4a) and only the slight onset of the out-

of-phase signals χ″ vs. T (Fig. 4b and c) under high external
magnetic field frequencies. Despite high structural resem-
blance of the Cu(II) coordination environment, the properties
of 1 and 2 differ significantly and this precluded us from
determination of the relaxation parameters for the latter
compound.

2.6 CW-EPR

Continuous wave electron paramagnetic resonance (CW-EPR)
spectra were recorded in X and Q band frequencies to corrobo-
rate magnetic phenomena (Sections 2.4 and 2.5) with struc-
tural studies (Sections 2.2 and 2.3). For experimental details
see EPR Section III in the ESI.† CW-EPR spectra of complexes
1 and 2 in liquid nitrogen (X-band) and helium (Q-band) temp-
eratures with fitting protocols are shown in the ESI (Fig. S7–
S16†) with representative ones in Fig. 5. The spectroscopic
splitting factors g⊥ and gk for all spectra are presented in
Table 2 and prove their axial character type (gk > g⊥).
Transition energy levels at the resonance field Bres are pre-
sented in Tables S7 and S8† and their graphical representation
in Fig. S17 and S18.† Room temperature X-band EPR spectra
of 1 and 2 (Fig. 5a and b) are temperature-independent down
to 77 K. For 1 the axial type spectrum is partially, but clearly
resolved with the g-factors g⊥ = 2.06, gk = 2.28 and parallel
hyperfine splitting parameter Ak = 175 G, resulting from the
interaction of the unpaired electron of Cu(II) with the spin of
copper nucleus I = 3/2. It is identical for both natural isotopes
of 63Cu and 65Cu, so eight hyperfine levels can be expected
with four allowed transitions: ΔMS = ±1 and ΔMI = 0
(Fig. S19†).84 The axial EPR spectrum of complex 2 exhibits
similar values of the g-factors: g⊥ = 2.06 and gk = 2.25 but with
no hyperfine structure.

Table 1 Fitting of different relaxation parameters of complex 1 determined from AC studies based on Fig. 3a

Relaxation mechanism: Raman + direct + QTM a (s−1 K−1) Aa (s−1 T−4 K−1) b (s−1 Kn) n τQTM, s
−1 Ref.

DC field 0.15 T 0.93 1838.51(9) 8.31(3) 3.10(2) 0.02 61
DC field 0.10 T 1.06(2) 1649.32(1) 18.59(2) 1.32(1) 0.29(2) This work

a Calculated from field dependence of τ−1.

Fig. 3 (a) Magnetization relaxation time ln(τ) in a function of reciprocal
temperature T−1 of 1. The effect of using Raman + direct + QTM in
fitting procedure is presented in the form of a continuous line; (b) Cole–
Cole plots for 1 under 0.15 T DC field. The solid lines are the best fits to
the experiments with the generalized Debye model.
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From spectra in Q-band (Fig. 5c and d) valuable infor-
mation can be obtained, because the hyperfine structures are
more pronounced for both compounds and it can be also
observed for complex 2, which was not the case for X-band
frequencies.

Down in helium temperatures, formation of a bimodal
peak is observed for complex 1 in the range of 1200–1300 mT
magnetic field. The second line is an image of transitions in
the perpendicular direction (i.e. xykB), this effect is clearly
observed for sample 1, while for sample 2 it is less apparent
due to larger line widths. This phenomenon is even more
visible in temperature-dependent EPR spectra (Fig. S7 and
S8†). In addition, the LFMA (low field microwave absorption)
line, which is an indicator of ferromagnetic interactions, does
not occur even up to helium temperatures for both tested
samples. This means ferromagnetic interactions are not
present in 1 and 2, which is consistent with the DC suscepti-
bility studies (see Section 2.4). While the nature of this
phenomenon is yet to be unambiguously established, purity of
synthesized samples and the fact that it is manifested in both
compounds 1 and 2 (although to a different extent, i.e. sharp

Fig. 4 Temperature dependence of: (a) the in-phase χ’, (b) the out-of-phase χ’’ susceptibility and (c) χ’’ vs. frequency dependence of the complex 2.

Fig. 5 X-band EPR spectra of 1 (a) and 2 (b) at RT; solid red line shows
temperature independent simulated spectra with parameters presented.
The same type of spectrum with the same parameters was observed at
77 K; superposition of Q-band spectra of 1 (c) and 2 (d) at chosen temp-
erature intervals: simulated spectra are in the ESI.†

Table 2 The fitted SH parameters: Zeeman factors (gi; dimensionless), hyperfine interaction (Ai; in 10−4 cm−1) and spectral parameters for com-
plexes 1 and 2

Cmpd
1 2

EPR band X Q X

Qa

X Q X Q(i) (ii)

T [K] 300 180 90 10.5 10.5 300 300 91 11
g1 2.029 2.048 2.035 1.950 2.000 2.059 2.053 2.060 2.012
g2 2.071 2.040 2.063 2.029 2.032 2.059 2.053 2.062 2.067
g3 2.259 2.258 2.258 2.289 2.267 2.32 2.307 2.185 2.349
[g3 − g1] 0.230 0.210 0.223 0.339 0.267 0.261 0.254 0.125 0.337
A1 −4.79 2.739 −3.33 23.34 23.35 −1.756 −0.0002 −0.0002 36.69
A2 −0.37 −25.47 3.2 × 10−5 −0.116 0.0001 −0.232 0.0034 0.0002 −60.04
A3 179.73 184.5 187.52 206.8 206.8 128.7 141.7 102.80 240.2
Lwpp [mT] 10.022 12.21 10.98 15.98 13.19 6.35 8.95 6.39 18
RMSDb 0.005 0.011 0.010 0.056 0.07 0.031 0.032 0.028 0.11

a The SH parameters fitted to Q-band spectra at 10.5 K for: (i) a bimodal signal without constraints yielding the g1 value lower than 2.000 and (ii)
for a monomodal signal with constraint of minimum g1 value set at 2.000. For explanations, see text. b All fittings were performed several times
for each case, starting from different input data, and as a result, similar final values were obtained with an accuracy of 3%. Hence, the final
results were selected taking into account the best fits, i.e. those with the lowest RMSD value.

Paper Dalton Transactions

12046 | Dalton Trans., 2022, 51, 12041–12055 This journal is © The Royal Society of Chemistry 2022

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
Ju

ly
 2

02
2.

 D
ow

nl
oa

de
d 

on
 8

/2
7/

20
25

 1
0:

40
:3

6 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2dt01564a


vs. broad signal, respectively) excludes the existence of unin-
tentional impurities. Also, the reversibly of this signal can be
observed only at very low temperatures (ca. below 25 K). In
addition, values of the g-factors below 2.00 (from 1.86–1.99
from 4.5–12.5 K) might suggest formation of radical of
different nature i.e., not associated with the Cu(II) ion.
Literature survey suggests that this signal may be due to the
formation of Cu(I)-NO nitrosyl complexes, which were con-
sidered both theoretically and experimentally in zeolite
matrices and small molecule complexes.85–88 Formation of
small fractions of Cu(I)NO species can be tentatively explained,
when we assume that the isoxazole coordinating arms can par-
ticipate in the Cu(II) > Cu(I) electron transfer. Graphical repre-
sentation of the origin of the presumed Cu(I)NO nitrosyl-
related radicals is depicted in Scheme S1.† Note that electronic
structure calculations (Section 2.9.1) also suggest that exist-
ence of closely lying states of Cu(I) species may be feasible.

In the S = 1
2 systems, where the ZFS parameters, e.g. the

axial D, are not allowed, the magnetic anisotropy is due only to
the anisotropy of the g-factors, i.e. the [gz − gx] difference.

60

The values (Table 2) for 1 and 2 are three times higher than for
the related system presented in the literature, which indicates
that it can be exploited in quantifying the magnetic anisotropy.
Nevertheless, since at liquid helium temperatures [gz − gx]
values are similar for 1 and 2, it is not the only parameter that
should be considered to explain the magnetic behavior (with
magnetic relaxation being much longer for 1 than in 2). One
can also observe that temperature significantly affects the geff
factor (Fig. S20†) and the EPR line width Bpp (Fig. S21†) for
both compounds down to the liquid helium temperatures.

2.7 Theoretical calculations of spin Hamiltonian parameters

Using PHI program79 we simulated EPR spectra and variation
of electronic levels with external magnetic field for complex 1.
To simulate Cu(II) ion we set spin S as 1

2 and orbital quantum
number L as 2. Spin Hamiltonians (SH) parameters (Section
2.9) were calculated using MOLCAS89 and we take gx = 2.0660,
gy = 2.0920, gz = 2.3810 from NEVPT2 calculations (Section
2.9). Temperature was set at 300 K, field frequency at 10 GHz
(X-band), field was swept from 0.25 to 0.4 Tesla and was
directed along the x-, y-, and z-axis of g-tensor as well as
powder integration was used. We used anisotropic spectra line
widths to get better resemblance to experimental fits.
Observed anisotropic broadening (Fig. S23 and S24†) might
correspond to unresolved spectral features such as hyperfine
coupling90,91 and correlates with the experimentally observed
structures.

2.8 Optical spectroscopy

To gain more insight into the electronic levels of 1 and there-
fore the nature of observed slow magnetic relaxation, optical
spectroscopy and superposition model (SPM) calculations
(Section 2.10) were performed. Fig. S25† shows the absorption
spectrum measured at RT for complex 1. The intense bands
observed in the range of 22 000–50 000 cm−1 are associated
with ligand-centered transitions. Electronic transitions of Cu

(II) ions are much less intense than those associated with
ligand absorption. They appear clearly for a more concentrated
sample (blue line) and are observed in the range of
12 000–21 000 cm−1. Fig. 6 (top) shows the absorption spec-
trum recorded in the range of Cu(II) electronic transitions at
4.2 K. Two bands at approximately 14 600 cm−1 and
17 300 cm−1 and a shoulder at approximately 12 600 cm−1 are
clearly visible. Based on the above reasoning (details are in
Section IV in ESI†) and the results of ab initio calculations
(Section 2.9) the following energy level sequence can be pro-
posed for Cu(II) in 1 assuming approximate C2 symmetry:
2A2(dx2−y2 + dz2) <

2A(dz2 + dx2−y2) <
2A(dxy) <

2B(dxz + dy,z) <
2B

(dxz + dy,z) (Fig. 6 (bottom)). Accordingly, to the proposed
energy levels structure four bands are expected in absorption
spectrum of 1. Deconvolution of the experimental spectrum
using four Gaussian functions is presented in the inset in
Fig. 6 (top). The obtained bands with maxima at 12 743,
14 441, 17 073 and 18 056 cm−1 correspond to transitions from
the ground 2A2(dx2−y2 + dz2) level to the 2A(dz2 + dx2−y2),

2B(dxz +
dy,z),

2B(dxz + dy,z) and
2A(dxy) excited levels. The value of Dq in

the Oh approximation can be estimated as the difference
between the average energy of levels arising from T2g(Oh) and
Eg(Oh) states. This yields a value of Dq ∼ 1015 cm−1, which
seems to be reasonably acceptable. For complex 2 the RT
absorption spectrum is practically the same as for complex 1
(Fig. S28†). Therefore, for the purpose of present analysis we

Fig. 6 (top) Absorption spectrum of 1 in the range of Cu(II) electronic
transitions at 4.2 K; (bottom) energy level diagrams for Cu(II) ion as a
function of symmetry changes.
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accepted the same energy level structure for complexes 1 and
2. The determined limiting values of Dq, i.e. 1015 and
1285 cm−1 were used in SPM analysis (Section 2.10).

2.9 Computations using ab initio methods

The ab initio methods cannot explain or provide direct infor-
mation on magnetic relaxation processes or specific chemical
aspects. However, there is a rationale for carrying out the
ab initio computations due to three advantages. (1) They may
assure that the predicted electronic structure of complexes 1
and 2 as well as so-computed spin Hamiltonian and/or ligand
(crystal) field Hamiltonian parameters are compatible with
those obtained by other methods. (2) The ab initio computed
spin Hamiltonian (SH) parameters (e.g. the g-tensor com-
ponents) and the crystal/ligand field (CF/LF) ones may be used
as starting parameters for fitting of various experimental data.
(3) The ab initio computed CF/LF parameters may serve as
input for independent modelling of the energy levels and thus
SH parameters. Below we present only key results, whereas
details of ab initio computations carried out using several
methods are provided in Section VI in ESI.†

2.9.1 Electronic structure calculations. B3LYP solutions of
total spin S = 1

2 of Cu(II) ions of relevance to the magnetic pro-
perties are presented in Section VI in ESI.† This includes
Mulliken populations (Table S10†) and Loewdin and Mayer
analysis92 (Table S11†). Analysis of the B3LYP results indicates
what follows. Charges on the chemically equivalent N atoms
are essentially the same for 1 and 2, whereas main differences
arise from the O atoms. O7 and O14 atoms are responsible for
the axial structural distortions (Sections 2.3 and 2.10) and
slightly lower charges in 1 than in 2. The biggest difference in
charge comes from the coordinated solvent molecules, with
MeOH (1) translating to lower charge than H2O (2). This comes
from the inherent basicity of the molecule per se, but also
from the H-bonding pattern that differs within the synthesized
systems (Section 2.2). For experimental structure of complex 2
it was not possible to get the magnetic solution with spin loca-
lized at the Cu center. Cu atom is nonmagnetized with small
leakage of charge (+0.3863|e|). This corresponds more closely
to S = 0 and Cu(I) oxidation state than to Cu(II; S = 1

2), nonethe-
less Cu(II) are known to be inherently more stable than Cu(I)
complexes, the latter being prone to oxidation. We did however
observe low-temperature helium EPR signals (Section 2.6) that
could speculatively suggest formation of small amounts of Cu
(I)NO moieties, thus explaining the observed magnetic solu-
tion. Only after optimization of geometric structure we
obtained magnetic state with localized magnetic moment but

during the process of geometry optimization the bond between
Cu and H2O is broken and coordination number changes from
6 to 5. This suggest that there might be close-lying states with
different valence properties and geometrical structures.

Excited states were computed for complex 1 using TDDFT
with long-range corrected exchange–correlation functional
CAM-B3LYP. Results of representative multiconfigurational-
SCF calculations are provided below, whereas computational
details and detailed results are provided in Section VI in ESI.†
Calculations were performed using CASSCF method with
additional perturbations NEVPT2 to account for dynamic cor-
relations. For Cu(II) ion we choose the active space consisting
of five orbitals with major contribution of 3d atomic states
with 9 electrons that could occupy them. The self-consistent
procedure yields five states well separated from each other in
energy scale, i.e. orbital singlets (Table 3).

Calculations for complex 1 show that the ground state con-
sists of total 9 3d electrons in two major configurations: (i)
with unpaired 3dz2 electron (∼70%) and (ii) with unpaired
3dx2−y2 electron (∼29%). The 1st excited state is similar to the
ground state but proportions are nearly inverted for (ii) with
unpaired 3dx2−y2 electron (∼68%) and (i) with unpaired 3dz2
electron (∼29%). Other excited states correspond to the follow-
ing configurations: 2nd – with unpaired 3dxz electron, 3rd –

with unpaired 3dxy electron, and 4th – with unpaired 3dyz elec-
tron. Calculations for complex 2 show that the ground state
consists of total 9 3d electrons in two major configurations: (i)
with unpaired 3dz2 electron (∼77%) and (ii) with unpaired
3dx2−y2 electron (∼22%). The 1st excited state consists of two
configurations: (i) with unpaired 3dxz electron (∼51%) and (ii)
with unpaired electron 3dx2−y2 (∼39%). The 2nd excited state is
similar to the 1st excited state but proportions are different for
(ii) with unpaired 3dx2−y2 electron (∼37%) and (i) with unpaired
3dxz electron (∼42%). Other excited states correspond to the
following configurations: 3rd – with unpaired 3dyz electron
and 4th – with unpaired 3dxy electron. The 3rd and 4th excited
state are well separated, suggesting that structure 2 is geome-
trically more distorted than structure 1.

The effects of the inclusion of NEVPT2 dynamic corrections
for the energy levels and the excited states for complex 1 are
discussed Section VI in ESI.† Comparative analysis of these
effects and the DFT results indicates what follows. The
MC-SCF Mulliken occupations of the selected atoms show
some differences with respect to DFT results. Most important
is the fact that the spin is more strongly localized at the Cu
site and electronic charge is closer to nominal charge 2+
(Table S10†). Charges on atoms neighboring with Cu are larger

Table 3 Energies of the excited states w.r.t. the ground state (in cm−1) calculated using CASSCF and NEVPT2 for complex 1 and 2

Excited state CASSCF 1 NEVPT2 1 CAM-B3LYP TDA 1 CASSCF 2 NEVPT2 2

1st 9699 12 680 12 574 9972 12 282
2nd 10 420 14 255 17 761 10 547 14 048
3rd 12 212 16 186 17 907 12 134 16 421
4th 12 262 16 215 18 578 13 228 18 030
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than those obtained from DFT. Spins on these neighboring
atoms are very small. This finding is also supported by
Loewdin analysis (Table S14†). Nonrelativistic CASSCF excited
states are well separated from the ground state and this separ-
ation is significantly enlarged with inclusion of dynamic corre-
lations at NEVPT2 level. Consequences of the enlarged separ-
ations of states are discussed in Section VI in ESI.†

2.9.2 Calculations of the spectroscopic splitting factors g.
The g-tensor components (gx, gy, gz) were calculated in the
principal axis system (PAS) using ZORA approach (Table 4 and
Table S17†).

Results indicate large difference between gz and (gx, gy),
whereas gx and gy differ slightly since our system has C1 sym-
metry. The main magnetic axes, which correspond to the PAS
of Zeeman Hamiltonian,93 do not exactly correspond to the
molecular bonds of Cu and neighboring atoms but are lying
closely. CASSCF method overestimate the g-factors with respect
to NEVPT2 method, so (gi) components derived from the latter
one conform well to experimental data for axial symmetry Cu
(II) systems.94–97 We have also listed B3LYP results with the
basis aug-cc-pVTZ-J and CP(PPP) for Cu atom with extra fine-
ness of the grid to get more accurate values of the g tensor.
Products of magnetic susceptibilities and temperature χT =
∂2E/∂B2 for complexes 1 and 2 obtained using NEVPT2 are
plotted in Fig. S29.† Plots of EPR spectra (Fig. S23, S24† and
Section 2.7) obtained using MOLCAS89 and PHI79 support the
conclusion that hyperfine structure might be important in
such simulations.

2.10 SPM and MSH analysis

The rationale for employing the two semiempirical modelling
approaches, i.e. SPM and MSH, are two-fold. (1) To comp-
lement and corroborate (a) the spin Hamiltonian parameters

obtained experimentally by EPR (Section 2.6) and computa-
tionally by DFT/ab initio approaches (Section 2.9) as well as (b)
CF parameters (CFPs) estimated experimentally by optical
spectroscopy (Section 2.8). This would enhance reliability of
the overall results. (2) To gain more insight into magneto-
structural correlations and thus explain differences in mag-
netic character of compounds 1 and 2. The results of calcu-
lations carried out to fulfil rationale (1) are presented below,
whereas those concerning rationale (2) are discussed in
Section 3.

For initial estimation of the gi factors, simplified MSH for-
mulas listed in Section VII† were employed.98,99 The results
have indicated general suitability of the MSH approach. For
more accurate calculations of SHPs, the MSH formulas for
tetragonal (TE)100–106 and orthorhombic107–109 symmetry is
applied. To obtain input data for MSH formulas, the CFPs
Bkq

110–112 are calculated using SPM for Cu(II) centers in 1 and 2
using the structural data for set C2v (Section V in ESI†). The
two plausible Dq values ∼1015 cm−1 and ∼1285 cm−1 esti-
mated by us experimentally from optical spectra (Section 2.8)
are adopted. Pertinent comments on reliability of usage of
SPM/CFP predictions as input data for MSH formulas are pro-
vided in Section VII in ESI.† The results listed in Table 5 indi-
cate that after standardization (see Section VII in ESI†) the
axial CFP B20 of the highest magnitude and minimal values of
B22 and B42 are obtained, while B20 and B22 also change signs
along the choice of positive rhombicity ratio built into CST
package.113,114

The relations between the CF energy levels in eqn (S6) and
(S7) and those E1 and E2 employed in MSH formulas for tetra-
gonal symmetry in ref. 101 and 104 are as follows:

E1 ¼ 10Dq ¼ ΔE ¼ ðjdx 2�y 2i � jdxyiÞ

E2 ¼ 10Dq� 3Dsþ 5Dt ¼ ΔE ¼ ðjdx 2�y 2i � jdyziÞ ¼ ΔE

¼ ðjdx 2�y 2i � jdxziÞ ð6Þ
In eqn (6) Dq denotes the cubic CFP, whereas Ds and Dt

denote the second- and fourth-rank tetragonal CFPs in the
conventional notation,117,118 respectively. Depending on the
shape of the distorted octahedron (Section 2.3) and thus the
strength of tetragonal CFPs, the ground state may be either
|dx2–y2〉 or |dz2〉.

98,99 This is also evident in our ab initio calcu-
lations (Section 2.9). Next, using the CFPs in Table 5 and the

Table 4 The g-tensor components for complexes 1 and 2 in the princi-
pal axis system (PAS) using ZORA approach

g-
Tensor

CASSCF
1

NEVPT2
1

CASSCF
2

NEVPT2
2

B3LYP DFT
1

gx 2.081 2.067 2.074 2.058 2.048
gy 2.115 2.093 2.113 2.087 2.054
gz 2.517 2.386 2.511 2.409 2.177

Table 5 The CFPs in Wybourne notation Bkq (in cm−1) calculated using SPM with Dq ∼ 1285 cm−1 and Dq ∼ 1015 cm−1 for set C2v

Complex 1 Complex 2

CFPs C2v C2v after OR/ST
a C2v C2v after OR/ST

a

Dq 1285 1015 1285 1015 1285 1015 1285 1015
B20 15 931 12 584 −28 719 −22 685 16 017 12 651 −26 735 −21 118
B22 16 945 13 385 −1283 −1014 15 290 12 078 −2163 −1708
B40 31 528 24 889 21 424 16 913 30 963 24 443 21 239 16 767
B42 −8102 −6396 −1712 −1351 −7429 −5864 −1279 −1010
B44 15 305 12 082 23 758 18 756 14 822 11 701 22 958 18 123

a The orthorhombic transformation (OR/ST) defined as S2:109,113,115,116 (X, Y, Z) → (X, −Z, Y) was applied.
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conversion relations between the CFPs Bkq and (Ds, Dt ) given
in ref. 118, the latter CFPs are calculated, and subsequently,
the energies E1 and E2 in eqn (6). Finally, the tetragonal SHPs:
gi and Ai are calculated by applying the respective MSH
formulas.101,104 To calculate the hyperfine structure para-
meters Ai we employ analogous MSH formulas derived as func-
tions of the gi values and respective CF energies.100–106

For orthorhombic symmetry,107–109 four CF energies Ei (i =
1–4) apply. The corresponding relations are:

E1 ¼ 10Dq

E2 ¼ 10Dqþ 3Ds� 5Dt� 3Dξ þ 4Dη 2

E3 ¼ 10Dqþ 3Ds� 5Dtþ 3Dξ � 4Dη 2

E4 ¼ �4Ds� 5Dt ð7Þ
in eqn (7) Dq, Ds and Dt have the same meaning as in eqn (6),
whereas Dξ and Dη are the conventional orthorhombic CFPs,
which are related to the CFPs Bkq. The orthorhombic (OR)
SHPs gi and Ai calculated applying the respective MSH
formulas107–109 are listed in Table S19.† To facilitate compari-
son of the orthorhombic gi and Ai components and the per-
pendicular tetragonal ones, the averaged values: (gx + gy)/2 ∼
g⊥ and (Ax + Ay)/2 ∼ A⊥ are also calculated, while the axial com-
ponents are directly comparable: gz ∼ gk and Az ∼ Ak.

Three important points bearing on interpretation of results
in Table S19† must be kept in mind as discussed in Section
VII in ESI.† In view of these points, analysis of the results in
Table S19† leads to the following conclusions. The SHPs gi and
Ai calculated using MSH formulas for the TE case may be
directly compared with experimental results in Section 2.3,
whereas those for the orthorhombic (OR) case – with the
ab initio results in Section 2.9. Results for both cases indicate
good mutual consistency, which shows the usefulness of the
ascent/descent in symmetry.119–121 Employing the standar-
dized CFP sets in MSH calculations is even more crucial in the
TE case than in the OR case, in view of additional approxi-
mations involved in the TE case, i.e. omitting the ortho-
rhombic CFPs: B22 and B42.

The values of gi calculated in Table S19† by adopting TE
and OR formulas agree well with our experimental ones: gk =
2.26 and g⊥ = 2.05 for complex 1 and also with literature data
obtained for compounds with axial symmetry Cu-sites, see
Table S20.† Since EPR spectra were done on powdered
samples, the axes (x, y, z) indicated for the fitted values, i.e. gk
(z), g⊥ (x, y), may be considered only as the nominal principal
axes. Hence, they cannot be related the orientations of any
specific axes within the coordination octahedron (Fig. 1c and
d). Comparison of the theoretical Ai values in Table S19† with
our experimental value Ak = 175 (G) = 165.8 (10−4 cm−1) for
complex 1 and the respective values in Table S20† reveals that
all experimental Ak are positive, whereas theoretical ones are
negative. This is due to the limited capabilities of the compu-
ter program used, have allowed fitting EPR spectra only with
the absolute values of the hyperfine interaction parameters

|A|. Since no perpendicular splitting has been observed in EPR
spectrum, no accurate value of A⊥ could be determined.
Attempts to simulate spectra using A⊥ indicate that this is not
a sensitive parameter because any splitting is hidden in the
main EPR line. A good match has been obtained with A⊥ equal
1 as well as 20 cm−1. Both formulas: TE and OR ones, yield
comparable sets of results and indicate that good agreement
may be obtained by appropriate matching of the adjustable
parameters. However, overall the Dq value (in cm−1) 1015
seems better than 1285, which yields larger CF energies (Ei).
This finding conforms to that obtained in Section 2.8.
Comparison of the TE and OR results for sets C2v or both com-
plexes 1 and 2 in Table S19† indicates smaller differences
between the respective results than those for sets C2v after OR/
ST. This may be due to the approximations involved in the TE
case. Since no such approximations are involved in the OR
case, the results for sets C2v after OR/ST may be considered as
more accurate. Comparison of the results in Table S19† and
the respective results obtained by ab initio methods (Section
2.9) also favor the MSH results obtained with lower Dq value
for sets C2v after OR/ST. Importantly, the CF energies obtained
for sets C2v do not agree as well those for sets C2v after OR/ST.
This reinforces the importance of employing orthorhombic
standardization.

3. Magneto-structural correlations
and outcome

Results provided in Section 2 and in ESI† enable us to extract
some information on correlation between the chemical com-
position of 1 and 2 and their magnetic relaxation properties.
The following dependencies were observed in this study. Slow
relaxation of magnetization is observed only in the presence of
the external magnetic field and it mostly concerns compound
1 [Cu(Lred1)(MeOH)](ClO4)2, while it is much less pronounced
in compound 2 [Cu(Lred2)(H2O)](OTf)2. Each metal ion is iso-
lated in its crystal lattice without any exchange interactions, as
confirmed by X-ray structures (Cu⋯Cu distances over 8 Å), DC
magnetic and EPR studies. This means that observed differ-
ences can be related to variations in symmetry of Cu(II) ion in
CuLn complex, secondary coordination sphere, and/or
additional crystal packing effects.

Structural similarity of the [CuN3O3] coordination octa-
hedron (N3O square planar plane and O2 axial elongation –

see, Scheme 1) is retained in both complexes, despite differ-
ences in the composition of ligands Lred1 and Lred2 and co-
ordinated solvent molecule. Axial octahedral elongation is
stronger in 1 than in 2 as determined by SHAPE studies
(Section 2.3) and the differences are also observed in tempera-
ture-dependent cw-EPR studies (Section 2.6). This phenom-
enon can be attributed to the Jahn–Teller distortions, which
were extensively studied to show structural and electronic con-
sequences of the Jahn–Teller effect.122 Present axial elongation
leads to an anisotropic distribution of d-electron spins, which
has huge impact on magnetic properties. The N3O plane is
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more distorted from the pure square planar one in 2 than in 1
(Section 2.3), whereas the excited state calculations also point
to this symmetry deviation (Section 2.9.1). Overall, symmetry
of compound 1 is akin those of porphyrins/phthalocyanines,
which facilitate SIM/qubit behavior for symmetry reasons.50–55

The charge analysis of the ground state of Cu2+ ions in
complex 1 and 2, indicates that the CASSCF/NEVPT2 state
energies and gi factors are typical for an octahedrally distorted
copper(II) complexes. The conclusions drawn from CASSCF cal-
culations are corroborated by TD-DFT and semiempirical
results as well as are consistent with level schemes for low
symmetries reported in literature.98

To fulfil the rationale (2) of semiempirical calculations
(Section 2.10), we examine the dependence of the SPM calcu-
lated CFPs on the structural parameters of the complexes, e.g.
bond lengths, Ri. This enables to gain insight on how the
changes in CFPs affect the MSH calculated SHPs: gi and Ai. An
increase in Ri values results in a decrease in Ei values in both
TE and OR symmetry cases. This in turn induces a decrease in
g⊥ but an increase in gk values. Similar trend is also observed
for A⊥ and Ak, respectively. Computations also reveal that the
reason for the differences in the properties of both complexes
1 and 2 may not be solely related to the immediate surround-
ings of the Cu(II) ions and other factors, e.g. solid state packing
may play a role as discussed below.

In the solid state, both complexes show two molecules of
crystallographically equivalent but magnetically inequivalent
compounds (C2 inversion axis) in the unit cell. Interestingly,
only in 1 they symmetrically interact with each other in anti-
parallel manner through the pyridine–pyridine π–π stacking
interactions (Fig. S22†), similarly as reported.59,123 This
ensures the rigid crystal packing, which is otherwise more
loose in compound 2, which is related to the effect of the
counterion involved in the H-bonded packing (ClO4

− in 1,
CF3SO3

− in 2). The molecular structure of both compounds is
not devoid of high-energetic vibrations (C–H, NH) that may
also contribute to relaxation mechanisms considered here, i.e.
of Raman, direct and QTM origin (Section 2.5). Boča et al.60

showed that octahedral [Cu(pydca)(dmpy)]·0.5H2O (where
pydca – pyridine-2,6-dicarboxylate, dmpy – 2,6-dimethanolpyri-
dine) exhibits two relaxation processes with energy barriers
estimated as U/kB = 58.6 and 62.7 K. This may be due to exist-
ence of two distinct Cu(II) centers in the crystal lattice, each
with different local site symmetry Cu(II). Boča’s group59 also
showed that monometallic octahedral [CuLL′2(H2O)] complex
(where L = 2,6-dimethanolpyridine and L′ = 3,5-dinitrocarboxy-
late) forms dimers that are arranged in the π–π stacking. This
leads to 1D-chain and/or ladder structure that also exhibits
two relaxation processes through the direct and Raman-like
contributions. Cui et al.61 showed that five-coordinate [Cu(12-
TMC)Cl][B(C6H5)4] (12-TMC = 1,4,7,10-tetramethyl-1,4,7,10-tet-
raaza cyclododecane) exhibits only one relaxation process in a
distorted square pyramidal geometry of copper(II) ion.
Korchagin et al.62 demonstrated that the quasi-one-dimen-
sional Cu(II) complex [Cu(hfac)2(ClTDPO)]n (where hfac – hexa-
fluoroacetylacetonate, ClTDPO – 2,4-di-(tert-butyl)-9-chloro-

benzo[5,6][1,4]oxazine[2,3-b]phenoxazine) relaxes through the
combination of two-phonon Raman and one-phonon direct
processes. Since these examples represent mutually unrelated
compounds, more studies of structurally similar monometallic
Cu(II) systems are needed to better understand the observed
phenomena.

4. Conclusions

Our study provides solid grounds for development of a
modular organic platform for controlled formation of magneti-
cally isolated, monometallic Cu(II) systems. This approach
would enable better understanding of magnetic relaxation
behaviour in S = 1

2 systems. Herein, the tunable capability of
the synthesized complexes comes from: (i) the unique penta-
dentate Lred-R N,O-aminal ligand family formed by unex-
pected in situ reduction of the parent Schiff base ligand L; (ii)
the chosen solvent/reagent alcohol; (iii) the coordination pre-
ferences of the metal salt and its counterion. Since the field-
induced SIM coordination compounds with d9 ions are rarely
encountered, two structurally similar octahedral Cu(II) com-
pounds were prepared as the case study. The above aspects (i)
and (ii) affect modularity most significantly. Both analogues
are rare examples of magnetically isolated copper systems that
display slow relaxation of magnetisation, with phenomenon
being more pronounced for the perchlorate analogue 1 than
the triflate 2.48

Experimental findings indicate that this behaviour is predo-
minantly the result of: (i) the octahedral structural distortions
exerted by the alkoxy groups appended on the Lred-1/2 scaffold;
(ii) spatial arrangements of the Cu(II)⋯Cu(II) pairs in the unit
cell due to the crystal packing contacts, with anion and π–π
interactions being the most important. This translates to the
character of the hyperfine structure observed in the EPR
spectra as a function of temperature and applied frequencies,
related to the interactions of S = 1

2 electron spin of Cu(II) ion
with the nuclear spin I = 3/2. The relaxation of magnetization
proceeds through the combination of Raman, direct and QTM
processes.

The extensive ab initio ((TD-)DFT, CASSCF, NEVPT2) compu-
tations and semiempirical (SPM, MSH) calculations have
included the following aspects. Cu(II) electronic states, g-
tensor and A-tensor components as well as ligand field para-
meters were calculated and compared with the experimentally
determined values. This enables to gain insight on how the
changes in CFPs affect the MSH calculated SHPs: gi and Ai.
Such thorough and combined strategy allowed us to probe the
effect of geometrical and structural changes on copper(II) elec-
tronic states. Consequently, our investigations provided better
understanding of the observed magnetic behaviour. The
theoretical results corroborate experimental findings and are
consistent with level schemes for low symmetries reported in
literature.

The thorough and combined strategy, utilized for two Cu(II)
ion complexes for the first time, has also helped to delineate
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advantages and limitations of each of the several experimental
techniques and theoretical approaches employed. Hence, this
combined strategy may guide development of the design of
other potential Cu(II)-based nanomagnets as well. Additional
aspects concerning modularity in our study may be invoked,
e.g. strongly coordinating counterions. Interestingly, demon-
strated modular character of alkoxy groups would allow one to
attach perfluorinated arms to evaluate the role of aliphatic
CH2 and CH3 vibrations on the relaxation behaviour in the
future. These aspects, together with the role of secondary
coordination sphere on magnetic relaxation mechanisms are
currently of particular interest.124
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