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r enantioselectivity predictions in
catalytic asymmetric b-C–H bond activation
reactions†

Ajnabiul Hoquea and Raghavan B. Sunoj *ab

The growth of catalytic asymmetric C–H bond activation reactions, as well as that in a seemingly disparate

domain like machine learning (ML), has been unprecedented. In due cognizance of the potential of such

technologies, we herein examine the utility of modern ML for one of the most recent Pd-catalyzed

enantioselective b-C(sp3)–H functionalization reactions using chiral amino acid ligands. Focus is on

a practically relevant small data regime problem consisting of 240 such reactions, wherein substituted

cycloalkanes undergo enantioselective to form arylated/alkenylated products. The molecular descriptors

from a mechanistically important metal–ligand–substrate complex are used for the first time to build

various ML models to predict % ee. The Deep Neural Network (DNN) offers accurate predictions with

a root mean square error (RMSE) of 6.3 ± 0.9% ee. The RMSEs of out-of-bag predictions on three

different reactions, namely, the enantioselective arylation of cyclobutyl carboxylic amide, the alkenylation

of isobutyric acid, and the C(sp3)–H arylation of free cyclopropylmethylamine are found to be 7.8, 5.0,

and 7.1% ee. This high generalizability of the DNN model suggests that it could be deployed for planning

and designing of asymmetric catalysis on small data settings. The application of explainable tools using

feature attribution methods on the DNN has identified important molecular features that impact the %

ee. The chemical insights gathered can effectively be employed in planning the synthesis of new

molecular targets.
Introduction

Over the past few decades, asymmetric catalysis has emerged as
an increasingly powerful platform for the construction of chiral
molecules of importance to the domains of pharmaceuticals,
agrochemicals, materials, natural products and so on.1 The
ever-growing requirements for efficient methods for chiral
synthesis led to the development of newer catalysts and reaction
protocols.2 Quite a few enabling tools, such as the use of
computational approaches, data-driven mathematical
modeling, and machine learning (ML), have found applications
in expediting catalysis research.3 While all these techniques
have certain advantages when applied to a given class of reac-
tions, generalizability across different catalytic reactions seems
formidable at this time.4 In this context, studies directed toward
examining the potential utility of various ML methods for
catalytic reactions are very timely.5
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The impact of ML on almost all domains of science and
technology is increasingly more visible now.6 Prodigious appli-
cations in retrosynthetic planning,7 de novo drug design,8

inverse design of materials,9 reaction condition predictions10

etc., are just a handful of applications of ML in the chemical
space. The successful exploitation of ML pivotally depends on
the availability of quality data.11 Improved access to various
molecular datasets has helped in developing good ML models
in predicting molecular properties as well as reactions.12 It
should be noted that in the early phase of discovering a new
asymmetric catalytic method, access to the data pertaining to
only a few hundreds of reactions is affordable. Building ML
models using a modest number of samples is therefore of
higher practical relevance, although it might turn out to be an
arduous task. In a proof-of-concept study from our laboratory
comprising 368 asymmetric hydrogenation reactions, designed
to predict the enantiomeric excess (% ee) using the random
forest (RF) MLmodel, gave a test root mean square error (RMSE)
of 8.4% ee.13 In their effort to predict the yield of the Buchwald–
Hartwig reaction, the Doyle group has obtained an RMSE of 7.5
for the test set with the RF model.14a These performance
matrices, on rather complex reactivity problems involving
multiple participating molecules besides a wide range of reac-
tion conditions, can be considered as a baseline for ML models
for chemical reactivity problems (vide infra).
© 2022 The Author(s). Published by the Royal Society of Chemistry
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While interesting demonstrations on the use of ML methods
for yield and selectivity predictions are available,14 one of the
most active domains in catalysis, namely C–H bond activation
reactions,15 has not received much attention yet. Taking
cognizance of the importance of this genre of catalytic reac-
tions, we became interested in examining a set of most recent
Pd catalyzed C(sp3)–H bond activation reactions16 promoted by
mono-protected chiral amino acid (MPAA) ligands
(Scheme 1A).19a Apart from the synthetic potential of this reac-
tion, it exhibits interesting mechanistic characteristics. For
instance, (a) minor changes in the electronic and/or steric
attributes of the a-side chain of the chiral MPAA ligand is
known to affect large changes in the enantioselectivity,17 (b) the
catalytic efficacy is known to be dependent on the nature of the
transition metal catalyst, additive, base, and other factors
(Scheme 1B).18 Thus, the identication and even tuning of
important molecular features might help in nding better
combinations of the reaction components capable of providing
high enantioselectivity. The key would be to map the stereo-
chemical outcome to a set of mechanistically important local
and global molecular descriptors.

In this work, we examine the suitability of ML methods for
predicting the enantioselectivity of b-C(sp3)–H functionaliza-
tion reactions. A well-trained ML model can be deployed to
identify untested reactions that could potentially offer higher
enantioselectivities. The insights into how different molecular
features of the chiral ligand, substrates, etc., inuence the
outcome of the reaction could help in predicting the efficacies
of various ligand scaffolds for a given pair of substrates.
Scheme 1 A representative example of (A) b-C(sp3)–H activation by the P
various likely components that may influence the enantioselectivity (% e

© 2022 The Author(s). Published by the Royal Society of Chemistry
Utilizing such ML protocols can save time and effort and can
therefore accelerate the reaction discovery workow.

Results and discussion

For ease of comprehension, discussions are organized into (i)
the preparation of the reaction dataset, (ii) the choice of a suit-
able reactivity model, (iii) chemical featurization, (iv) ML model
building, (v) performance comparison between different ML
models, (vi) out-of-bag prediction, and (vii) model interpret-
ability and guidelines for future experiments.

Reaction dataset

In the present study, manually curated data relevant to the
reaction are rst collected. The details of each reaction and the
corresponding enantioselectivity from previously reported
experimental studies have provided us with a total of 240
reactions.19 These reactions differ in terms of the nature of the
ligands bound to the Pd center, catalyst precursor, substrates,
coupling partner, additive, base, solvent, and the reaction
conditions (temperature, time, relative proportion of ligand/
base etc.).20 Various combinations between these participating
entities constitute a given reaction (sample), which in turn is
associated with an output value expressed in % ee. The diversity
of all the reaction components can be gathered from the
generalized representations shown in Fig. 1 and 2 respectively
for the chiral ligands and for the other components.

First, the diversity in the reaction stemming from the choice
of the chiral ligand needs attention. As can been be learned
d(OAc)2–MPAA catalytic system and (B) a schematic representation of
e).
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Fig. 1 (A) Generalized representations of individual chiral ligand families (highlighted atoms/bonds imply the common regions in each class of
ligands), and (B) details of various substituents in each ligand family.
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from Fig. 1A, there are four different chiral ligand families
denoted as LA, LB, LC, and LD. In these ligands, the a-stereogenic
carbon is decorated with different aryl or alkyl substituents
besides the differences in the protecting groups (Ac, Boc, Fmoc,
etc.), as shown in Fig. 1B. These variations together provide
a total of 77 chiral ligands with interesting variations in their
steric as well as electronic characteristics. Similarly, a range of
ve types of substrates are present in the dataset, which differ in
terms of the nature of substituents and the weakly coordinating
directing groups in them (Fig. 2). Some of these substrates
Fig. 2 Details of the substrates, coupling partner and other species invol
a representative set of examples of substituents in the coupling partners a
the ESI.†

© 2022 The Author(s). Published by the Royal Society of Chemistry
contain valuable cycloalkanes as found in certain bioactive
molecules.21 As far as the coupling partners are concerned, aryl/
vinyl iodides and aryl boronic acids, bearing a range of electron-
donating/-withdrawing substituents, together form about 51
unique possibilities.

Similar diversity in the reaction space can be gleaned from
the palladium catalyst precursor, base, additive, and solvent
used (Fig. 2). It is important to note that each of these compo-
nents have one or more distinctive role(s) in the mechanism of
the reaction. For instance, nature of the Pd-bound ligands is
ved in the reaction. The shared/common regions are highlighted. Only
re shown here (aR9 and b,cR11). Full details can be found in Section 1.2 in

Digital Discovery, 2022, 1, 926–940 | 929
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critical to the C–H activation step,22 whereas the base is gener-
ally regarded as involved in ligand de-protonation at some stage
during the course of the reaction. Changing the additive/solvent
can as well impact the reaction performance.23 Hence, adequate
representation of all these species in the dataset is important
for meaningful featurization of the reaction (vide infra). All the
above details indicate that the chosen dataset may be diverse
enough for building a reasonably good and general ML model
suitable for enantioselectivity predictions on asymmetric
C(sp3)–H functionalization reactions.

Choice of a chemically relevant model for feature extraction

A simplied way of looking at this reaction is as a combination
between the substrate and the coupling partner in the presence
of the catalyst. The reaction performance is therefore expected
to depend primarily on the nature of the catalyst, substrate, and
coupling partner. In building an ML model, one can consider
each species such as the ligand, catalyst precursor, substrate,
etc., as a free entity in its native form or as a composite inter-
mediate that may carry high-level mechanistic information. The
available mechanistic insights into similar C(sp3)–H function-
alization reactions, including those with the MPAA ligand,
could be made use of at this point.24 For instance, a direct
participation of the MPAA ligand in the C–H bond de-proton-
ation25 and the knowledge that C(sp3)–H bond activation is the
enantioselectivity controlling step in an APAO (N-acyl-protected
Fig. 3 Illustration of certain important local and global features in the m

930 | Digital Discovery, 2022, 1, 926–940
amino oxazoline) ligand assisted borylation of amides26 both
convey the importance of the C–H bond activation step in these
reactions.27

In light of the above mechanistic insights, it seems cogent to
consider that the preferential formation of the major enan-
tiomer is more likely to be dictated by the energy difference
between the diastereomeric transition states (TS) for the C–H
bond activation step. It would therefore be of interest to
examine the suitability of an intermediate, closer to that of the
enantiocontrolling transition state, as a molecular entity from
where chemically meaningful features could be collected for the
downstream ML tasks. An intermediate, such as the pre-
reacting complex for the C–H bond activation, might carry
valuable mechanistic information, making it a suitable candi-
date for developing a reaction model. In doing so, molecular
features can be extracted with much lower computing costs as
compared to those required for locating the corresponding
transition states. In this study, we have collected most of the
features from a composite model, denoted as the metal–ligand–
substrate (MLS) model as shown in Fig. 3, wherein the substrate
undergoing the C–H bond activation and the chiral ligand are
bound to the Pd center. It should, however, be noted that the
fuller set of features in this study includes the molecular
features of the coupling partner involved in the arylation/
alkenylation step of the reaction and those from other species
such as the base, additive and so on.
etal–ligand–substrate (MLS) model employed for feature extraction.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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The following aspects can be considered as the potential
advantages of the composite MLS model used for the chemical
featurization; (a) the bidentate binding of the chiral ligand to Pd
makes it conformationally less exible, (b) the directing group
on the substrate (carboxylate in the example shown in Fig. 3)
places the C–H bond in closer proximity to Pd, thereby helping
capture the important agostic interaction likely between the Pd
and the C–H bond, and (c) the ability of the C]O group to serve
as an internal base in a concerted metalation de-protonation
(CMD) mechanism is implicitly accommodated. These mecha-
nistically important characteristics of the composite MLSmodel
make it a reasonable alternative to the enantiocontrolling C–H
activation TS. It would therefore be intriguing to see whether
the features collected from the MLS model are effective in pre-
dicting the enantioselectivity of these C(sp3)–H bond activation
reactions.
Chemical featurization using molecular descriptors

The success of building an ML model for reactivity predictions
would demand good and adequate featurization of the partici-
pating components. These features should capture the struc-
tural, electronic, and global characteristics of the molecules, in
addition to carrying useful mechanistic information.28 We have
used the DFT(B3LYP-D3) optimized geometries of the MLS
model (Fig. 3) in the SMD continuum solvation model29 for
feature extraction. It has earlier been shown that the DFT
derived molecular features can serve as the representation for
obtaining good performance with various ML models for
chemical reactions.13,14 In this approach, the molecular features
across all the samples are likely to be of homogeneous quality,
thus making the trends, subtleties, and variance of any given
feature across the whole range of samples more reliable.

The steric effect of the substituents on the ligand is repre-
sented by the corresponding sterimol parameters (Fig. 3).30 In
other words, the differences in the spatial extent of various
substituents of the protecting group/side chain of the catalyst/
substrate (as seen in the MLS model) are captured using the
sterimol parameters. In addition, we have used percent buried
volume (% V) as another descriptor that provides a measure of
the steric bulk of the ligand.31 Local features such as bond
lengths and bond angles connecting important atoms are
considered from the common regions of the substrates. Simi-
larly, IR frequencies and intensities are included for improved
representation of the electronic characteristics of the key
bonds.32 Atomic descriptors, such as the natural charges and
NMR chemical shis, provide the site-specic electronic prop-
erties of specic atoms of high importance. A number of global
descriptors (HOMO, LUMO energy, dipole moment, CPK area,
etc.) are as well considered for adequate representation of the
full molecular space. Likewise, the coupling partners are rep-
resented by using the local parameters collected from the
highlighted region as well as by using certain global descriptors.
For the other reaction components, such as the base, additive,
and Pd pre-catalyst, we employed global parameters as listed in
Fig. 3. To accommodate the experimental conditions in the data
matrix, we have included reaction temperature, time, quantity
© 2022 The Author(s). Published by the Royal Society of Chemistry
of ligand/base, solvent dielectric as descriptors. Together, each
of the 240 reactions is described using 153 descriptors in total,
thus giving a data matrix having a sample with feature dimen-
sions of 240 × 153.33 This kind of intrinsic featurization is ex-
pected to represent the rich and diverse samples as considered
in our study and is more likely to be suitable for developing ML
models. In view of previous chemical featurization strat-
egies,13,14a wherein the catalyst and substrates were considered
as independent entities, we have also examined the perfor-
mance of our ML models by using the non-interacting or
independent participant approach.43a

The ML protocol

With the target value expressed as % ee being a continuous
variable, we have considered the present task as a regression
problem. The unevenly distributed output values seen in the
actual experiments indicate a class imbalance in the dataset,
with a scarcity of samples in the low ee range. To address this
issue, we have included synthetic data in the minority class in
the 0–80 class boundary, following the standard recommenda-
tion of the synthetic minority oversampling technique
(SMOTE).34 The primary data, henceforth used for training
various ML models, are inclusive of real and synthetic data.35

The dataset is randomized and divided into training and test
sets with an 80 : 20 ratio. The trained model with the optimal
hyperparameter combination is deployed to make predictions
on the test set.36 The model performance on the test set is
expressed in terms of the root mean square error (RMSE). It
measures the error between the predicted % ee and experi-
mentally reported % ee. To get an unbiased estimate of the
generalization error, 100 different randomized test–train splits
are constructed. The nal RMSE is reported as the average
RMSE over all the 100 runs using as many different test–train
partitions.

Performance of different ML models

The choice of an ML model depends on the nature of the
regression task at hand. Deep Neural Networks (DNNs) are
a type of non-linear method that has recently gained popularity
in data rich elds such as image analysis or natural language
processing.37 On relatively smaller data problems, DNN models
have outperformed traditional ML methods for quantitative
structure–activity relationship (QSAR) tasks.38 Denmark and
coworkers recently demonstrated that predictive modelling
based on deep feed-forward neural networks (DNNs) was about
as accurate as support vector machines (SVMs) in predicting %
ee for chiral phosphoric acid-catalyzed thiol addition to N-acy-
limines.14b In this work, we have employed a DNN as the primary
ML model for predicting the % ee for Pd-catalyzed asymmetric
functionalization through b-C(sp3)–H bond activation. The
model architecture consists of 153 input neurons and one
output, with ve hidden layers with a composition of 33, 150,
400, 168, and 128 neurons.39

We have developed independent DNN models for four
different chiral ligand families such as LA, LB, LC, and LD, as
shown in Fig. 1A.40 For the MPAA ligand (LA) with 69 samples,
Digital Discovery, 2022, 1, 926–940 | 931
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Fig. 4 The DNN model performance on different subsets and
combined sets expressed using the corresponding test RMSEs in % ee
units. The values shown in parentheses are the corresponding train
RMSEs. The number of samples in each ligand subset is LA (69), LB (56),
LC (79), and LD (36).
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a test RMSE of 5.3 ± 1.5% ee is found, albeit with notable over-
tting (Fig. 4). The test RMSEs of 7.6 ± 3.0 (LB), 4.8 ± 1.4 (LC),
and 8.0 ± 2.3 (LD) % ee are all found to be good for its practical
deployment. The ability of the DNN algorithm in predicting well
for the individual ligands prompted us to combine multiple
ligand families together. This approach would improve both the
diversity and the number of samples in the training set. Such
composite models are likely to be broader in scope and more
generalizable. The results of representative combinations such
as LA–LB, LA–LB–LC, and LA–LB–LC–LD are provided in Fig. 4.41

In a practically more likely situation during reaction devel-
opment, such as for enantioselective C(sp3)–H functionaliza-
tion, the experimental results may be available early on, which
belong to different chiral ligand scaffolds. Hence, the perfor-
mance of the DNN model on such combinations of subsets
would be of interest. Based on the similarity of the chiral ligand
scaffolds, we have considered reactions drawn from LA and LB
Fig. 5 Pie charts representing the actual difference between the experim
samples as seen in (A) the best run with an RMSE of 4.1% ee, and (B)
performance of the model), and (C) in all 100 runs. The numbers in red co
quantitative agreement with the experimental % ee) indicate the total sa

932 | Digital Discovery, 2022, 1, 926–940
families, to develop a new DNN model. In this two-ligand
model, the test sets consist of randomly chosen reactions
from either of the chiral ligand families. The trained DNN
model predicted the % ee with a very good test RMSE of 6.0 ±

1.8% ee, which is encouraging.
Next, to construct a more inclusive set, we have considered

all the reactions involving three chiral ligands LA, LB, and LC
together. Differences in the stereoelectronic characteristics of
the ligand donor atoms make this dataset much more diverse
(Fig. 1). Using this expanded sample space, the trained DNN
model offered very good predictions with an RMSE of 5.8 ±

0.9% ee. One of the reasons for this improved performance of
the combined model could possibly be due to an increase in the
number of samples in the minority class. For instance, the
number of samples in the 0–60% ee range was 2 and 3 respec-
tively in the LB and LC subsets. In the composite set LA + LB + LC,
the presence of 13 samples in the minority class appears to
strengthen the predictive capability of the model. In the nal
DNN model, the full data matrix, encompassing all the chiral
ligand families, is taken into consideration.42 An impressive
RMSE of 6.3 ± 0.9% ee is obtained for this unied model.43 The
key advantage of such a unied model is that it could predict
well on samples belonging to any of the subsets.

In the nal unied model consisting of a total of 240 samples,
predictions on 48 randomized reactions belonging to the test set
are made in every run.44 Thus, thousands of predictions over 100
such independent runs would help assess the overall model
performance. In this process, for every given sample, more than
one predicted value becomes available. Analysis reveals that most
of these predictions are in excellent agreement with the experi-
mental % ee values (Fig. 5). For instance, the predicted values of
97% of samples are within 15 units of the actual values. In
a typical run, an RMSE of 6.3% ee would mean that only 5 out of
the 48 samples have an error of 10 units or higher. In the best run
(RMSE of 4.1% ee), 47 samples are within 10 units of the exper-
imental % ee value. These are promising indicators of the ability
of the DNN model to efficiently learn on the data for the enan-
tioselective C(sp3)–H functionalization reaction.

A comparison of the DNN performance with the other
commonly used ML models in the domain of chemical
ental and predicted % ee using the unified DNN model for the 48 test
in a typical run of RMSE 6.3% ee (which is the closest to the overall
lor shown adjacent to the respective colored strips (for a given range of
mples in a given interval.
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reactivity is as well made here. Interestingly, perusal of Fig. 6
reveals that the DNN offered superior performance to the other
such alternatives, given the expected generalization issues due
to over-tting arising from the use of small data with an
inherent class imbalance. Different ML models can be
compared using their test RMSEs, which are as follows; k-
nearest neighbors (kNN, 6.4 ± 1.0), random forest (RF, 6.3 ±

0.7), gradient boosting (GB, 6.5 ± 0.8), Gaussian process
regression with RBF kernel (GPRRBF, 6.3 ± 0.9), and decision
tree (DT, 7.5 ± 1.3).45 Despite the comparable performance of
the RF model as well as a slightly lower overtting than the
DNN, we consider the DNN as our best model here. It is
instructive to note that the output values predicted by the RF
were a result of two-level averaging.46 An upper bound of the
predicted % ee by the RF model is found to fold into a value of
91 due to such averaging, whereas a higher predicted value
could be seen in the DNN.

Aer having established the ability of the DNN model built
using the physical organic molecular descriptors obtained from
the metal–ligand–substrate (MLS) complex involved in diverse
enantioselective C(sp3)–H functionalization reactions, we wan-
ted to examine the importance of chemical featurization. On
this front, we have carried out three additional experiments
using the DNN algorithm.47 First, the output values are
randomly shuffled, such that the respective features are not
associated with their true output. When trained with such
a scrambled dataset, a test set RMSE of 17.8 ± 3.1% ee is ob-
tained. Second, we have generated a dataset in which the values
of the features are replaced with random numbers that follow
a normal distribution (i.e., mean of 0 and standard deviation of
1). Such generated numbers would have neither any chemical
signicance nor similarity to the chemical descriptors. A test
RMSE of 18.2 ± 4.1% ee obtained in these runs indicates
a worsened performance as compared to that obtained using
the actual chemical descriptors. In the third control
Fig. 6 Performance comparison between different ML models, RMSEs
nearest neighbor (k-NN), random forest (RF), gradient boosting (GB), GP
denote the corresponding standard deviation.

© 2022 The Author(s). Published by the Royal Society of Chemistry
experiment, we have used one-hot encoded vectors (OHEs) as
the descriptor, which simply connotes the presence or absence
of a chemical entity in any given reaction.48 The trained algo-
rithm with this binary encoded dataset yields a test RMSE of
15.0 ± 4.1% ee. The strikingly lower performances, as noted
with the above-mentioned alternative featurization techniques
as compared to the chemically meaningful physical organic
descriptors, implicitly endorses the importance of the latter for
studying the chemical reactivity problem at hand.

As another approach toward ascertaining the sufficiency of
our chemical featurization, we have employed an unsupervised
learning technique on the feature space. A correlation analysis of
the features is carried out, without exposing the output values,
with an intent of reducing the number of features considered in
the model building. The removal of the correlated features with
correlation coefficients of 0.9 or higher resulted in 114 features
from a total of 153.49 The freshly trained DNN model with these
114 features returned a test RMSE of 8.6 ± 1.8% ee, which is
obviously higher than 6.3 ± 0.9% ee obtained with the full
feature space. With further reduction in the number of features
to 83 (by setting the correlation coefficient down to 0.8 or higher),
the test RMSE deteriorated to 8.3 ± 1.4% ee. Similarly, we have
performed a couple of additional experiments, wherein DNN
models are built using a subset of features obtained by deleting
a handpicked set of features that are expected to be of higher
mechanistic importance. For instance, atomic descriptors of the
key atoms of the chiral ligand/substrate, which are bound to Pd,
as well as those belonging to the bonds around the site of reac-
tion, are kept aside from the feature matrix. The test RMSEs of
these DNN models are found to be much higher (10% ee).50 A
comparatively poorer performance noted upon various feature
reductionmethods as compared to those with the full feature list
could be considered as evidence that the chosen number of
chemical descriptors provides adequate features for describing
the reactivity problem as studied.
for different ML models such as the deep neural network (DNN), k-
R with the RBF kernel (GPRRBF), and decision tree (DT). The error bars
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Prediction on out-of-bag samples

Internal validation, such as cross-validation, does not always
ensure the quality of an ML model. One of the standard
Fig. 7 Details of various reacting partners for all three sets of out-of-b
model.

934 | Digital Discovery, 2022, 1, 926–940
practices in determining the efficacy and model generalizability
is to test on out-of-bag (OOB) samples. This entails the use of
separate sample sets (which are not present in the training and
ag samples considered for examining the generalizability of the DNN

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 The goodness of the predicted % ee expressed in terms of the number of samples across different ranges of % ee for Set-1, Set-2, and Set-
3 out-of-bag samples. The numbers in red color shown adjacent to the respective colored strips (for a given range of quantitative agreement
with the experimental % ee) indicate the total samples in a given interval.
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test sets) to validate the performance of the ML model. We used
three different sets of Pd(II)-catalyzed enantioselective b-C(sp3)–
H bond activation reactions as the OOB samples, details of
which are shown in Fig. 7.51 Set-1 contains 36 new asymmetric
arylation/vinylation reactions of cyclobutyl carboxylic amide,19d

while 48 arylation/alkenylation reactions of isobutyric acid
constitute Set-2, both involving the chiral APAQ ligands.52 In
Set-3, a total of 17 g-C(sp3)–H arylation reactions of free cyclo-
propylmethylamine using mono-N-protected aminoethyl thio-
ether (MPAThio) as the ligand are considered.53 It may be
recollected that the original DNN model has been developed
using reactions containing cyclic substrates and different vari-
ants of amino acids as the chiral ligand (LA, LB, LC, and LD as
shown in Fig. 1), which are different from the OOB sets with
newer acyclic substrate, a different variant of the MPAA ligand
with S-donating atoms besides the alkenyl coupling partners.

A comparison of these OOB samples and those in the orig-
inal training set is prudent at this juncture to highlight the key
details of the sample diversity. Set-1 reactions undergoing the b-
C(sp3)–H bond activation differ from the training set primarily
in the nature of the coupling partner as well as the chiral ligand
(Fig. 7), latter bearing an i-Pr group on the stereogenic center of
the oxazoline ring (compare with LD in Fig. 1B). In Set-2 acyclic
substrates are involved while those in the training set were all
cyclic substrates. In addition, the newer coupling partners in
Set-2 consist of heteroaryl iodides, para-substituted aryl iodides,
and a number of E-styrenyl iodides all contributing to the
desirable sample diversity in the OOB test (Fig. 7). More inter-
estingly, in the case of Set-3, both the ligand and the substrates
are very new to the trained model. A comparison between the
initially used training samples (shown in Fig. 1) and that in the
OOB set in Fig. 7 reveals the contrast. For instance, the chiral
ligand is a mono-N-protected thioether and the substituents on
the substrate cyclopropylmethylamine contain various aliphatic
chains as well as aryl group decorations on such aliphatic
chains (e.g., R13 as shown in Fig. 7C). The above aspects of the
diversity of OOB test samples that are used in this study, as
compared to the original training set samples, engenders
a similar condence to that of a prospective validation of our
ML model. Furthermore, current practices in the use of ML in
chemical space indicate that model generalizability checks by
© 2022 The Author(s). Published by the Royal Society of Chemistry
way of using OOB tests are widely seen54 compared to a potential
alternative of experimental verication of ML predictions.55

The DNN model trained using all the reactions are deployed
for predicting on OOB samples.42 Interestingly, very good
predictions for Set-1, Set-2 and Set-3 with an RMSE of 7.8, 5.0
and 7.1% ee respectively are obtained. Given the notable
diversity of samples in Set-3 compared to those in the training
set, we wondered whether improved representation of such
samples in the training might become benecial. To examine
this hypothesis, we have moved just about four randomized
samples from the 17 OOB samples to train a new DNN model.
This new model offered a remarkably superior performance
with an RMSE of 1.95% ee for the remaining 13 OOB samples.56

A summary of the quality of predictions on the OOB samples
across all three sets can be gleaned from Fig. 8. It can be noted
that the difference between the experimental and predicted %
ee for a large majority of samples is <10% ee units. The ability of
the DNN model in providing good quality predictions for
unseen samples demonstrates its potential to serve as an
important tool for assessing the performance for newer reac-
tions prior to their actual experimental validation. In summary,
the DNN model built on mechanistically meaningful molecular
descriptors could be efficiently employed in real-world appli-
cations such as for enantioselectivity predictions on an impor-
tant contemporary reaction like the Pd-catalyzed asymmetric b-
C(sp3)–H bond activation.
ML model interpretability and clues for planning future
experiments

With these promising results, it would be more interesting to
rationalize ML model decisions. Extracting the key insights
from the model would gain better acceptance of ML-driven
predictions in asymmetric catalysis.57 Herein, we used
a conceptual appealing feature attribution method known as
Shapley additive explanations (SHAP), for decoding the complex
DNN model employed in our study.58 We have utilized the
ability of the SHAP59 method in recognizing some of the
geometric and electronic features of the MLS system or their
combinations that may have a signicant inuence on the
desired output expressed in % ee.60
Digital Discovery, 2022, 1, 926–940 | 935
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Fig. 9 Plots representing global feature importance as obtained using the SHAP method. (A) Summary plot where each point on the plot
represents a SHAP value for a feature that is attributed to a particular reaction. The red, blue and purple colors respectively denote high, low, and
intermediate values of features. The y-axis carries the feature list in the order of decreasing importance from top to bottom, whereas the SHAP
values are on the x-axis. Positive SHAP values indicate model output promotion, while negative values indicate model output repression. A SHAP
value of +5 for a specific reaction indicates that the value of that feature increases the output of the model by 5% ee. (B) Bar plot represents the
average SHAP value across all samples for all features (full details of various features can be found in Fig. 3).
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We have considered the best test run (RMSE of 4.1% ee) of
the trained DNN model built on the molecular features
collected from the MLS system. Fig. 9A depicts the distribution
of the SHAP interaction values across the top 20 most effective
features for the 48 test samples. This summary plot describes
the importance of features as well as their effects. It can be
noticed that an electronic parameter such as the NMR chemical
shi of the rst atom of the a-substituent of the substrate
(NMR15-MLS) appears as the most important feature inu-
encing the % ee. This parameter may be tuned by way of
introducing suitable a-substituents on the substrate. Intuitively
appealing are the high ranks found for the other top features
such as the vibrational intensities of (a) the directing group
(VI(C9]O13)-MLS), (b) the very b-C(sp3)–H bond of the
substrate (VI(C11–H12)-MLS) that undergoes the C–H bond
activation, and (c) the C]O bond of the N-protecting group of
the chiral ligand (VI(C6]O7)-MLS). The emergence of these
features as the prominent ones implies that our MLS model is
able to capture how the reaction outcome depends on a set of
comprehensible electronic factors arising from the protecting
group, directing group, and nature of the Pd-bound chiral
ligand.61

Another aspect of this study is to examine how the output
will be affected by the magnitude of various features. A positive
SHAP value indicates promotion, while a negative value conveys
repression. For example, a substrate with a higher intensity for
the C9]O13 or C11–H12 stretching (red points in Fig. 9A) is
more likely to give high % ee. Notably, top 20 of these features
936 | Digital Discovery, 2022, 1, 926–940
are not just from the MLS entity, but also include those of the
coupling partner, and even the solvent. This suggests that the
features of the other reaction partners are equally important
and therefore a cumulative inuence is most likely to be seen in
the desired % ee. The average impact of each feature and their
mean SHAP values are shown in Fig. 9B. The average SHAP value
of about 8 and 7 units respectively for VI(C9]O13)-MLS and
VI(C11–H12)-MLS suggests that a change in % ee by 8 and 7
units is likely by changing these features. Modications to other
features such as NMR15-MLS, VI(C6]O7)-MLS, etc., from the
list of important features shown in Fig. 9B could similarly help
in making an informed choice of the reactants/chiral ligand
toward designing new reactions.62 We have provided a complete
and simplied workow for planning new experiments that can
make best use of ML-enabled asymmetric catalysis. Following
such a protocol, tuning of these key features, particularly during
the reaction development or for furthering the scope of this
family of reaction, could be benecial. The recommended
approach can save time and sources in choosing an appropriate
chiral ligand and potential substrates for a desired target
molecule.

Conclusions

We have developed machine learning protocols for a series of
synthetically important Pd-catalyzed asymmetric b-C(sp3)–H
bond activation reactions promoted by chiral mono-N-protected
amino acid (MPAA) ligands. The reaction is well known for its
© 2022 The Author(s). Published by the Royal Society of Chemistry
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ability to couple cycloalkanes with aryl coupling partners,
through an enantioselective b-C(sp3)–H bond activation as the
key mechanistic step, wherein the MPAA ligand serves as the
primary source of chirality. The machine learning models, built
using the quantum mechanically derived molecular descriptors
of the respective catalyst–substrate complexes of hundreds of
reactions, have been able to offer very good performance in
predicting the enantioselectivity of these asymmetric b-C(sp3)–
H bond activation reactions. In particular, the deep neural
network (DNN) performed signicantly well with a test RMSE of
6.3 ± 0.9% ee. The model generalizability has been assessed by
predicting on several unseen reactions, drawn from three
different sets of out-of-bag samples comprising new and diverse
substrates, coupling partners, and chiral ligands. The trained
DNN model offered promising predictive capabilities as indi-
cated by the test RMSEs of 7.8, 5.0 and 7.1% ee respectively for
enantioselective arylation of cyclobutyl carboxylic amide, alke-
nylation of isobutyric acid, and g-C(sp3)–H arylation of free
cyclopropylmethylamine. Thus, the deployment of the DNN
model, built on the initial set of substrates/coupling partners/
chiral ligands, can serve as a valuable guide toward identi-
fying the combinations of substrates/coupling partners/chiral
ligands that are likely to offer high enantioselectivities. We
further illustrated that feature attribution methods can help in
understanding how important molecular features impact the %
ee and how such chemical insights obtained from the DNN can
be made use of in planning the synthesis of novel target
compounds. The promising combinations could then be sub-
jected to experimental validation, which in turn would help
expedite the reaction discovery.
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