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Crystal chemical space is vast, and only a fraction of it has been
explored. To guide expensive experimental efforts, computa-
tional materials design is increasingly applied to screen crystal
chemical space to discover elemental compositions and crystal
structures with desired functionality. But how many of these are
realisable and how can we avoid ‘plausible predictions of

fantasy materials’?*

When a certain chemical composition in a crystal structure
is predicted to exhibit a desired set of properties, the question
one must ask is whether this material will be stable and syn-
thesisable. In virtual materials screening studies, the stability
is often defined in terms of athermal internal energies,
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Free energy predictions for crystal stability and
synthesisability

Kasper Tolborg, ©2 Johan Klarbring,® Alex M. Ganose € and Aron Walsh © *@

What is the likelihood that a hypothetical material—the combination of a composition and crystal
structure—can be formed? Underpinning the reliability of predictions for local or global crystal stability is
the choice of thermodynamic potential. Here, we discuss recent advances in free energy descriptions for
crystals including both harmonic and anharmonic phonon contributions to the vibrational entropy. We
critically discuss some of the techniques and descriptors, including data-driven machine learning
approaches, being developed to assess the stability and synthesisability of solids. Avenues are highlighted
that deserve further attention including thermodynamic and kinetic factors that govern the accessibility
of metastable structures away from equilibrium.

typically referred to as total energies, and (synthesisable)
materials with an energy above the energetic convex hull are
termed metastable.

Using this metric, analysis of almost 30 000 total energies in
the Materials Project indicated that 50.5% of experimentally
observed structures are metastable with respect to competing
phases with a median energy of 15 meV per atom above the
convex hull.> Since 90% of the metastable structures were
observed to have energies of less than 67 meV per atom above
the convex hull, a metastability window of 100 meV per atom is
often assumed for a candidate material to be ‘accessible’.

However, as this accessible window is chemistry dependent,
an alternative descriptor has been proposed based on the
amorphous limit. Here, only crystalline phases of lower energy
than the amorphous ‘polymorph’ of the relevant composition
is considered accessible, as the barrier for transformation to
an amorphous state must be low.* Fig. 1 illustrates this
stability window. Here, two phases are thermodynamically
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Fig. 1 Schematic of phase stability as a function of temperature
following Aykol et al.* Two phases are thermodynamically stable below
the melting point, T, at low and high temperature, respectively.
Furthermore, two phases that are never thermodynamically stable are
indicated; one of these can be metastable, whereas the other is
unstable at all conditions, since it is of higher energy than an amor-
phous phase. The amorphous phase is depicted as a continuation of
the liquid phase, although small deviations are expected due to
differences in the structure of a liquid and an amorphous solid.

stable at different conditions, one phase is metastable, and
potentially synthesisable, since it is of lower energy than the
amorphous phase, while the last phase is inaccessible, since it
should spontaneously decompose into the amorphous phase.

The above definition of metastability includes both materials
that are thermodynamically stable at some other set of condi-
tions (e.g. high temperature or pressure) and materials that are
not thermodynamically stable at any set of equilibrium condi-
tions, but may still be formed under certain synthesis condi-
tions and remain kinetically stable. Thus, it is clear that for
a full assessment of stability, we must go beyond metrics based
on athermal energies. In this perspective, we assess the current
status of the field including advances in free energy descrip-
tions and statistical models to assess crystal stability and
synthesisability.
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1. Local and global stability

Before assessing how temperature dependent stability metrics
can be calculated, a more rigorous definition of stability is
warranted. Stability can be defined in many complementary
ways, but importantly, we must distinguish between local and
global stability.

The local stability of a material determines if the material
will spontaneously transform into a different structure.
Macroscopically, the local stability can be defined in terms of
a positive bulk compressability or more precisely using elastic
constant relations.*

On a microscopic level, local stability requires that no infini-
tesimal (collective) atomic displacements result in a decrease in
energy. This means that all vibrations should have positive
frequencies (w) to ensure that all deformations of the atomic
positions have an energetic penalty. Thus, the phonon frequencies
become imaginaty, > < 0, for a locally unstable crystal structure.

Note however, that the phonon frequencies are in general
dependent on pressure and temperature. Thus, if local stability
is examined in a screening study based on its temperature
independent (harmonic, see below) phonon dispersion,
a material may be deemed unsuitable due to a local instability.
Thus, materials that are stable at ambient conditions may be
rejected due to low temperature instabilities.

Global stability is defined in terms of thermodynamic
potentials, i.e. a material is globally stable if for a set of ther-
modynamic conditions, it is the global minimum of the relevant
thermodynamic potential. For most practical cases, the relevant
thermodynamic potential will be the Gibbs free energy, but
others may be relevant depending on conditions. When
considering global stability, it is important to note that the
stability must be considered with respect to all competing
phases—i.e. to both polymorphs of the same compositions, and
to separation into multiple phases.®

2. Metastability

Based on our definitions of local and global stability, we can
define metastable materials more generally as materials that are
locally stable, but globally unstable at a given set of conditions.
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Fig. 2 Free energy as a function of order parameter, n, for (left)
a material with a first-order phase transition, and (right) a material with
a second order phase transition. In both cases two different phases are
globally stable at high and low temperature, respectively, but only in
the left case, a metastable phase can be retained.

Metastable materials can, in principle, transform to a lower
energy state, but in many cases, they have sufficient lifetimes for
preparation, characterisation, or practical applications.
Common examples are anatase TiO, (ref. 6) and diamond,” and
a more complex recent case is the synthesis of wurtzite-derived
B-CuGaO0,, which usually adopts a delafossite structure, by ion
exchange of NaGaO,.?

Fig. 2 illustrates competing phase stability as a function of
an order parameter, which for simplicity can be imagined as an
atomic displacement. In the left panel, two phases are locally
stable at low temperature, and the phase at negative order
parameter is globally stable, whereas the other phase is meta-
stable. With increasing temperature, the phase at positive order
parameter becomes globally stable. In this case, a first order
phase transition with hysteresis is expected between the two
phases, since each phase will remain metastable in (part of) the
temperature region, where the competing phase becomes
globally stable. In the right panel, a phase at zero order
parameter is both locally and globally stable at high tempera-
ture, whereas the phase at finite order parameter becomes both
locally and globally stable at low temperatures. This is expected
to result in a second-order phase transition between the phases
with no hysteresis. Importantly, only in the case of the left
figure, the high temperature phase can be retained to low
temperature, since it remains locally stable.

3. Phase competition

To asses the stability of a material, first one has to consider with
respect to “what” the material should be stable. This is done in
the form of an appropriate chemical reaction.

The stability of a crystal (ABC) with respect to atoms

A(g) + B(g) + C(g) — ABC 1)

or ions
A'(g) + B'(g) + C*"(g) — ABC @)
is a poor discriminator as it will be exothermic for most mate-

rials. A more realistic reference is the elemental standard states
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A(s) + B(s) + C(g) — ABC (3)

but this is unlikely to be a limiting factor for stability. In multi-
component solids, secondary phases that form from dispro-
portionation reactions are often in close competition, such as

ABC — A(s) + BC(s) (4)
or
2ABC — AC(s) + B,C(s) (5)

In some cases, it may be appropriate to consider an external
environment such as oxygen or water, which can form addi-
tional degradation products.®

ABC + %Oz(g) —AO(s) +BO(s) + CO(s) (6)

This approach can be generalised to n-component chemical
systems using convex hull analysis. An overview of this method
for equilibrium phase stability over large chemical spaces has
been provided by Bartel.®

4. Thermodynamic potential

To determine whether a material is stable at all, or only under
a specific set of conditions, requires a suitable thermodynamic
potential to be chosen. Here, we focus on quantities accessible
from atomistic modelling, which is widely used to accelerate
chemical discovery.

4.1. Internal energy (AU)

A common choice of energy for prediction of stability is the
internal energy of a system, which is the relevant thermodynamic
potential to be minimised under constant entropy and volume.
These conditions are, however, hardly realisable and the athermal
internal energy, typically referred to as the total energy, is more
often used as a low-cost approximation to the full free energy.

The total energy is fundamental to density functional theory
and is readily obtainable from static simulations of the ground
state crystal structure. It is a functional of the electron
density (1) as

Uprr|ng] = (¥[no)

where the Hamiltonian operator (+#) encompasses the range of
electron/nuclear interaction terms and ¥ is the electron wave-
function, itself a functional of the electron density.*®"

In practice, absolute values of internal energy are rarely
useful in isolation, and we must focus on energy differences
(AU) between the different species for balanced chemical reac-
tions such as those considered above. The total energies of
different materials cannot be directly compared between codes
and a set of common parameters must be chosen for each study.
To overcome this limitation, systematic calculations are per-
formed to compile a dataset, e.g. as curated within the Materials
Project' or the Open Quantum Materials Database.™

AW nol), (7)

© 2022 The Author(s). Published by the Royal Society of Chemistry
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The internal energy is easily extended to include pressure
effects through the enthalpy. The associated PV term is usually
negligible for condensed phases at ambient conditions due to
the low compressibility of solids, but becomes important at
elevated pressures such as those in the Earth's mantle.**

4.2. Free energy (AG)

Many materials only appear on phase diagrams at ‘high’
temperature, so a treatment of thermal effects is essential for
prediction of materials stability at ambient and elevated
temperatures. The central role of entropy in thermodynamics is
evident from the Gibbs free energy

G=U+PV—TS=F+PV, (8)

where T is temperature and F = U — TS is the Helmholtz free
energy. The balance between enthalpy and entropy underpins
many crystal processes, including defect formation and the
miscibility limits for solid solutions of two or more crystals.” As
noted by Dunitz, enthalpy-entropy compensation is a general
feature of chemical reactions, and phase transitions in
particular.*®

For most crystals, the dominant entropy term is vibrational
and there are several descriptions to consider.

4.2.1. Harmonic phonons. Even in a perfect crystal, atoms
vibrate around their average crystallographic positions giving
rise to thermal disorder (entropy). The extent of the atomic
displacements depends on the temperature and the vibrational
frequencies of the crystal. Lower energy vibrations give rise to
greater thermal disorder.

The vibrational entropy, S,i», can be obtained by appropri-
ately summing the phonon frequencies of a system over bands
() and wavevectors (q)."” The associated phonon density of
states can be calculated (e.g. lattice dynamics) or measured (e.g.
inelastic neutron scattering). Within the harmonic approxima-
tion (HA), the vibrational entropy is given by

1
Sy = ﬁ;hqu coth (hwq, / 2k T)

— kg _In[2 sinh (fiwg, /2ks T)], )

rvq
where ,4 is the phonon frequency for band » and wavevector q.
While the absolute value of S,;, can easily exceed 100 kg," in
balanced reactions such as eqn (4), the resulting change

ASyi, = Z Syib — Z Svib

products reactants

(10)

is smaller and typically in the range 0-5 kg.

In practice, rather than the vibrational entropy, the vibra-
tional free energy, Fi,, is used for convenience. The expression
also includes a correction to the internal energy due to zero-
point motion

FoA %Zhqu + kBTZIn[l —exp( —hwg [ksT)].
v

vq

(1)

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Calculated harmonic phonon information and the associ-
ated free energies are becoming increasingly available in
materials databases, including PhononDB" and the Materials
Project.*® This paves the way for easier integration of finite
temperature free energies in materials screening studies, and
gives important data sets for data-driven machine learning
studies aimed at predicting finite temperature properties (see
below).

Beyond free energies, phonon calculations come with an
additional indicator of crystal stability. Displacements that
result in a lower energy structure manifest as imaginary phonon
frequencies. Thus, a material with no imaginary frequencies is
locally stable. If the instability involves a phonon mode away
from the centre of the Brillouin zone, this structural transition
will require an expansion of the crystallographic unit cell along
a particular direction. For example, most cubic perovskites
feature instabilities associated with octahedral tilting that
require expansions of the unit cell to describe.**>*

In practice, many structures, including a wide range of cubic
perovskites, predicted to be dynamically unstable from
harmonic phonon theory are in fact stable at finite tempera-
tures. This results from thermal renormalisation of the phonon
frequencies, which will be considered in detail below. Further-
more, the vibrational free energy in eqn (11) becomes ill-defined
for imaginary modes. Thus, harmonic phonon theory will
fundamentally fail to predict the thermodynamic stability of
these structures at elevated temperatures—also when the HA is
only used to compare free energies. To model such cases,
anharmonic contributions are essential.

4.2.2. Quasi-harmonic approximation. Despite its merits,
harmonic phonon theory fails to predict several important
physical phenomena, including thermal expansion and lattice
thermal conductivity. The former can be modelled within the
quasi-harmonic approximation (QHA), which is arguably the
simplest treatment of anharmonic effects.>* Here, the effect of
volume on the phonon frequencies is considered and the free
energy at a given temperature is minimized with respect to
volume as

G(T, P)=min(U(V)+ Fu(T, V)+PV). (12)

The QHA often gives reasonable predictions of the anhar-

v 8(;)/,,) and the thermal

monic Griineisen parameter (y,, =%
W,

expansion in materials—either as a result of negligible intrinsic
anharmonic effects or due to a fortuitous cancellation of
errors.”>*®

The change in unit cell volume can have profound impact on
phonon frequencies, and thus the free energy. This can affect
the relative stability of different phases or polymorphs and lead
to more accurate predictions of stability ranges. Indeed, there
are many examples of temperature-driven (first-order) phase
transitions that are well described within the QHA, including
the monoclinic-to-tetragonal phase transition in ZrO, (ref. 27)
and the o-to-f transition in elemental Sn,*® through to more
complex hybrid organic-inorganic crystals.'®

Digital Discovery, 2022, 1, 586-595 | 589
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4.2.3. Anharmonic phonon theory. The (Q)HA breaks down
in multiple cases. Most strikingly, this happens when imaginary
phonon modes are present in the harmonic phonon disper-
sion.” This is the case in displacive phase transitions in general
and for several technologically important materials, including
the aforementioned perovskite family. Even for a seemingly
simple material such as NaCl, predictions of some thermal
properties are inaccurately described within the QHA.*® Anhar-
monic theories extend the reach of phonon-based approaches
significantly beyond the (Q)HA.

In recent years, one of the most common applications has
been the calculation of mode lifetimes for predictions of lattice
thermal conductivity. To a first approximation, thermal
conductivity from finite lifetimes due to phonon-phonon scat-
tering can be calculated from perturbation theory on top of the
harmonic phonon dispersion, typically based on third-order
force constants.*® This perturbative treatment, however, does
not result in a correction to imaginary modes or modification of
the free energy.

For predictions of crystal stability including anharmonic
effects, two approaches can be taken. In the first case, the aim is
to obtain temperature renormalised phonon dispersions to
predict when a material will become dynamically (and therefore
locally) stable. In the second case, the anharmonic vibrational
free energy is used to compare the stability of different phases.

Temperature dependent phonon information can be ob-
tained in several ways. The most popular methods are based on
the temperature dependent effective potential (TDEP),** self-
consistent phonon theory (SCPH),*** stochastic self-
consistent harmonic approximation (SSCHA),** and the
velocity auto-correlation function from molecular dynamics
trajectories.”® The features of several software packages that
employ these approaches are compared in Table 1. These
methods have become accessible thanks to increased
computing power, as well as novel methods for efficient force
constant extraction, such as those based on compressive
sensing.*¢

The stabilisation of high temperature phases has been re-
ported based on renormalised phonon modes.***”"* Tempera-
ture dependent phonons are particularly well suited for the
description of second order, soft-mode phase transitions, which
can be clearly described from the softening of a single phonon
mode. Thus, the temperature above which a high temperature

View Article Online
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(higher symmetry) phase is stable can be predicted from the
temperature at which an imaginary mode becomes real.
Generally, experimental phase transition temperatures for
second-order phase transitions are reproduced with reasonable
accuracy using this method, but examples show that care must
be taken to include high enough orders of anharmonicity.*”** It
is important to note that several anharmonic phonon methods
require all phonon frequencies to be real by definition. Thus
when predicting phase transition temperatures from these
methods care must be taken to evaluate the frequency as
a function of temperature well above the transition tempera-
ture, from which the frequency can be extrapolated to zero.**

For predictions of global stability, the anharmonic vibra-
tional free energy is required. The first choice is to use the
expression for the harmonic free energy from eqn (11) with the
renormalised phonon frequencies instead of the harmonic
ones. This allows for calculation of free energies for phases with
dynamic instabilities in their harmonic phonon dispersion.
However, importantly, an extra correction term must be
included to fulfil the first-order cumulant expansion. Within
SCPH, the first-order term including the harmonic contribu-
tions with renormalised frequencies is given as*®

F = ke T _In[2 sinh (hQq, /2ksT)] — %Z [quz
rq

rq

HA
- (¢ >cq,)j]} tar, (13)
where Qg, are the renormalised frequencies, the last term in the
second sum corresponds to a unitary transformation of
. . h
harmonic frequencies, and ag, = Yo [1 4+ 2n(Qqy)] where n(w)
qv
is the Bose-Einstein distribution. The first sum corresponds to
a simple rearrangement of eqn (11).
Within TDEP, a slightly different approach is taken, where
the free energy reads
FIPED) = Uy + Fp, (14)
Fyi» is given as in eqn (11), but with thermally renormalized
phonon frequencies, and U, is a temperature dependent
renormalized baseline energy.**
Phonon free energies, including the SCPH and TDEP
expressions, can be augmented by perturbative corrections.*

Table 1 A collection of software packages that support anharmonic phonon and free energy calculations

Package Anharmonic phonon method Force constant extraction Free energy method

Alamode*” Self-consistent phonons Compressive sensing Renormalized phonons + higher
orders

Dynaphopy” Projected velocity auto-correlation Molecular dynamics (MD) Renormalized phonons

hiPhive® Effective harmonic models Compressive sensing Harmonic only

Phonopy? Quasi-harmonic approximation Finite displacements Harmonic only

TDEP® Effective harmonic models Stochastic sampling or MD Renormalised phonons + higher
orders

SSCHA Stochastic self-consistent phonons Stochastic sampling Direct minimisation

“ https://github.com/ttadano/alamode.”

b https://abelcarreras.github.io/DynaPhoPy.**

© https://hiphive.materialsmodeling.org.”> ¢ http://

phonopy.sourceforge.net.'” ° http://ollehellman.github.io.“f http://sscha.eu.*
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These include the so-called bubble correction based on third-
order force constants as well as higher order corrections.>****

These free energy methods have seen their merits in pre-
dicting thermal expansion beyond the QHA, including the
negative thermal expansion of ScF;.****** For applications to
phase stability, TDEP has been used to obtain a phase diagram
of SnSe, for which the high temperature Cmcm phase is
dynamically unstable,* and for CrN, for which the vibrational
entropy contributes significantly to the magnetic and structural
phase transition.* Two recent examples for phase stability
using the SCPH methodology are the pressure induced wurtzite
to rocksalt transition in GaN,*® and the relative free energy
between four phases of CsPbl;.*”

Finally, rather than relying on calculating the free energy
based on the phonon dispersion to a given anharmonic order, it
is also possible to minimize the free energy during structure
optimisation.*®** This is the approach used in the stochastic
self-consistent harmonic approximation (SSCHA) method,
where the free energy surface is sampled stochastically.** It has
been successfully employed to predict the ground-state struc-
ture of superconducting LaH;, including zero-point anhar-
monic effects,” and to study the phase transitions in several
materials, including SnSe.* So far, the main use of this method
has been in terms of phase stability for materials with second-
order phase transitions but, as it gives access to the free
energy directly, predictions of stability between phases that are

not related through soft-mode transitions should be
straightforward.
4.2.4. Thermodynamic integration. The anharmonic

phonon methods reviewed in the previous section can be used
to extend free energy estimations beyond the reaches of the (Q)
HA. They have the advantage of providing intelligible, closed
form, approximations for the free energies. It is, however,
difficult to gauge the size of errors once strong anharmonicity is
present.

A way to include anharmonicity fully in free energy predic-
tions is provided by thermodynamic integration (TI). These set
of techniques are based on performing a series of molecular
dynamics (MD) simulations where an external parameter (real
or artificial) is varied and free energy differences are obtained by
integration of a related quantity.

The most common such technique is the so called Kirkwood
coupling constant integration, where a parameter A is used to
connect the Hamiltonians of two states, typically in the form
H(N) = Hy + A(H1 — Hy). The free energy difference between
these two states is then obtained as®?

'oF
0

- J (Vi — Vo),da (15)

0
here, V, and V; are the potential energies at A = 0 and 1,
respectively and the notation (...), signifies that the average
should be taken over an MD simulation (NVT ensemble) of the
Hamiltonian #(2). In practice, the states at A = 0 and 1 are
typically taken as a harmonic system with free energy given by

© 2022 The Author(s). Published by the Royal Society of Chemistry
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eqn (11) and the fully anharmonic system as given by DFT,
respectively. Simulations are then performed at different values
of A (by mixing harmonic and DFT forces) and the free energy is
determined through numerical integration.

There exists several other useful TI variants. These include
the free energy shift on changing the temperature from a refer-
ence value T, to Ty:

FV, ) FV, To) _ 7JT' u(r)

—=dT.
k]; T] kB T() To kB T2

(16)

Practically, a set of MD simulations are performed at
temperatures varying from 7, to 7j, from which the average
internal energy U(T) is extracted and the integral in eqn (16) is
numerically evaluated. Other TI expressions are also available to
obtain the free energy shifts on changing volume or on arbitrary
crystal deformations.>>*

TI based approaches have been applied to calculate relative
phase stabilities in systems ranging from simple elemental
metals to complex molecular crystals or high-entropy
alloys.>**>*® Other applications include defect formation free
energies®® and melting points.>»** If the integration is coupled
with ab initio molecular dynamics, the computational cost is
large. Thus, there is great promise in reducing the burden with
modern machine-learned force fields to obtain accurate free
energies for more complex crystals.>®**¢*

4.2.5. Beyond vibrational entropy. While the difference in
vibrational entropy is dominant for many temperature-driven
phase transformations, there are other sources of entropy that
may be relevant for particular systems.

Configurational entropy stabilises disordered crystals and
solid-solutions. Mixing ABC and DBC to form (A,D;_,)BC
results in a regular solution entropy change assuming random
distribution of A and D

ASconfig(x) = —kp[x In x + (1 — x)In(1 — x)] (17)
which has a maximum of 0.7 kg at x = 0.5. Related contributions
will play a role in materials with other degrees of freedom such
as partial occupancy of crystallographic positions (e.g. non-
stoichiometric Fe; ,O)* or magnetic ordering (e.g. for magne-
tocaloric materials).®® Configurational entropy can also be
extended to multiple species, most strikingly in the case of high
entropy alloys.®* In many cases, the assumption of randomly
distributed species is too simple because of short-range order.
Local ordering results in a decrease in enthalpy at the cost of
a lower entropy. The cluster expansion method coupled with
Monte Carlo simulations® and the symmetry-adapted
enumeration method® have been successful in modelling
these effects.

For organic and hybrid organic-inorganic crystals, molecular
orientational disorder, which can be considered a form of
configurational disorder, is common and has important
implications for phase stability.®” In cases where local order is
significant, methods taking such effects into account are
needed.®®
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Degrees of freedom related to electronic and magnetic exci-
tations may also be important for assessing phase stability in
certain cases. For metals, there is always an entropic contribu-
tion from electronic excitations near the Fermi level. This term
is typically small, but must be included when phase competi-
tion happens between metallic and insulating phases.
Furthermore, effects of electronic entropy are also present in
mixed valence compounds, in which it takes a role similar to
configurational entropy, but for different charge states of the
same element. This has been shown to be of importance in the
ionic conductor Li,FePO,.*

Another complex entropic stabilisation mechanism is
related to ionic conductivity. For superionic conductors, this is
considered a partial melting of one sublattice, and analogously
to the increased entropy of a liquid, there must be an entropic
stabilisation associated with the superionic state. For example,
the oxygen sublattice melting in Bi,O;, La,Mo0,0y and
Bi,V,0;,.”° The entropy of the disordered system can be esti-
mated from simple considerations based on available intersti-
tial sites,” or more elaborate methods based on
thermodynamic integration can be applied.” As ionic conduc-
tors are important for applications in batteries and fuel cells, it
will be advantageous if simple but accurate models for predic-
tion of their stability can be established.

4.2.6. Machine learning and data-driven approaches. So far
we have been concerned with methods for calculating the free
energy of materials from first principles for the systems of
interest at the relevant level of theory. However, as these
calculations are inevitably expensive, it is of interest to establish
methods for predicting the free energies based only on structure
and composition using statistical machine learning (ML)
models.

There are public databases available with calculated
harmonic phonon information, and these serve as useful data
sets for learning thermal properties, including the vibrational
free energy. A few studies have been dedicated to predicting
vibrational free energies (or entropies), including both
composition-only based models’™ and structure based
models.””® The currently best performing model gives a mean-
absolute-error (MAE) of only 0.0089 meV per K per atom on the
out-of-training data for the vibrational entropy at room
temperature.”

Other efforts using ML for vibrational properties have
focused on predicting the full phonon density of states, from
which all integrated thermal properties can be derived.”
Furthermore, one of data sets in the benchmarking test suite,
MatBench,”® is related to phonon dispersions, meaning that we
should see active development of ML models capable of pre-
dicting thermal properties of materials.

As an alternative approach to using calculated vibrational
free energies, experimental thermochemical data can also be
used for training the ML model. This was done successfully by
Bartel et al.” using the SISSO framework to obtain a closed form
analytical expression for the free energy, from which they ob-
tained a test MAE of ~50 meV per atom over a wide temperature
range. Importantly, using experimental training data will
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naturally include all orders of anharmonicity—at the expense of
a smaller data set.

A final approach for decreasing the computational cost of
determining free energies is to use ML to decrease the number
calculations that should be performed for each material. A
common approach is the use of compressive sensing as
mentioned above for anharmonic phonons,*® but a similar
approach can be used for harmonic phonons as well as for
construction of cluster expansion models to include non-
vibrational parts of the entropy.*

Integration of ML predicted free energies into a high-
throughput materials screening workflow should be relatively
straightforward, and recent results show the promise of this
method for predicting finite temperature stability.**

5. Synthesisability

Traditional solid-state synthetic methods take advantage of
global stability through a direct reaction of components under
equilibrium conditions that favour thermodynamically stable
products. However, global stability is not a necessary condition
for a material to be synthesised. There are alternative soft
chemical methods such as sol-gel synthesis and chemical
vapour deposition that provide low temperature processing
routes to isolate metastable phases. One notable example is the
formation of previously unknown metastable metal nitride
semiconductors from high-energy precursors.*

While the space of hypothetical materials is infinite, a subset
can be defined as locally stable following the criteria previously
discussed. We posit that if a material is locally stable, there is
a non-zero probability of it being synthesised by a motivated
expert—with the caveat indicated in Fig. 1 that phases with
a higher energy than a competing amorphous phase are
unlikely to be kinetically stable. A synthetic chemist is aided by
the diversity of possible synthetic strategies, which can include
extreme conditions (e.g. high pressure®**!), non-equilibrium
approaches (e.g. plasma-electrochemical methods®), or even
nuclear transmutation (e.g. Zn to Cu decay®). Fig. 3 illustrates
this suggestion. Note how both local and global stability must
be evaluated at the relevant thermodynamic conditions.

Synthesis of metastable crystals can be guided by the free
energy methods described above. Traditional equilibrium
pressure-temperature methods give access to the global
stability and can identify ground state phases at selected
synthesis conditions. If these phases are locally stable at
ambient conditions, they have the potential to be quenched and
persist outside of the synthesis environment where they are no
longer the lowest energy phase.

It has been argued that most metastable phases are
remnants of phases that were globally stable at another set of
thermodynamic conditions during the synthesis process.”
While this may be true for conventional solid-state synthesis,
the examples above using high-energy precursors argue that
this cannot be generally true for any synthesis route. Indeed
organic chemistry is built upon the fact that it is possible to
synthesise and stabilise molecules that are unstable with
respect to decomposition.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Schematic workflow for determining stability and potential
synthesisability of a material at the relevant thermodynamic condi-
tions. Note that for local stability, we consider only pressure (P) and
temperature (T) as the relevant thermodynamic variables, whereas for
global stability competing stoichiometries must be accounted for as
indicated by the chemical potential (u).

Another approach that has been employed to predict which
metastable phases are more likely to be accessible is the concept
of basin of attraction.*” As any metastable structure is a local
minimum on the energy landscape, they will each form a basin
of attraction on the multidimensional configuration coordinate
space. Intuitively, the (hyper)volume of the basin could be
related to the accessibility of a certain phase, since a larger
volume will result in more (random) atomic configurations
ending up in that minimum. The concept has been investigated
empirically—using athermal internal energies—and results are
promising, suggesting that the frequency of occurrence in
a random structure search is a better metric for synthesisability
than the energy above the convex hull.*®

The potential synthesisability of a new compound can be
estimated from statistical models trained on data of known
compounds. This can be treated as a classification (yes/no)
problem or as a regression problem based on probability of
success. While there is positive labelled data, i.e. the set of
known materials, negative data on ‘unsynthesisable’ materials
is generally unavailable. There has been successes in using
information from failed experiments,* but probabilistic models
are more generally built from positive and unlabelled data for
specific classes of material.®>** For more universal models,
a large amount of diverse data is required. There has been
progress in text mining of synthesis information from the
literature. Kononova et al.®> extracted 19 488 recipes for inor-
ganic crystals including a breakdown into precursors, opera-
tions, and processing conditions. Such data can then be used to
make predictions of optimal crystal synthesis procedures.*

Even if the synthesis of a specific metastable material is
possible, a related question is its lifetime before transformation
into a lower energy equilibrium configuration. The answer
requires knowledge of the free energy landscape and the cor-
responding barriers and kinetics of the system.** For molecules
and nanoparticles, this is relatively straightforward to explore
computationally and a range of techniques are available.
However, for extended crystals modelled within periodic
boundary conditions it requires prior knowledge of the path-
ways between two or more structures. For crystals connected by
group-subgroup relations this can be straightforward (e.g. from
a cubic to tetragonal perovskite®), and the methods from
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anharmonic phonon theory can be useful to establish the (local)
stability range of high temperature phases. However, there are
many transitions where no smooth pathway is accessible (e.g.
incommensurate polymorphs®®).

Enhanced sampling techniques, including parallel
tempering, hyperdynamics, and metadynamics, have been
developed to probe complex free energy surfaces.””*® They have
traditionally been too expensive to apply to complex crystals.
However, longer-timescale simulations enabled by lower-cost
force fields and more powerful computer hardware provide
a promising direction for expanding their range of applicability
to assessing the lifetimes of metastable materials.

6. Conclusion

The predictive modelling of previously unknown materials is
now common. Established protocols to filter out implausible
candidates include: (i) the absence of imaginary phonons
modes as an indicator of local stability; and (ii) endothermic
decomposition reactions as an indicator of global stability.
These filters are commonly based on harmonic phonon
dispersions and athermal internal energies, respectively, which
both have known limitations that will result in unreliable
predictions.

In this perspective, we discussed modern free energy
methods beyond the harmonic approximation, which allow one
to extend stability predictions to finite temperatures. This gives
access to both local and global stability as a function of ther-
modynamic variables. Thus, these methods can be used to
explain and predict relevant synthesis conditions and stability
ranges of materials with desired functionalities.

More accurate free energy methods should generally lead to
better labelling of potentially synthesisable materials. This will
allow one to avoid both false positives, where predicted stable
phase only exists at very low temperature, and false negatives
where a phase is deemed unstable either locally or globally, but
is in fact stable at finite temperature. Exclusion of phases that
are locally unstable at athermal conditions, but locally stable at
ambient conditions, can be avoided by employing an appro-
priate anharmonic description of the phonon dispersion and
free energy of the system.
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