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g protocol for chemical catalysis
using a recurrent neural network adapted from
natural language processing†

Sukriti Singh*a and Raghavan B. Sunoj *ab

Minimizing the time and material investments in discovering molecular catalysis would be immensely

beneficial. Given the high contemporary importance of homogeneous catalysis in general, and

asymmetric catalysis in particular, makes them the most compelling systems for leveraging the power of

machine learning (ML). We see an overarching connection between the powerful ML tools such as the

transfer learning (TL) used in natural language processing (NLP) and the chemical space, when the latter

is described using the SMILES strings conducive for representation learning. We developed a TL protocol,

trained on 1 million molecules first, and exploited its ability for accurate predictions of the yield and

enantiomeric excess for three diverse reaction classes, encompassing over 5000 transition metal- and

organo-catalytic reactions. The TL predicted yields in the Pd-catalyzed Buchwald–Hartwig cross-

coupling reaction offered the highest accuracy, with an impressive RMSE of 4.89 implying that 97% of

the predicted yields were within 10 units of the actual experimental value. In the case of catalytic

asymmetric reactions, such as the enantioselective N,S-acetal formation and asymmetric hydrogenation,

RMSEs of 8.65 and 8.38 could be obtained respectively, with the predicted enantioselectivities (%ee)

within 10 units of its true value in �90% of the time. The method is highly time-economic as the

workflow bypasses collecting the molecular descriptors and hence of direct implication to high

throughput discovery of catalytic transformations.
Introduction

Chemical catalysis is a vibrant domain of research pursued
alike in industry and academia owing to its importance in
energy, automobile, ne chemicals, pharmaceuticals and so
on.1,2 The drive to invent newer catalytic protocols or to impart
superior efficiency to the known processes has been
perpetual.3,4 The design of new catalysts, such as for homoge-
neous molecular catalysis, has remained in the forefront for
decades.5,6 Such efforts are generally guided by chemical intui-
tion and might even demand tiresome loops of trial and error.7

In recent years, the traditional approaches in catalysis were
augmented by tools such as linear regression,8 machine
learning (ML),9 active learning,10 and robotics;11,12 all seem to
point to an emerging synergism in reaction discovery.13–15

From a sustainability standpoint, it is high time that we
endeavor to develop faster, reliable, and less resource intensive
(e.g., time and material) invention workows. To make this goal
of Technology Bombay, Mumbai 400076,
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Science, Indian Institute of Technology

mation (ESI) available. See

the Royal Society of Chemistry
more realistic, ML driven protocols have a highly promising role
to play.16,17 The yield and enantiomeric excess are countable
indicators of how good a (asymmetric)catalytic method is,
particularly in its developmental stage. One would inevitably
encounter a high-dimensional chemical space composed of
relevant molecular features of catalysts, substrates, solvent,
additives, etc., for training ML models to predict the yields/ee of
catalytic reactions.18,19 For instance, Rothenberg et al. built
a classication and regression model for predicting the turn-
over number (TON) and turnover frequency (TOF) for 412 Heck
reactions.20 A total of 74 physical organic descriptors were
employed for the reaction components such as the substrate,
ligand, solvent and so on in addition to the inclusion of reaction
conditions (time, temperature, catalyst loading, etc.). The arti-
cial neural networks were found to perform better than the
linear regression techniques. The trained model was then
utilized to predict the TON and TOF of a virtual library (in silico)
of 60 000 Heck reactions. In the recent years, there has been
a visible increase in efforts in developing new molecular
representations capable of improved performance and gener-
alizability. Several approaches, other than those relying on
quantum chemically derived molecular descriptors, have
emerged. These methods primarily involve the use of various
genres of structure-based representations.21–23
Digital Discovery, 2022, 1, 303–312 | 303
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The representation learning methods such as the deep
neural networks (DNNs) built on engineered features have
found profound applications in chemical space.24,25 DNNs can
also be trained on molecular representations, such as the
SMILES (simplied molecular input line entry system) strings,
to learn the feature representation involving minimal feature
engineering.26 This approach can grasp the underlying patterns
in atomic connectivity and capture the relationship between
such features and molecular properties. During the develop-
mental phase in catalysis research, only smaller or fragmented
datasets are typically available, thereby necessitating a work-
around, should one choose to deploy DNNs. It may be
possible that tools from seemingly disparate domains become
valuable for a task at hand, provided that shared or latent
characteristics exist between them.

Natural language processing (NLP) is one of the most visible
domains of articial intelligence that provides computers the
capability to generate and analyze text/speech.27 The large/
labeled data requirements in NLP could be circumvented by
using transfer learning methods,28 wherein the knowledge
acquired from one task (source task) is retained and subse-
quently utilized for other related tasks (target task). Therefore,
NLP could be deployed for those tasks that rely on the language
or similar textual data. The SMILES representation of molecules
can be considered analogous to a natural language. In fact,
interesting applications of NLP-based methods to chemical
reactions are now becoming available.29–31 The use of NLP-based
models for accurate prediction of various properties of mole-
cules is well-known.32,33 On the other hand, predicting the
reaction outcome that is known to depend on the molecular
attributes of catalysts, reactants, solvents and several other
factors is challenging and has seldom been reported using
language models.

Currently, most of the ML models for ee or yield predictions
are custom-made for specic reactions, limiting their direct
transferability to another reaction class. Further, such models
are built on atomic/molecular descriptors as obtained through
workows involving time-consuming quantum chemical
computations on a large library of molecules. We envisaged that
NLP methods in conjunction with the SMILES representation of
the molecular space could offer learning tools suitable for
chemical catalysis. Such approaches could be transferable and
time-economic. Herein, we design ML models that can predict
both ee and yield of catalytic reactions. To demonstrate our ML
protocol, a repertoire of transition metal-as well as organo-
catalytic transformations of high recent interest, such as the
(1) Buchwald–Hartwig reaction,34 (2) enantioselective N,S-acetal
formation,35 and (3) asymmetric hydrogenation of alkenes/
imines36 are chosen (Fig. 1a) (ESI Tables S1, S15, and S26†). It of
importance to note that these reactions are of high contempo-
rary importance owing primarily to their practical utility. For
instance, reaction-1 nds broad applicability in pharmaceutical
synthesis.37 The BINOL-derived chiral phosphoric acid catalysts,
as employed in reaction-2, are valuable in a number of
synthetically useful reactions.38 Reaction-3 and the catalyst
families therein are employed in enantioselective synthesis of
pharmaceuticals and agrochemicals.39 The trained ML model
304 | Digital Discovery, 2022, 1, 303–312
comprising these scaffolds would therefore be benecial for
reaction development. The availability of performance indices
of various ML models on these reactions makes them the most
suitable candidates as it enables us to place our NLP based
transfer learning results vis-à-vis the reported benchmarks. In
addition, the data distribution shown in Fig. 1b is representa-
tive of several pragmatic scenarios encompassing a (a) good
number of samples (reaction-1) and their balanced distribution
(reactions 1 and 2), or (b) fewer samples and unequal distri-
bution (reaction-3) between the higher and lower ee/yield
regions. Therefore, we believe that a unied TL model, appli-
cable to all these types of data distributions, would nd superior
utility.
Methods

Universal Language Model Fine-Tuning (ULMFiT) is a transfer
learning method that can be applied for any NLP task. Here, the
source task is a language model (LM) trained to predict the next
word in a sentence, and the target task can be a classication/
regression problem. A general overview of ULMFiT can be
considered as involving three key steps as described below.

(1) General domain language model (LM) pre-training: given
a sequence, a trained LM can predict the probability of the next
word. In the context of SMILES, a chemical LM is trained to
predict the next character in a sequence of SMILES strings. To
efficiently learn the characteristics of the SMILES representa-
tion, a large amount of data is required. For this purpose, we
have pre-trained a general domain chemical LM using one
million molecules from the ChEMBL database.40,41 This is
known as the general domain LM as it is trained on a large set of
diverse data to acquire a desirable level of learned representa-
tion that carries semantic or structural meanings of SMILES,
benecial for other downstream tasks. Different strategies are
available for SMILES pre-training.42–44 For instance, in the
ULMFiT method, the prediction of the next character in the
SMILES string is the key task. In masked language modeling,
some of the input tokens are masked, and the model is trained
to predict such masked tokens.43 In the SMILES equivalence
approach, given two SMILES strings, the task is to predict if they
represent the same molecule.42 The generative strategy is also
used for pre-training, wherein from a given input SMILES
representation, the model is trained to generate valid and
equivalent SMILES.44

(2) Target task LM ne-tuning: in the target task, we have
chosen three reactions (Fig. 1a), which form a labeled dataset
with reaction yield or ee as the output. Following the standard
protocol in transfer learning, the knowledge acquired in the
previous pre-training step is utilized for the target task.
Consequently, the LM is ne-tuned on the target-task data to
learn and predict the next character in a SMILES sequence. The
key difference from the previously trained general domain LM is
that the model has now learned the task-specic features of the
SMILES language.

(3) Target task regressor: since the goal of our machine
learning model is to predict the yield/ee of the reaction of
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 (a) The choice of reactions. (b) Distribution of the samples across various yield/ee regimes.
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interest, in the third step, the pre-trained or ne-tuned LM is
accordingly expanded for the required regression task.

Fine-tuning the target regressor is crucial to transfer learning
as an aggressive ne-tuning might even nullify the benets of
a trained LM. We examined the effect of two approaches in ne-
tuning, depending on how the weights in the hidden layers are
handled. In the rst approach for ne-tuning, the model
© 2022 The Author(s). Published by the Royal Society of Chemistry
initialization with the pre-trained (or ne-tuned) weights and
training the full model is done at once. In other words, the
method employing a xed learning rate and without frozen
weights constitutes the rst protocol. Another technique
involving gradual unfreezing is also used for ne-tuning. In
gradual unfreezing, we start with frozen weights rst, and the
layers are unfrozen step-by-step during training, and this
Digital Discovery, 2022, 1, 303–312 | 305
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process is repeated until the entire model is unfrozen and ne-
tuned. The results presented in the manuscript are obtained by
using the rst protocol of ne-tuning without gradual
unfreezing. However, the performance comparison employing
both of these ne-tuning methods is also done (ESI sections 2
and 11†).
Dataset preparation

The reactions considered in this study consist of multiple
chemical entities such as a catalyst, substrates, additives/
solvents, etc., and the reaction outcome depends on the
nature of these participating species. The SMILES strings of the
individual reaction partners are therefore merged together, as
shown in Fig. 2, for a representative reaction. The concatenated
SMILES thus generated provides a composite representation for
the desired reaction. To make these strings machine readable,
the individual characters are generated through tokenization,
wherein individual strings are split into tokens (e.g., ‘C’, ‘o’, ‘(’,
‘¼’, ‘p’, etc.) separated by a dot (.). These tokens are then
numericalized to integers. Based on the location of a token,
a unique id is assigned to each token. The encoded token is
then matched to the embedding vector via one-hot encoding
(Fig. 2). The mapping of each of the tokens to their respective
ids serves as an input for the deep learning model.
Fig. 2 Illustration of the conversion of a representative sample from its S
the model architecture. More details on the model architecture are desc

306 | Digital Discovery, 2022, 1, 303–312
Exact splits are not readily available for all the reactions
considered here. In the earlier report on reaction-1, only one
70 : 30 train-test split was used, while for reaction-2, ten
different 600 : 475 train-test splits were used. In the case of
reaction-3, hundred different 80 : 20 train-test splits were used.
To ensure uniformity across all three reactions considered in
this study, we have employed ten different 80 : 20 train-test
splits. The full set of samples of a given reaction type was
randomly split into a 70 : 10 : 20 train-validation-test set. All the
hyperparameter tuning was performed on the validation set,
and the best set of hyperparameters thus obtained was used for
prediction on the test set (ESI sections 12 and 13†).
Results and discussion

First, an unambiguous naming of all molecules is done using
a traversal 2D graph representation SMILES that carries more
information than their respective chemical formula (ESI section
3†).45,46 In this text-based representation, a molecule is
expressed as a linear string of characters with a linguistic
construct, to render it conducive for language models (Fig. 2).
The one unique SMILES representation for a molecule that
satises a certain set of rules among all valid possibilities is
known as the canonical SMILES. It is widely known that the
deep learning models generally require large data for superior
MILES strings to a machine-readable input, and a schematic diagram of
ribed in section 1.2† of the ESI.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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performance, and various data augmentation techniques have
therefore been developed over the years.47 In the case of SMILES
strings, a given molecule can be represented using multiple
SMILES that differ in the starting atom and/or in the random
directions chosen for traversing the graph (ESI Fig. S8 and
S9†).48 The possibilities of SMILES generated through the
randomization technique can be quite large. In the present
context, we have selected the number of SMILES based on the
requirement for each reaction type, instead of generating all
possible SMILES. This procedure thus allows for desirable data
augmentation and provides all valid SMILES. This is particu-
larly benecial for problems with a smaller data size. The
ULMFiT (Universal Language Model Fine-tuning) is one of the
state-of-the-art models that enable transfer learning for NLP
tasks.49 Typically, a language model (LM) is rst trained on
a large dataset, and the pre-trained LM thus obtained is then
ne-tuned on a target task (ESI Fig. S2 and S3†).

In the present study, we endeavor to combine SMILES and
ULMFiT to build a unied model that can predict (a) enantio-
meric excess (%ee) in asymmetric catalysis and (b) yield
(expressed in % of product formed) of catalytic reactions. Here,
the source task is the chemical language modeling, and the
target task is a regression problem to predict %ee or %yield (ESI
Fig. S4†). The potential of this concept is evaluated on the
reactions shown in Fig. 1a. The reported root mean square
errors (i.e., RMSEs with respect to the corresponding experi-
mental values) for reactions 1 and 3 were 7.8% and 8.4%,
respectively, with the best performing RF algorithm built on
quantum mechanically derived descriptors.34,36 In the case of
reaction-2, the support vector machine (SVM) gave a mean
absolute error (MAE, in terms of (DG‡

R � DG‡
S)) of 0.15 �

0.005 kcal mol�1.35

We have pre-trained a language model with the ULMFiT
architecture on the SMILES strings derived from 1 million
molecules (ESI section 1†). This model is henceforth denoted as
TL-m1 (i.e., with pre-training, Fig. 3a) and is used for predicting
the %yield and %ee. The model performance, estimated in
terms of the RMSE (in %yield or %ee) averaged over 30 inde-
pendent runs, is provided in Fig. 3b (ESI sections 5.8, 6.6, and
7.6†). In this approach, we noticed that varying levels of SMILES
augmentation, in the range of 25 (for reaction-1) to 100
(reaction-3), assures improved performance (ESI section 8†).50 It
is discernible from the summary of results that the transfer
learning returns better predictions. For instance, the most
signicant improvement is noted for reaction-1 with an RMSE
of 4.89 � 0.33 for our 80 : 20 train-test approach (ESI Table
S13†). With a split of 70 : 30, we could obtain a performance of
5.11 � 0.47 as compared to the earlier benchmark of 7.8.
However, for reaction-3, the TL-m1 yielded a very similar result
to that of the reported RF model (ESI Tables S30 and S35†).
Similar RMSEs of 8.65 � 0.80 and 8.38 � 1.40 are noted
respectively for reactions 2 and 3 (ESI Tables S19 and S25†).

At this juncture, in keeping with the standard practice in
NLP, we wondered whether LM ne-tuning on the target-task
might become benecial (TL-m2, i.e., with ne-tuning,
Fig. 3a). For all the three reactions, no improvement in the
predictive capability of TL-m2 as compared to TL-m1 is noticed
© 2022 The Author(s). Published by the Royal Society of Chemistry
(Fig. 3b). The advantage of TL models can be evaluated by
comparing the test performance of the ULMFiT architecture
devoid of pre-training (TL-m1) and ne-tuning (TL-m2). An
ablation study without using TL is carried out to evaluate the
effect of transfer learning. Such a model, denoted as TL-m0 (i.e.,
with no TL, Fig. 3a), is found to be inferior to TL-m1/m2. In
addition, the TL architecture can be used across different
reaction classes (ESI sections 5.2, 5.4, 6.2, 6.4, 7.2 and 7.4†).

As discussed in the previous section, a second protocol
involving the ne-tuning of the regressor using gradual
unfreezing is also investigated. In this case, it is found that the
TL is of no benet to reaction-1, as can be seen from the cor-
responding performance metric of TL-m1 (6.02 � 0.29), TL-m2
(6.69 � 0.27), and TL-m0 (5.84 � 0.49) (ESI sections 5.3 and
5.4†). However, in the case of reaction-3, TL is found to be more
effective as evident from the performance of TL-m1 (8.56 �
1.46), TL-m2 (8.61 � 1.34), and TL-m0 (10.67 � 2.54) models
(ESI sections 7.3 and 7.4†). Similar results are obtained for
reaction-2 as well, with TL-m1 (8.88 � 0.96), TL-m2 (9.11 �
1.15), and TL-m0 (11.83 � 1.75) (ESI sections 6.3 and 6.4†). On
comparing the results of ne-tuning the regressor, with or
without gradual unfreezing, some interesting observations
could be made. The largest performance boost is obtained for
reaction-1 where the test RMSE for TL-m1/m2 reduced from
6.02 � 0.29/6.69 � 0.27 to 4.89 � 0.33/5.27 � 0.34 upon
removing the gradual unfreezing. For reactions 2 and 3, no
signicant performance change is noted (ESI section 15†).

We noticed that there is no signicant improvement with TL-
m2 where the model is ne-tuned to a task-specic dataset
(Fig. 3b). The ne-tuning is a delicate process as it may affect
how much information learned from pre-training is retained.
One of the ways to maintain this balance is the use of gradual
unfreezing while ne-tuning. Therefore, ne-tuning using
gradual unfreezing is also attempted to check whether the
additional information with ne-tuning makes a notable
difference. We noticed that the trend is same across all the three
reactions when the model is ne-tuned with or without gradual
unfreezing (ESI Table S43†).

Several intriguing aspects emerged through a comparison
between the predictive capabilities for each reaction class and
the nature of the corresponding data distribution as given in
Fig. 3b and 1b. For instance, the best performance among all
the reaction classes could be obtained with TL-m1 for reaction-
1, which has rich and uniformly distributed output values. On
the other hand, the most difficult system to predict in Fig. 4a is
reaction-3, where both TL-m1/m2 results turned out to be very
similar to the previously established RF performance. This can
be attributed to low and sparse data along with class imbalance
where the data are clustered around a high ee region. This may
lead to a large deviation in the prediction of high ee samples
with similar features. Another general strength of our TL-m1
can be gleaned on the basis of the overall quality of predic-
tions of %yield and %ee; across all three reactions consisting of
1107 predictions in a typical test run (Fig. 3c) as well as for the
individual reaction class (Fig. 3d). Of these, 95% of predictions
were found to be within 10 units of the actual experimental
value.
Digital Discovery, 2022, 1, 303–312 | 307
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Fig. 3 (a) General description of the transfer learning models (TL-m) used in this study. (b) Summary of the results from the direct (m0) as well as
the TL methods (m1 and m2). (c) The overall percentage of good (within 10 units from the true experimental value) and bad (>10) predictions for
all three reactions and (d) for individual reaction classes.
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To further analyze the model performance, we have plotted
the predicted versus observed values for the best performing test
set as a representative example for all the three reactions
(Fig. 4a). The plot for reaction-1 is found to be most impressive
with an R2 of 0.97 corresponding to an RMSE of 4.3. In the case
of reaction-3, the data are clustered around the high ee region
(Fig. 1b). Therefore, R2 may not be a good metric of the reaction
performance. Nevertheless, the plot for reaction-3 is provided in
Fig. 4a, with an R2 of 0.80 that corresponds to an RMSE of 7.0. In
addition, we believe that the utility of TL-m0 should equally be
acknowledged as it offers the most time economic performance
for problems with uniform distribution of samples (as in
reaction-1). In addition to the comparison between different
transfer learning models, we have also undertaken an explicit
performance comparison of our protocol with that of earlier
approaches by taking the most well studied Buchwald–Hartwig
cross-coupling reaction.
A comparison of performance between
different ML methods on reaction-1

The Buchwald–Hartwig cross-coupling dataset34 has been used
in multiple studies to evaluate the relative performance of
various ML methods. Shown in Fig. 4b is a summary of the
results expressed using the corresponding R-squared (R2) value
308 | Digital Discovery, 2022, 1, 303–312
as the measure of performance of different such ML protocols.
The originally reported random forest model built on the DFT-
based descriptors offered an R2 of 0.92.34 In another approach,
wherein the molecular descriptors were replaced with one-hot
encoded vector representations, an R2 of 0.89 was ob-
tained.21,51 More recently, structure-based multiple ngerprint
features (MFFs) were introduced as an alternative representa-
tion which yielded an improved R2 of 0.93.21 In another inter-
esting approach for yield prediction, denoted as ml-QM-GNN,
a combination of quantum mechanical descriptors and
machine-learned representation (using the graph neural
network, GNN) offered an R2 of 0.90.22 The transformer-based
models have also been adopted for yield prediction tasks
wherein the encoder of the transformer trained on the SMILES
representation of molecules is subsequently augmented with
a regression layer for yield prediction. This method with an R2 of
0.95 exceeds the performance of previous methods.23 Most
importantly, we could obtain an R2 of 0.96 (obtained using TL-
m1) with our transfer learning approach using the ULMFiT with
SMILES strings (ESI section 5.6).52 In addition, the model
generalizability is evaluated on non-random splits similar to
that employed in previous studies.34,35,51 We have used the same
out-of-samples splits for prediction using our language model
(TL-m1) (ESI section 14†). We could obtain comparable
performance with respect to the previous methods, thus
demonstrating the utility of our protocol.
© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (a) The plots of predicted versus observed yields/ee for all three reactions. (b) Comparison of performance of different machine learning
models for the yield predictions on the Buchwald–Hartwig cross-coupling dataset (reaction-1). The following acronyms are used; ml-QM-GNN:
Quantum Mechanical descriptors and Graph Neural Network; DFT: Density Functional Theory; MFF: Multiple Fingerprint Features; BERT:
Bidirectional Encoder Representations from Transformers; ULMFiT: Universal Language Model Fine-Tuning. It should be noted that the R2 values
used here are exclusively for reaction-1 to enable a direct comparison with the previous reports, as it is the only performancemetric available for
this reaction across different ML protocols (ref. 21–23).
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Feature importance

In view of some of the known concerns over chemical featuri-
zation as well as whether the ML model truly learns from the
features provided or not,53 we have performed additional
calculations as controls. First, the results of y-randomization of
the output values were found to be abysmally off from both (a)
the actual experimental values (ESI sections 5.5, 6.5, and 7.5†),
and (b) the ones predicted using the correct SMILES (Fig. 5a).
Second, the principal component analysis (PCA) of the encoder
output revealed remarkably relevant chemical information. The
presence of different clusters in each reaction class is readily
© 2022 The Author(s). Published by the Royal Society of Chemistry
discernible from Fig. 5c. While more discussion can be found in
the ESI,† herein we wish to describe reaction-3 as a representa-
tive case. The clusters were primarily based on the similarity of
the ligands (Fig. 5b) of the four distinct clusters, BINOL-
phosphite (p) and BINOL-phosphoramidite (q) ligands get
grouped together in cluster C2 (shown in green color), whereas
BINOL-phosphoramidite appears exclusively in C4 (black). The
similar ligands, such as BINAP (r) and BINAP-O (s), form C3
(blue). Interestingly, the only organocatalyst BINOL-phosphoric
acid (t) forms a distinct cluster C1 (red). The relevant chemical
information latently present in the encoder output could
provide additional insights that in turn can be extrapolated to
Digital Discovery, 2022, 1, 303–312 | 309
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Fig. 5 (a) Comparison of y-randomization and TL-m1 results. (b) A representative set of ligands/catalysts used in reaction-3; (p): BINOL-
phosphite, (q): BINOL-phosphoramidite, (r): BINAP, (s): BINAP-O, and (t): BINOL-phosphoric acid. (c) Depiction of various clusters (C1, C2, .,
and C5) as obtained through PCA analysis on the encoder output.
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a newer chemical space. Third, the out-of-sample test set is
considered for evaluating the model generalizability. We could
obtain comparable performance on the non-random splits as
originally used in the previous studies, thus demonstrating that
our model does not simply t to the structure in the dataset, but
learns from the meaningful featurization of these reactions as
provided. All these characteristics together convey that our TL
model indeed learned certain reaction specic details from the
SMILES representation (ESI sections 10, 14, and 15†).

Now, consider a practically likely situation wherein one looks
for a high yielding coupling partner, in the late-stage
310 | Digital Discovery, 2022, 1, 303–312
functionalization of a potential drug candidate, say using the
Buchwald–Hartwig amination or via the asymmetric hydroge-
nation. Having equipped with the once-in-for-all trained TL-m1
model for these reactions, it is a straightforward task to predict
whether or not the intended choice of substrate is likely to be
successful. Here, the entire pipeline of feature extraction using
quantum chemical computations can be bypassed through the
generation of SMILES strings for the concerned substrates, just
in a matter of a few minutes, thus making our protocol highly
time-economic (ESI section 9†). In essence, when the initial
batch of results (say, yield or ee) becomes available during the
© 2022 The Author(s). Published by the Royal Society of Chemistry
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development of catalytic reactions, our transfer learning
approach can be deployed for its training on the new data or
augment the previous trained models with such new samples. A
rened trained model, thus developed, would be able to quickly
predict the outcome for unseen samples, i.e., the ones that are
yet to be tested experimentally. This will help channelize time
and resources on promising samples rather than trying out on
a lot more additional samples.

In summary, our method directly uses SMILES strings as the
input representation and thus doesn't require any additional
step to convert SMILES to other frequently used alternate
representations. This bypasses all the feature extraction steps
and thus is highly time-economic. Our method can be used for
both yield and ee predictions. We have demonstrated the ability
of our protocol on three different catalytic reactions with
varying data sizes (<400 to >4000) and data distribution (rich/
balanced to sparse/imbalanced). One of the limitations in
comparison to physical organic based descriptors is difficulty in
gathering additional chemical or mechanistic insights from the
trained model. The ne-tuning strategy seems to have an
impact on the model performance. One method of ne-tuning,
say using gradual unfreezing, may benet a particular dataset,
but not for another problem at the same time. Thus, the
possible strategies could be to investigate the effect of ne-
tuning on datasets of different sizes to understand how the
reaction-specic information can be made more useful to
learning. This can be especially of value for small datasets.

Conclusion

The NLP based transfer learning, as applied to the SMILES
representation of the chemical space, has great potential for
enabling a paradigm shi in ML deployments for homogeneous
catalysis. In particular, a pre-trained model on a given reaction
class can readily provide the rst estimates on the likely success
(%yield/enantioselectivity) for an intended set of new substrates
for a given catalyst, just within a few minutes. The ability of our
transfer learning model is demonstrated on three different
catalytic reactions. For the Buchwald–Hartwig cross-coupling
with well over 4000 reactions, the model was able to make
accurate prediction of yields with an impressive RMSE of 4.89�
0.33, i.e., 97% of the time, the predicted yields were within 10
units of the actual experimental values. In the case of enantio-
selective N,S-acetal formation, comprising 1027 examples, and
for asymmetric hydrogenation with as low as 368 examples, the
model could obtain an RMSE in the predicted enantioselectiv-
ities (%ee) of 8.65 � 0.80 and 8.38 � 1.40, respectively, as
compared to the corresponding experimentally known values.
This indicates that �90% of the predicted %ee are within 10
units of its actual value. It is therefore assuring that our TL
protocol is applicable for catalytic reactions with different data
sizes as well as distribution within each such example.
Furthermore, additional analyses (y-randomization and prin-
cipal component analysis on the encoder output) showed that
the model was able to capture the relevant chemical informa-
tion, vindicating that it indeed learnt some important charac-
teristics of these reactions from the SMILES representation. The
© 2022 The Author(s). Published by the Royal Society of Chemistry
preliminary data on a novel/emerging reaction, even bearing
notable diversities in the catalyst/substrate structures, can also
be quickly trained to build a transfer learning model. The
protocol can be tailored as an effective time economic tool for
high-throughput discovery of chemical reactions and hence
might as well be a game changer toward realizing greater
sustainability.
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