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Introduction

Machine learning platform for determining
experimental lipid phase behaviour from small
angle X-ray scattering patterns by pre-training on
synthetic dataf

Hisham Abdel Aty,?® Robert Strutt, ©2° Niall Mcintyre,®® Matthew Allen,?®
Nathan E. Barlow,?® Miguel Paez-Pérez,® John M. Seddon, £ 2° Nick Brooks,”
Oscar Ces 2 and lan R. Gould & *2®

Lipid membranes are vital in a wide range of biological and biotechnical systems; they undepin functions
from modulation of protein activity to drug uptake and delivery. Understanding the structure,
interactions, self-assembly and phase behaviour of lipids is critical to developing a molecular
undertanding of biological membrane mediated processes, establishing engineering approaches to
biotechnical membrane application development. Small Angle X-ray Scattering (SAXS) is the de facto
method used to analyse the structure of self-assembled lipid systems. The resultant diffraction
patterns are however extremely difficult to assign automatically with researchers spending
considerable time often analysing patterns ex situ from a beamline facility, reducing experimental
capacity and optimisation. Furthermore, research projects will often focus on particular lipid
compositions and thus would benefit significantly from a method which can be rapidly optimised for
a range of samples of interest. We present a generalisable machine learning pipeline that is able to
classify lipid phases based on their raw, experimental SAXS spectra, with >99% accuracy and an
inference time of <60 ms, enabling high throughput on-site analysis. We achieved this through
application of a synthetic data generation system, capable of building synthetic SAXS patterns from
the underlying physics which dictate phase behaviour, and we also propose an extension of our
system to synthetically generate co-existence phase spectra with known composition ratios. Pre-
training our machine learning model on this synthetic data, and fine-tuning on experimental samples
rapid
researchers to be able to adapt their experiments on site if needed and hence massively accelerate
high throughput lipid research.

empowers the model in achieving state-of-the-art, lipid phase classification, allowing

and to facilitate membrane fusion events.' Furthermore,
within biotechnological fields, the ability to controllably form

Lipid molecules can self-assemble into a huge variety of
different liquid crystalline phases." These phases can exist as
either lamellar phases, where lipids form a bilayer structure,” or
as more complex non-lamellar structures, such as inverse
hexagonal (Hy)* and inverse bi-continuous cubic phases (Qy).*
Lipid phases are readily and controllably interconvertible
through altering parameters which can include chemical
composition,® temperature,® pressure, and pH.” This enables
cells to modulate protein activity,® impact signalling pathways®
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a variety of lipid phases has been exploited to template hydro-
gels™ and nanowires,” produce cargo delivery systems® and
protein crystallisation complexes.** As both in vivo and in vitro
uses of polymorphic lipid behaviour rely on the generation of
particular lipid phases, identification of the membranes struc-
tural character is pivotal.

A method that is commonly employed to study lipid phase
behaviour is small angle X-ray scattering (SAXS).'*' SAXS
enables lipid structures to be assigned through the detection
and indexing of Bragg X-ray diffraction peaks. The relative
position of the Bragg peaks in the diffraction pattern enables
the identification of a lipid phase through characteristic Bragg
peak position ratios.” Detailed analysis of the diffraction
patterns allows the extraction of the structural information of
lamellar,'®?° cubic**** and hexagonal®****®* phases at the
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molecular scale. Through the use of high brightness synchro-
tron light sources, the kinetics of rapid phase transitions can be
probed,” where increased understanding of lipid phase
behaviour has led to the handling of increasingly complex
structures.”® Increasing light source brightness and detector
frame rates offers the possibility of probing membrane struc-
tural transitions with ever greater time resolution and detail,
but this increase in data presents significant analysis chal-
lenges.” A current typical synchrotron SAXS experimental
workflow requires the researcher designing experiments to
formulate mixtures either prior to the experimental time or at
a laboratory at the beamline facility followed by performing the
SAXS experiments. Analysis of scattering patterns is a time
consuming and intensive process. Current lipid SAXS data
analysis bottlenecks often necessitate off-line data analysis after
an experiment has been completed. During high throughput
synchrotron SAXS experiments, near real-time analysis offers
the opportunity of optimising experimental planning and
scientific output. Synchrotron beamtime is often limited and
follow up experiments may be difficult to conduct in a timely
manner. This effect is magnified by the ever-increasing volume
of data to be analysed - as beamline techniques have matured®
and the rate of data acquisition has followed accordingly.
Additionally, in many cases, there may be a range of interpre-
tations of the structure and dynamics of these phases. With
human analysis, this can introduce classification bias, which
can be significant in complex SAXS patterns, such as those that
demonstrate phase coexistence in which individual patterns
may exist together simultaneously. Several software tools such
as AXcess,’* DPDAK,** or DAWN?* have been developed to assist
in the processing of large amounts of data, including 2D
diffraction images. In addition, basic analysis such as peak
finding and fitting may also be performed with these pro-
grammes. However, these tools are not optimized to identify
lipid phases and/or to deal with samples exhibiting multiple
coexisting phases. This need has been partially addressed in
software suites such as scatter* or SCryPTA,*® which help the
user to identify the lipid mesophase by displaying the peak
positions for a given phase and first peak, yet this requires
manual validation preventing high throughput analysis of the
SAXS data. Other tools, such as those described by Joseph et al.>®
or Dully et al.*” compare the ratios between peak positions with
respect to those of known lipid polymorphs, allowing to extract
the lipid mesophase without the need of user input. However,
such approaches have limited success when dealing with
coexisting lipid phases. To the best of our knowledge, there
exists no method to automatically, quantitatively assign the
degree of coexistence within a sample.

Machine learning (ML) based data analysis techniques have
recently boomed due to the improved accessibility and
unprecedented performance they offer across many different
tasks,**** from sentiment analysis to image classification and
object detection.*® The task-agnostic nature of these algorithms
allow specific pipelines to be developed to allow predictability of
a certain task. ML algorithms often require large datasets to
achieve their maximum potential predictability,* this aligns
well with the high throughput nature of beamlines.** Recently,
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ML tools have been used for studying bio-macromolecular
solutions of diverse protein structural units,” predicting the
physical properties of ionic liquids,* estimating the structure of
ternary lipid phase diagrams,** and to study gel to fluid lipid
bilayer transitions.** Additionally, recent previous works show
that ML has the potential to predict lipid phase behaviour
within a small experimental sample space, with reports of 66-
96% accuracies depending on the specific phase being pre-
dicted.**** However, no prior robust systems for generalised
lipid phase analysis across multiple phases which achieve >99%
accuracy have been developed.

In this study, we demonstrate that a convolutional neural
network (CNN),* pre-trained on synthetic SAXS data and fine-
tuned on real SAXS patterns, allows for the successful identifi-
cation of real and synthetic SAXS patterns without human
intervention at runtime. To satisfy a sparsity in experimental
data, a synthetic data generation system was built through
meshed electron density models in real space and then trans-
formed to Fourier space. Through this bespoke CNN we have
unlocked phase predictions for a multitude of potential struc-
tures, including lamellar, hexagonal, and cubic gyroid, dia-
mond, and primitive phases on real, unlabelled, experimental
SAXS data as well as synthetically generated SAXS patterns. We
have made our model public access (https://github.com/
GouldGroup/SAXSpy) in the hope that the lipid SAXS commu-
nity can find application for and engage with the model in
a multitude of analytical settings.

Method

Unsupervised learning techniques were first used both as tools
for exploratory data analysis, as well as to attempt to classify and
label our experimental SAXS samples. The performance of
unsupervised learning on our phase classification task was
limited (see results). As such, our supervised learning pipeline
was developed to allow lipid phase prediction for labelled
experimental SAXS patterns (Fig. 1).

Synthetic data modelling

Model SAXS patterns were generated by building meshed elec-
tron density models of each phase to represent the lamellar
(L, in 1D), hexagonal (Hy, in 2D) and cubic phases (Qy, in 3D).
The modelling details of the unit cell and lattice for each phase
are provided in the ESI.{ For each phase, the SAXS intensity is
given by:

Iq) = |F(q)]S(g)

where I(q) is the peak intensity at a given wavenumber, F(q) is
the form factor (the Fourier transform of the electron density
function) of a single unit cell, and S(q) is the reciprocal lattice.
Once the initial peak positions and intensity values (I/q) were
computed, additional features were added to simulate experi-
mentally observed SAXS patterns. These included introducing
Voigt signals at the peaks to model the imperfect peak widths
found in real spectra and a Debye-Waller dampening factor,***°
to simulate exponential signal decay at larger wavenumbers,
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Fig. 1 Flow diagram of our ML pipeline. We start with an initial Effi-
cientNet model convolutional neural network (CNN), global average
pooling and a classification head to map the abstracted features to the
6 classifications (phases — blank, lamellar, hexagonal, P cubic, G cubic,
D cubic). The model is pre-trained on synthetically generated SAXS
patterns to make our SAXS model classifier. This is then fine-tuned on
real, experimental SAXS patterns to form our final SAXS phase classifier
model.

due to thermal fluctuations of the interfaces. Further non-peak
specific features were also added such as a broad polycarbonate
scattering peak which simulates the scattering usually observed
from sample capillaries in experimental SAXS patterns.

For each phase, the model parameters were optimised to
minimise the variance between the synthetic samples and the
real, experimentally obtained patterns. The parameter range
was then expanded about the central parameters such that
a larger phase space was generated for model training (see ESIT
for full parameter list).

The synthetic data generation package was written using
Python 3.8, with mathematical operations and linear algebra
performed using the NumPy®* 1.19.2 and SciPy®* 1.3.1 packages.
Data featurization and pre-processing was also performing with
the NumPy package. Tenserflow® 2.6.0 was used to implement
our model and training procedure. The model was trained using
a GTX 1080 Ti graphical processing unit (GPU) for ~5 min per
epoch for pre-training and ~50 s per fine-tuning epoch.

Results and discussion
Lamellar phase modelling

The lamellar phase Bravais lattice can be modelled in one
dimension, this gives a reciprocal lattice with lattice
parameter a.

st =27 > (- mF)

m=—w
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Modelling the electron density as three overlapping Gauss-
ians that represent the bilayer head group and terminal methyl
group positions gives a form factor of:

+ /Taexp( — T 02q”)

where L is the bilayer diameter, ¢, is the electron density of the
headgroup and o, is the electron density of the terminal methyl

group.

Inverse hexagonal phase modelling

The inverse hexagonal phase is composed of inverse micellar
lipid cylinders that are packed hexagonally perpendicular to the
z-coordinate. This symmetry enables the inverse hexagonal
phase to be modelled in two dimensions. By taking a set of
reciprocal lattice points along the radius from the origin a one-
dimensional set of scattering points in reciprocal space is
obtained.

S(g) =/ (s(a) +5(q,))°

The form factor for the inverse hexagonal phase was
modelled using a polar coordinate system, akin to lamellar with
two Gaussians for the lipid head and tail. In reciprocal space,
this gives a form factor of:

Flg) = 2= j p(r)o(ger)rdr

where p(7) is the electron density, which is univariate due to the
radial symmetry observed within the hexagonal phase, J, is the
zeroth-order Bessel function and r is the radial position in the
lattice.”

Inverse Bi-continuous cubic phase modelling

To model the cubic phase, we based our model on a modifica-
tion of the model presented by Garstecki and HokLyst.?** Like
Garstecki and HoLyst's model, our Triply Periodic Minimal
Surface (TPMS) was generated using trigonometric approxima-
tions, but rather than using a rectangular bilayer function in
three dimensions, our TPMS was decorated with two Gaussian
convolved Kronecker delta functions to give the form factor:

N
Fq)=2) s exp|ig x r;]cos ((1 X n %)

=
exp( 21’0’ (g x ”./‘)2>

where the triangulated TPMS is vectorised in 3D such that 7 is
the position of the of the jth triangle centre, n; is the normal unit
vector to the triangle centre, L is the hydrocarbon width within
the lipid bilayer, s; is the surface area of the surface triangle and
o is the width of the Gaussian. Since r is the vector position of
the triangle centre, s(r) 4 F(q) which is sampled along the
reciprocal lattice. The intensity value can thus be computed as
a function of the wavevector:

© 2022 The Author(s). Published by the Royal Society of Chemistry
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I(q) = [ZXN:SJ- cos(q x r;)cos (q X n g) exp (2% (g ”j)2>:| 2

J=1

N 2
2% s sin(g x ry)cos (q X n; g) exp( —2m0* (g x n,-)zﬂ S(q)

=

The wave vector q is defined here with the Miller indices

2
along the surface g = 775 (R, &, 1).

Data exploration

Due to the availability of real data, lamellar and hexagonal
phases were labelled and explored for evaluating the perfor-
mance of unsupervised algorithms. SAXS patterns were first
analysed through dimensionality reduction techniques, such
that all the patterns (synthetic and real) could be visualised
together, and their clustering explored. The patterns were
mapped onto two-dimensional vector space. Dimensionality
reduction followed by clustering is an example of unsupervised
leaning, where the features of the data alone can be used to
effectively label, or separate data based on the features within it.
Compared to supervised techniques, unsupervised approaches
typically incur reduced data requirements and are less time
consuming. We utilised principal component analysis
(PCA),*>* t-distributed stochastic neighbour embedding (t-
SNE)*”” and uniform manifold approximation and projection
(UMAP)*® to explore our datasets. These dimensionality reduc-
tion techniques allow the visualisation of multiple features
within a large dataset on a 2D latent space. PCA is a linear
model which changes the basis of the high dimensional data by
maximising the variance.

t-SNE and UMAP tend to perform better on non-linear
data.’”*® We therefore use all three techniques to be able to
observe a representative view of the high dimensional SAXS
data.

We first sought to answer whether our synthetic data gener-
ation system produced patterns that are representative of real,
experimentally obtained SAXS patterns. This was important as
our synthetic data, when visually compared to real data, appeared
indistinguishable. In 2D space, a single, indistinguishable cluster
was observed for both real and synthetic data with PCA. A single
cluster was present when the data was considered as a combined
multi-phase dataset (lamellar and hexagonal from each set -
Fig. 2A) and when considered as a single-phase dataset (pure
lamellar, Fig. 2B and pure hexagonal phases from each set,
Fig. 2C). For PCA, over half of the measured variance was
captured in the first two components for each model pair (e.g
Fig. 2A - variance PC1 + PC2 = 58.87%). Interestingly, t-SNE
indicated a somewhat reasonable separation for real and
synthetic lamellar but not for hexagonal patterns, with UMAP
showing a similar separation for hexagonal, but not lamellar
patterns. In t-SNE and UMAP, real data shows close proximity to
synthetic in both lamellar and hexagonal datasets.

A cluster in Fig. 2A t-SNE was observed in the top left of the
plot and in the top right for UMAP; this suggests that our

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Dimensionality reduction techniques indicate substantial
overlap of real and synthetic datasets results depicting PCA, t-SNE and
UMAP algorithms as applied to labelled real and synthetic datasets
used for model training. In all instances the algorithms reduced the
dimensionality to 2D vector space. The data was centred and trans-
formed before projection. From the total synthetic dataset, 500
synthetic samples were randomly selected and 40 real samples are
overlain, as indicated by colours. Results show comparing all data ((A)
— 1000 synthetic and 80 real), the lamellar dataset ((B) — 500 synthetic
and 40 real) and the hexagonal dataset ((C) — 500 synthetic and 40
real). Pattern intensity values were selected from g = 0.01-0.43, in
each PCA instance, agreeable variance was retained. Pattern inserts at
top show examples of //q plots for synthetic and real data prior to
dimensionality reduction.

synthetic data covers a much larger range of possible parame-
ters for each phase whilst constraining the significant features
of each phase. The dimensionality reduction plots qualitatively
show that real samples of the same phase, are not seen in the
same cluster, whereas with synthetic samples, they tend to
remain confined within a well-defined structure, which suggests
that our synthetic parameters are more consistent.

Using the same techniques, we next sought to ask whether
we could determine a means to separate phase patterns alone,
without the need for a supervised approach. We compared
lamellar and hexagonal patterns in both the synthetic and real
datasets.

For real samples, two clusters were observed with UMAP and
PCA although significant overlap of sample labelling was
observed in each cluster, suggesting that the phases were
inseparable based on their variances, this may be due to large
peak overlap between the phases (Fig. 3A). Interestingly t-SNE
indicated a single cluster with apparent label separation
although overlap of lamellar was observed with hexagonal. t-
SNE was also run following dimensionality reduction with
a 10 component PCA and a near identical distribution was

Digital Discovery, 2022, 1, 98-107 | 101
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Fig. 3 Unsupervised separation of lamellar and hexagonal phases
using data visualisation and clustering. Data was sampled as in Fig. 2.
Real hexagonal and lamellar data cannot be separated by clustering,
whilst synthetic can, albeit with overall variance-preserving, non-linear
algorithms, and some label overlap. Since these algorithms do not
preserve high-dimensional distance/density information - neither
synthetic nor real SAXS pattern phases can be separated using unsu-
pervised clustering/dimensionality reduction techniques.

observed (ESIt and Fig. 3). For synthetic data (Fig. 3B), t-SNE
and UMAP, lamellar and hexagonal show clear clustering with
no significant clustering observed with PCA. It is known that t-
SNE and UMAP cluster distance carries minimal meaningful
information regarding the high dimensional data distance and
density and thus were only used for data visualisation. For PCA
however, we used K-means clustering®® with 2 clusters in 4D and
10D (accounting for 72.9% and 89.9% of the total variance
respectively) to attempt to separate our real lamellar and
hexagonal phase patterns, this achieved a maximum accuracy of
75% at 4D with no increase in accuracy going to 10D. In tandem
the dimensionality reduction® results show that a uniform
unsupervised method is unable to significantly label real data
and as such a supervised approach was developed.

Model and data featurization

Our main objective was to optimise the model performance to
inference time ratio; a supervised learning approach with the
synthetically generated SAXS data was used to maximise model
performance. A Cubic spline interpolation was used to maintain
a fixed input shape for the model as well as a constant data
point interval for each SAXS pattern.

Data

For each of the non-cubic lipid phases, 10 000 SAXS patterns
were synthetically generated for training, with 6040 patterns for
each of the cubic phases (Table 1). The data was generated
based on the theoretical model and parameterisation shown
prior. Stratified sampling was used such that the relative
proportions of each phase in the dataset were representative of

102 | Digital Discovery, 2022, 1, 98-107
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Table 1 Overview of the datasets used in this work and the propor-
tions of each phase, all data in the fine-tune, valid and test sets are real,
experimentally obtained SAXS patterns except for cubic phases which
are synthetically generated

Phase
Dataset  Blank Lamellar Hexagonal P Cubic G Cubic D Cubic
Pre-train 10 000 10 000 10 000 6040 6040 6040
Fine-tune 40 40 40 40 40 40
Valid 10 10 16 40 40 40
Test 10 20 17 7 7 7
Synth test 10 000 10 000 10 000 5000 5000 5000

the likelihood of encountering such a phase - based on our real-
patterns dataset. For the “Blank” phase category, only real blank
samples were used and augmented by adding noise to each
sample’s signal.

In general, the model's input data and hence performance,
relies heavily on the number of samples for each phase
contributed by researchers. Since cubic lipid phases are rare,
the synthetic data empowers the model to allow it to predict
even the rare occurrences of cubic phase patterns. It is impor-
tant to note, however, that all the cubic data used for training
and validation were synthetically generated.

Data featurization

For each SAXS feature vector i of N datapoints from the pre-
processed SAXS pattern, the outer product of the vector with
its transpose was taken, such that a 2D matrix M of intensity
values I and g valued indices was generated for each pattern.

1= (ila i27 seey lN)
i’ i iiy
.. ) ..
. e e bl i i
M=iQi=i' = |2 2 2N
INly  IND ... IN

where N = 200. This representation of the SAXS patterns allows
for greater flexibility for neural modelling. The increased multi-
dimensional spatial separation and value scaling allows
a convolution kernel to more effectively abstract nuanced
information from the SAXS pattern whilst the constant g value
matrix indices are used as embedded positional encodings
which provide an additional enforcement of spatial
information.*

This representation also makes it easier to visualize peak
pattern relationships at-a-glance (Fig. 4), since peaks are shown
as points of high intensity, shoulder peaks and peak breadth are
shown as an aura around the centre peak and the pattern
remains consistent for each phase with the only variance being
limited to the position of the pattern within the matrix and the
intensity value. This depiction of the phase highlights the
characteristic Bragg peak ratio in 2D space.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 2D feature map representation of sample SAXS patterns from
our synthetic dataset. Each feature map is a result of the outer product
of the intensity values vector with itself for each SAXS pattern shown
above the map. Since the g range and intervals are fixed, the map
indices can be used to determine the g values, with the matrix values
being the intensity product.

It can also be seen that whilst lamellar and hexagonal have
sharp and well-defined points of intensity, the cubic phases are
more blurred. This is mainly due to the low intensity nature of
cubic phases. However, a visual distinction is still maintained
between all phases in the 2D feature maps.

As suggested with unsupervised learning, Fig. 4 and 5 in
conjunction illustrate how the feature map is universally
consistent across both synthetic and real samples. Further-
more, a clear distribution is observed for each phase, even with
normally ambiguous SAXS patterns (see ESIT). It would appear
that this consistency, with the added spatial separation, allows
our ML model to perform significantly more robustly than using
the standard I/q patterns, or even the pre-integrated beamline
ring image - where the distinct phase information is more
sparsely distributed.

From this technique, we also propose a potential extension
for this method from the assumption of phase co-existence as
a linear combination of the SAXS pattern for each of the
respective phases. A 2D feature map may enable a model to
effectively scan various features across different lipid phases
(Fig. 6). The feature map can be decomposed by the neural
network into its separate phases, introducing information to

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 2D map representation of sample SAXS patterns from our real-
samples dataset, the top row is the initial, interpolated SAXS pattern,
with the bottom row being the 2D feature map representation of that
pattern. The left column is an example of a lamellar phase sample with
the right being hexagonal. A more crystalline lamellar sample is shown
here to note distinction in the 2D space.

the classification head regarding the composition of the co-
existence sample.

Although intensity magnitudes vary between each phase and
its co-existing phase, each signals' peaks remain distinguish-
able by our model. Co-existing synthetic data may be generated
using this method by taking a weighted sum of the outer
product between two pure synthetic phases.

The label for co-existence can thus be defined as the
proportion of each of pure samples, enabling some degree of
mapping between the probability distribution of the model's
predictions and the phase proportions, whilst simultaneously
penalising overconfident models.

Model

In order to satisfy our criteria of maximising accuracy whilst min-
imising inference time and computation to allow real-time anal-
ysis, we used the EfficientNet-BO model architecture® as our basis
(Fig. 7). This model is the smallest and hence fastest of the Effi-
cientNet family.** Its architecture was determined using a Neural
Architecture Search (NAS)®* and it exploits mobile inverted

Hexagonal : Lamellar intensity fraction
Pure hexagonal i ====» Pure lamellar
I 100:0 . ) 75:25 , \ 25676 . | 0:100

U 50:50 .,

-
s
:

e

q

Fig. 6 Synthetic phase co-existence feature map based on weighted,
synthetic pure hexagonal and lamellar phase.
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Fig. 7 Model architecture of our SAXS phase classifier. Each convolution block can be broken up into a set of MBConv operations with varying
kernel properties and dimensions. The deeper we traverse through the network (from left to right) the more the spatial dimensions are reduced,
and the number of convolution kernels is increased. The architecture is relatively shallow with each convolution being a depth wise separable

convolution to minimise computational cost.

bottleneck convolutions (MBConv)* to maximise accuracy at
minimal computational requirements. Our model limits the input
feature map resolution to 200 x 200, this limits memory usage
without compromising on accuracy, further increases in map
resolution yielded similar accuracy. A single feed-forward layer was
used as the classification head with a softmax activation function,
this proved sufficient as making the classification head deeper
yielded the same, or worse accuracies. Global Average Pooling
(GAP)*® was performed on the features extracted by the CNN to
reduce its dimensionality whilst minimising overfitting and the
number of optimisable network parameters prior to the classifi-
cation head. Not only is GAP more efficient than further fully
connected layers, but it is more robust to spatial transformations
since the spatial abstractions extracted by the CNN are compressed
in a way that is more intuitive following spatial convolutions.

Training-procedure

The network weights were initialised based on the noisy-student
EfficientNet-BO pre-trained weights.®® After broadcasting the
feature map across the three channels, they were passed
through the network with a dropout of 0.1 on the classification
nodes during training.

The objective function used was categorical cross-entropy
loss

L(y,p) = —Zyl— log(3,)

The loss was computed after every batch with batch size = 8
and normalized accordingly. The use of MBConv layers and
swish activations within the CNN prevented vanishing and
exploding gradient problems, no gradient clipping or artificial
gradient techniques were needed. The samples were fed into the
model in two stages, pre-training and fine-tuning (Table 1).
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During the pre-training stage the model was trained on only
synthetic data for two epochs, during which the loss was
decreasing and the rate of decrease of the loss was also
decreasing as expected (see ESIf for loss curves). The loss
during the second epoch began fluctuating, suggesting further
training epochs would result in overfitting. For each training
stage, the adaptive gradient optimiser, Adam®” was used with
a learning rate of 0.01. A learning rate decay scheme was used
such that for each epoch, the learning rate was conditionally
scaled by a factor of 0.1 per epoch if the loss had plateaued.

In the fine-tuning stage, real, experimentally obtained SAXS
patterns, from the fine-tune dataset were fed through the model
(Fig. 1 and Table 1). The model was trained for up to 20 epochs
on this set, with the same learning rate decay scheme applied,
with patience of 10 epochs. The performance of the model in
correctly identifying phases is shown to be strong, with values
attaining 99.6% accuracy with our training procedure.

Tables 2 and 3 show that longer pre-training on synthetically
generated SAXS patterns significantly improves our model's
predictions. Further pre-training on synthetic data does
improve the synthetic validation accuracy however, the test
accuracy is reduced, suggesting overfitting. For each of the 5
epochs, both the validation and test accuracies fluctuate, with
the test accuracy having an upwards general trend, these fluc-
tuations can thus be attributed to the stochastic nature of the
Adam optimiser. The fluctuation in the synthetic accuracy
suggests that the optimisation landscape across both sets is not
smooth, with the synthetic minima being much broader.

There is also a general upwards trend with increasing the
number of fine-tune epochs on the accuracy, however this
plateaus at around 10 epochs (Fig. 8), with further fine-tuning
introducing marginal fluctuations in the model's accuracy, this
suggests that further fine-tuning may result in overfitting and
that larger fine-tune datasets may improve model performance.

© 2022 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Model accuracies for predicting the lipid phase behaviour
based on a SAXS pattern from both our synthetic and real datasets after
pre-training on synthetic SAXS patterns for 1 epoch. Longer pre-
training significantly improves model accuracies (4 + 3%). Whilst fine-
tuning for more epochs also significantly improves accuracy then
plateaus at different stages based on the amount of pre-training.
Accuracy values shown as percentages

Valid/test accuracy Synthetic test

Fine-tune epochs (%) accuracy (%)
0 54.9 98.3
5 95.5 97.7
10 92.4 94.8
15 96.9 98.8
20 96.9 96.3

Table 3 Model accuracies for predicting the lipid phase behaviour
based on a SAXS pattern from both our synthetic and real datasets after
pre-training on synthetic SAXS patterns for 2 epochs. Longer pre-
training significantly improves model accuracies (4 + 3%). Whilst fine-
tuning for more epochs also significantly improves accuracy then
plateaus at different stages based on the amount of pre-training.
Accuracy values shown as percentages

Valid/test accuracy Synthetic test

Fine-tune epochs (%) accuracy (%)
0 62.5 99.6
5 96.9 97.8
10 98.2 98.0
15 92.4 99.2
20 99.6 99.5
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Fig. 8 Model accuracy with fine-tuning epochs, more fine-tuning
results in better model performance until approximately 10 epochs
where accuracy begins to fluctuate.

Conclusions

Assigning the lipid phase observed from a SAXS pattern has
been the limiting factor in many lipid researchers’ workflows.
We have shown that SAXS patterns can be theoretically
modelled and that our synthetically generated data is valid. This
data improved the performance of our phase prediction model,
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satisfying the requirement of large, varied datasets to train
a robust deep learning model. We have successfully developed
a complete ML pipeline that is state-of-the-art in predicting
lipid phase behaviour with 99.6% accuracy on experimentally
obtained SAXS data, with an inference time faster than humans
on a home computer or mobile CPU. Our model is fine-tuned on
real SAXS data, with no arbitrary rules on lipid phase behaviour.
We hope that with this model, lipid researchers can quickly
experiment with their samples at the beamline to generate more
meaningful data, at high throughput and to enable researchers
to quickly adapt their experiments based on their initial results.
We have released the full pipeline code (https://github.com/
GouldGroup/SAXSpy), from synthetic SAXS data generation to
model training. Researchers can rapidly train their own SAXS
prediction model to suit their needs using the optimal model.
We hope that this work contributes to lipid research data
analysis becoming more accessible and transparent.

Data availability

We have released the full pipeline code (https://github.com/
GouldGroup/SAXSpy), from synthetic SAXS data generation to
model training. This includes all experimental data which was
used in the training of the model.
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