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Photochemical carbon–sulfur bond cleavage
in thioethers mediated via excited state
Rydberg-to-valence evolution†

Nikoleta Kotsina, ‡a Sebastian L. Jackson, ‡a Thomas Malcomson, b

Martin J. Paterson c and Dave Townsend *ac

Time-resolved photoelectron imaging and supporting ab initio quantum chemistry calculations were

used to investigate non-adiabatic excess energy redistribution dynamics operating in the saturated

thioethers diethylsulfide, tetrahydrothiophene and thietane. In all cases, 200 nm excitation leads to

molecular fragmentation on an ultrafast (o100 fs) timescale, driven by the evolution of Rydberg-to-

valence orbital character along the S–C stretching coordinate. The C–S–C bending angle was also

found to be a key coordinate driving initial internal conversion through the excited state Rydberg mani-

fold, although only small angular displacements away from the ground state equilibrium geometry are

required. Conformational constraints imposed by the cyclic ring structures of tetrahydrothiophene and

thietane do not therefore influence dynamical timescales to any significant extent. Through use of a

high-intensity 267 nm probe, we were also able to detect the presence of some transient (bi)radical

species. These are extremely short lived, but they appear to confirm the presence of two competing

excited state fragmentation channels – one proceeding directly from the initially prepared 4p manifold,

and one involving non-adiabatic population of the 4s state. This is in addition to a decay pathway

leading back to the S0 electronic ground state, which shows an enhanced propensity in the

5-membered ring system tetrahydrothiophene over the other two species investigated.

I. Introduction

Thioethers are abundant in nature, such as the tens of tera-
grams per year released into the atmosphere due to biogenic
emissions from marine plankton.1–3 They are also found as a
structural motif in biological molecules, for instance, the
amino acid methionine, which is essential for human growth.
Anthropogenic thioethers from petrochemicals represent a
significant pollution concern, due to their similarity to
chemical weapons such as mustard gas, and their serious
impact on health at very low concentrations.4 Additionally, it
has been shown that the health effects of atmospheric pollu-
tants are worsened due to photochemical reactions after expo-
sure to ultraviolet (UV) light.5

From a more fundamental perspective, aliphatic thioethers
potentially provide excellent model candidates for the detailed
study of non-adiabatic excess energy redistribution dynamics
following absorption of a UV photon. This is particularly true in
relation to the time-resolved photoelectron imaging (TRPEI)
technique, which provides a highly differential energy- and
angle-resolved picture of the transient behaviour.6–9 In general,
aliphatic thioethers have excited states that are predominantly
Rydberg in character, which are expected to yield well-resolved
photoelectron bands and highly anisotropic angular distribu-
tions. Furthermore, they typically exhibit relatively low (o9 eV)
ionization potentials (IPs) and high vapour pressures, making
them convenient for gas-phase studies using the TRPEI
approach. They also have low-lying electronic absorption bands
that are accessible without the need for vacuum ultraviolet or
multi-photon excitation – something that is a complicating
factor in related experiments on analogous ether species.10,11

In a wide range of molecules, the coupling between nuclear
and electronic degrees of freedom within the excited state
manifold is often significant following UV absorption. This
leads to a rapid intramolecular redistribution of the excess
energy – typically on ultrafast (i.e. sub picosecond) timescales.
The TRPEI approach, in conjunction with high-level quantum
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chemistry calculations, permits detailed insight into the dynamics
of such non-adiabatic processes. This has been a recurring theme
in several previous studies conducted on saturated secondary and
tertiary aliphatic amines,12–19 which may be viewed as the N-atom
centre analogues of mercaptans and thioethers, respectively. Of
particular interest is the dynamical role played by low-lying states
of mixed Rydberg/valence composition, which are now recognized
as common features in a broad range of small hetero-atom
containing systems.20–23 Although exhibiting a dominant Rydberg
orbital character in the Franck–Condon region, increased ps* or
ns* valence contributions may develop along extended N–X, O–X,
or S–X stretching coordinates. Such behaviour then provides a
potential pathway for interaction with the S0 electronic ground
state at large bond lengths. Radiationless nonadiabatic popula-
tion transfer to the S0 state may then impart an effective (con-
densed phase) photoprotective mechanism based on efficient
dissipation of excess vibrational energy into the surroundings.24

Rydberg-to-valence evolution is often observed in excited
states that may be designated as predominantly s-type in
Rydberg character (at molecular geometries close to that of the
electronic ground state).20–23 Previous TRPEI measurements
have concluded, however, that long (410 ps) excited state life-
times seen in various tertiary aliphatic amines are a consequence
of the 3s state maintaining Rydberg character at extended N–C
distances. In contrast, secondary and primary aliphatic amines
exhibit a sub-picosecond decay of the 3s state, as valence
character readily develops along the N-H bond. This is illu-
strated, for example, when contrasting the dynamical timescales
observed in piperidine (a secondary aliphatic amine) and
N-methylpyrrolidine (a tertiary species).14,15,25 Excitation to the
3p Rydberg manifold occurs in both cases following 200 nm
absorption, and rapid (o400 fs) internal conversion then popu-
lates the 3s state. This subsequently survives for less than 200 fs
in piperidine, but in N-methylpyrrolidine the lifetime is 160 ps.
Supporting ab initio calculations add more detail to this observa-
tion, revealing that in both systems, members of the 3p manifold
(but not the 3s state) appear to develop ns* character upon N–C
bond extension – a factor mediating the initial 3p to 3s internal
conversion. In contrast, 3s to ns* evolution is only seen along
the N–H bond of piperidine (a coordinate absent in N-
methylpyrrolidine). Such differences between primary/secondary
vs. tertiary aliphatic amines raise questions about related
behavioural trends in analogues of these species containing
other heteroatom centres. Although relevant time-resolved mea-
surements on such systems are limited, Röder et al. have recently
reported a comprehensive TRPEI study on a series of small cyclic
ethers using a 160 nm pump.10 This excites into the 3d Rydberg
manifold and leads to an extremely rapid (o150 fs) non-
adiabatic cascade via the 3p manifold to the 3s state, which
then develops ns* valence character as the C–O bond extends – a
picture reinforced by accompanying quantum chemistry calcula-
tions. Internal conversion to the vibrationally hot electronic
ground state was then thought to lead to C–O bond fission.
Interestingly, this overall picture indicates that ethers exhibit
similar transitory Rydberg-to-valence behaviour to that seen in
primary/secondary aliphatic amines, rather than tertiary species.

Here we present a TRPEI study conducted on a series of
systematically varied aliphatic thioethers to learn more about
the excited state excess energy redistribution pathways and the
influence of geometry constraints in these systems. The specific
species chosen for investigation were thietane (THI, 4 mem-
bered ring), tetrahydrothiophene (THT, 5 membered ring); and
diethyl sulfide (DES, a linear chain species). Schematic struc-
tures are presented in Fig. 1. The similar density of states in
THT and DES offers an interesting comparison between cyclic
and acyclic systems, while THI serves as an instructive addi-
tional inclusion since there is a greater body of photochemi-
cally relevant pre-existing literature for this system.

Our experimental pump–probe measurements utilized a
200 nm excitation step (see Section II for more details). In all
three systems under study, this induces an electronic transition
from a non-bonding orbital localized on the sulfur atom
directly to the 4p Rydberg manifold – as documented in various
spectroscopic reports.26–31 Our own UV absorption spectra of
THT and DES are included in the ESI,† for direct comparison.
For the subsequent probe step, we explored the use of 267 nm light
under two different sets of experimental conditions: a ‘‘lower-
intensity’’ regime at approx. 3 � 1012 W cm�2 and ‘‘higher-
intensity’’ regime at approx. 5 � 1013 W cm�2. Both scenarios have
a Keldysh parameter 41, indicating that strong field effects (e.g.
tunnel ionization) are not expected to contribute to our observed
photoelectron signals.32 This is a relatively limited approximation
for molecular ionization,33 but still serves as a simple starting
benchmark when considering our experimental parameters. As
illustrated in detail elsewhere,34 it is often desirable to undertake
TRPEI measurements with probes that project as deeply into the
ionization continuum as possible. This maximizes the view along
the reaction coordinate(s) connecting optically prepared states to
final photoproducts. Given the complex, multi-step nature of
such pathways, this improved observation window is extremely
valuable. As a general point-of-principle, a single-photon VUV
probe is typically preferred. Careful use of a (more experimen-
tally convenient) multiphoton probe step is, however, also
instructive – particularly when photoelectron bands originating
from different photon-order processes (e.g. 1 + 10 vs. 1 + 20

ionization) are spectrally well-resolved (as will be the case here).

II. Experimental methodology

Pump and probe pulses for our TRPEI measurements were
derived from a 1 kHz regeneratively amplified Ti:Sapphire laser
system (Spectra-Physics, Spitfire Pro) operating with a fundamental

Fig. 1 Schematic structures of the aliphatic sulfides used in the present
studies.
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wavelength centred at 800 nm. The 200 nm pump beam was the
fourth harmonic of this output, generated in a three-step non-linear
optical scheme. Initially, a portion of the 800 nm fundamental was
passed through a thin beta barium borate (BBO) crystal to produce
the 400 nm second harmonic. A calcite crystal was used for timing
compensation between the co-propagating 400 nm and residual
800 nm pulses and a dual l/2 waveplate was then used to match the
linear polarisation directions before generation of the third har-
monic (267 nm) in a second BBO crystal. This output and a further
portion of the 800 nm fundamental beam were then temporally
and spatially overlapped in a third BBO crystal producing the
fourth harmonic at 200 nm (B1.3 mJ per pulse). During this final
step, the two beams were aligned to travel with a narrow angular
convergence that produced a spatial intersection only within the
BBO crystal itself. This non-colinear geometry leads to generation
of the 200 nm output along a different propagation axis to the input
beams, providing a clean spectral separation without the need for
specialist dichroic mirrors. The probe beam (267 nm) was pro-
duced independently in a similar manner to the first two stages of
the pump generation scheme. This beamline also incorporated a
computer-controlled linear translation stage fitted with a retro-
reflector for precise, automated adjustment of the temporal pump–
probe delay, and a neutral density filter for variable attenuation of
the 800 nm starting energy. Under our experimental focussing
conditions, TRPEI measurements could then performed under
either lower-intensity (3 � 1012 W cm�2) or higher-intensity (5 �
1013 W cm�2) probe regimes, as already highlighted in the
Introduction.

Liquid samples of the various aliphatic sulphides (all 496%
purity or higher) were purchased from Sigma-Aldrich and used
without further refinement. Samples were placed in a small
bubbler vessel and helium (1.25 bar) was used as a carrier gas to
the source chamber of our differentially pumped ultrahigh
vacuum photoelectron imaging spectrometer (described in
more detail elsewhere35). Expansion through a small (f = 150 mm)
pinhole generated a continuous molecular beam. This then
entered the main interaction chamber via a skimmer (f =
0.8 mm) before passing along the central axis of a multi-
electrode annular electrostatic lens set-up optimised for
velocity-map imaging (VMI).36 Co-propagating 200 nm pump
and 267 nm probe pulses were also directed into this electrode
assembly, moving along an axis perpendicular to that of the
molecular beam. The unfocused light initially travelled straight
through the VMI set-up before reflecting off a curved UV
enhanced aluminium mirror (f = 10 cm) attached to a high-
precision x–y–z manipulator. The tightly focussed pump and
probe then ionized the sample on a second optical pass back
through the VMI electrodes. Photoelectrons generated in this
process were accelerated towards a 40 mm diameter dual
micro-channel plate/P47 phosphor screen detector positioned
at the end of a short flight tube (directed parallel to the
molecular beam propagation axis). A CCD camera (640 � 480
pixels) positioned external to the vacuum chamber then cap-
tured a 2D projection of the spatial distribution image. Prior to
commencing photoelectron acquisition, the spectrometer was
switched to ion time-of-flight detection mode to confirm no

unwanted cluster formation was apparent. Photoelectron data
collection repeatedly scanned the pump–probe delay between
�450 fs to 450 fs in 30 fs increments, 450 fs to 3030 fs in 60 fs
steps and 20 exponentially increasing time intervals beyond
this point to 50 ps. At each delay position, time-invariant pump-
alone and probe-alone images were recorded for subsequent
background subtraction, in addition to the pump–probe data.
TRPEI measurements were conducted on DES and THT under
both the lower and higher intensity probe regimes, while THI
was investigated only under higher probe intensity conditions.

A fast matrix inversion method (documented in detail
elsewhere35) was used for processing the raw experimental
images. As with other inversion methods, this approach recovers
the centre slice through the 3D charged particle distribution.
The full velocity distribution may then be obtained by applying
an rsin y weighting to each pixel in the reconstructed image
(where r is the pixel radius, and the angular co-ordinate system is
defined with y = 01 and 1801 lying along the laser polarization
axis). Data for pixel-to-kinetic energy image calibration was
obtained from 1 + 10 multiphoton ionization of butadiene and
this measurement also provided a good estimate for the optical
Gaussian cross-correlation (200 � 10 fs FWHM). For the case of
ionization using linearly polarized light, the evolution of the
angular anisotropy as a function of pump–probe delay Dt and
photoelectron kinetic energy E is described by the following
expression:9,37

I E;Dt; yð Þ ¼ s E;Dtð Þ
4p

1þ
X

l¼2;4;6
bl E;Dtð ÞPl cos yð Þ

" #
(1)

Here s(E,Dt) is the time-dependent photoelectron energy distri-
bution, Pl(cos y) are Legendre polynomial functions, and the
bl(E,Dt) anisotropy parameter terms dictate the overall shape of
the observed angular forms. As expanded upon later, processes up
to and including a total of either two (lmax = 4) or three (lmax = 6)
photons were considered in any fits to our experimental data.

Temporal analysis of the transient information was con-
ducted using a series of exponentially decaying functions fi(Dt)
convolved with the experimentally determined Gaussian cross-
correlation function g(Dt):

S Dtð Þ ¼
Xn
i¼1

fiðDtÞ � gðDtÞ (2)

To fit the experimental data a sequential model was employed
described by the following equation:

fi Dtð Þ ¼
Aie

�Dt=ti i ¼ 1

Aie
�Dt=ti 1� e

�Dt=t1
� �

i > 1

(
(3)

where ti is the 1/e lifetime of the ith transiently evolving process
and Ai the associated amplitude. Rather than attempting to
fit our TRPEI data globally across all photoelectron kinetic
energies, selected energy regions were chosen – based on the
individually resolved spectral features present in the spectra –
and these were each fitted independently.
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III. Quantum chemistry calculations

Ab initio calculations were undertaken using the Gaussian16
software package and visualized with GaussView.38,39 Ground
state geometries of all three molecules under study were opti-
mized using density functional theory with the B3LYP functional
and augmented correlation-consistent basis set aug-cc-pVTZ.
Vertical singlet state excitation energies and orbital-relaxed linear
response oscillator strengths were calculated using the equation-
of-motion coupled-cluster method with single and double excita-
tions (EOM-CCSD).40 The double-zeta aug-cc-pVDZ basis set was
applied to all carbon and hydrogen atoms and the triple-zeta
aug-cc-pVTZ to the sulfur atom. A similar general approach has
previously proved instructive when tackling excited state problems
in other structurally related species.14,15,25 The lowest four excited
states incorporating excitations predominantly to the 4s orbital
along with the x, y and z components of the 4p manifold are of
direct interest to the present study. This data is summarized in
Table 1. The character of the individual excited states generally
contains contributions from several different Rydberg-type orbi-
tals, but the dominant component is unambiguous.

Relaxed scans along a single S–C bond were carried out for
THT and DES by fixing this coordinate at incremented extensions,
optimizing the ground stage geometry, and then calculating the

vertical excited state transitions. All energies were plotted relative
to the ground state equilibrium geometry. This output is pre-
sented in Fig. 2, where the state character is denoted using the
relevant Rydberg label in the vertical Frank-Condon region
(i.e. when the excited state geometry is similar to that of the S0

ground state). An important caveat here is that the use of the
excited state Rydberg character as a simple identification label is
only valid in this initial limit. Over the more extended range of
nuclear geometries that a system may subsequently sample
following UV absorption, an expanded mixed Rydberg/valence
picture is needed for a fully comprehensive description. Such
Rydberg-to-valence evolution is particularly evident in the 4s and
4py states, which become dissociative as the S–C bond extends.
This behaviour is further illustrated in the orbital plots shown in
Fig. 3. In the interests of clarity, the use of simple (e.g. 4s, 4px)
labels will be retained throughout, although drawing on a more
extensive mixed state picture will prove essential in interpreting
some aspects of our TRPEI data in subsequent sections. Adding
more detail here, the excited states start vertically with a dominant
single particle-hole character, where the nature of the particle
orbital is dominated by diffuse basis functions of a given angular
momentum. Upon proceeding along the reaction coordinate there
is mixing of further basis functions into the particle orbitals,
in addition to further multi-electron character developing (i.e.
multiple particle–hole configurations of importance). Careful
consideration of local wavefunction composition and molecular
properties enables these changes to be tracked along the reaction
coordinate, allowing us to effectively retain the original vertical
state label across the entire potential. Note that the complexity of
this diabatic picture away from equilibrium reflects the inherent
breakdown of the (qualitative) single-particle description of
excited electronic states and is different from the actual crossing
of adiabatic potential surfaces, which happens additionally at
longer range and introduces further mixing of the orbital character.

Scans along the S–C bond were terminated at a separation
just beyond 3 Å to avoid inaccuracies introduced by the growing

Table 1 Singlet excitation energies and oscillator strengths (f) for all three
thioethers under study evaluated using the EOM-CCSD approach. See
main text for additional computational details

E (eV) f E (eV) f E (eV) f

4s ’ nS 4.618 0.000 5.274 0.000 5.421 0.000
5.665 (y) 0.019 5.607 (y) 0.014 5.644 (x) 0.006

4p ’ nS 5.915 (z) 0.008 6.170 (x) 0.015 6.270 (y) 0.042
6.318 (x) 0.023 6.223 (z) 0.018 6.302 (z) 0.033

Fig. 2 EOM-CCSD potential energy cuts for the S0, 4s and 4p states of DES (left) and THT (right) along the S–C stretching coordinate and C–S–C
bending coordinate. Rydberg state labels are formally only valid close to the S0 equilibrium geometry but serve as a useful reference for general
discussion – see main text and Fig. 3 for additional detail. An equivalent cut along the C–S–C bond angle in THI is presented in Fig. S3 of the ESI.†
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open-shell character observed at longer bond lengths (for which
single-reference methods such as EOM-CCSD start to break down).
The 4s state of DES converges upon the same dissociation limit as
S0, yielding C2H5S(X̃) + C2H5(X̃) radical products, while the 4py

state asymptotically converges to C2H5S(Ã) + C2H5(X̃). In THT,
biradical ring-opened products are formed in the corresponding X̃
or Ã states, respectively. Scans along the C–S–C bond angle of DES
and THT are also included in Fig. 2. This degree of freedom was
targeted for specific inspection at it exhibits the most obvious
differences in terms of constraint between cyclic and acyclic
systems. Of note here is the point of electronic degeneracy reached
by a member of the 4p manifold and the 4s state when the angular
coordinate undergoes relatively small displacements from the
ground state equilibrium geometry (B61). This suggests that the
C–S–C angle may be important in mediating internal conversion
between the 4p manifold and 4s states, although such a process is
likely to proceed extremely rapidly – even where constraints on this
specific motion are imposed by a closed ring geometry.

IV. Results and discussion
A. Lower probe intensity regime

Fig. 4 presents time-resolved photoelectron spectra of THT and
DES under lower probe intensity conditions. Representative
photoelectron images close to zero pump–probe delay are also
inset. Data for both molecules display very similar features,
with the raw images exhibiting two bright rings that show a

Fig. 3 Largest orbital transition in the EOM-CCSD (right) eigenvectors for
the excited states of DES at the equilibrium S–C bond length (B1.8 Å), and
a more extended geometry (B3.0 Å). In the latter instance, a significant
ns* valence contribution is seen to develop in the 4s and 4py states,
whereas the 4px state retains its Rydberg character. The 4pz state (not
shown) exhibits similar behaviour to 4px. All orbital surfaces are plotted
using the same iso values (0.017 electron bohr�3).

Fig. 4 Time-dependent 200/267 nm pump/probe photoelectron spectra
of DES and THT obtained under a lower probe intensity regime (B3 �
1012 W cm�2). Note the non-linear scaling of the time axis (see main text
for details). Photoelectron images at Dt = 0 are inset. Time-invariant
pump- and probe-alone background signals have been subtracted and
the images are 4-fold symmetrized (i.e. the raw data in four individual
quadrants defined by horizontal and vertical axes passing though the
image centre have been averaged together – which is valid given the
symmetry of the photoelectron angular distribution described by eqn (1)).
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pronounced spatial anisotropy peaking along the direction of
the pump and probe laser polarization. A much weaker signal
with reduced anisotropy also extends through the images –
something that is more readily seen in the angle-integrated
photoelectron spectra at kinetic energies extending below
1.4 eV. The accompanying narrow bands centred at 1.7–1.9 eV
and 2.4–2.5 eV correlate with the two rings in the raw image
data, and the temporal onset of the peak at lower energy is
slightly delayed with respect to the higher energy one. This is
more clearly revealed for the case of THT in Fig. 5, which also
includes a fit to the transient data using the model described by
eqn (2) and (3). The overall dynamics appear to be extremely
rapid, with no signals persisting beyond 400 fs. Additionally, no
significant spectral features are observed in Fig. 4 at photoelec-
tron kinetic energies exceeding B2.5 eV, which is in agreement
with expectations based on the total (central wavelength) pump +
probe energy for (1 + 10) ionization (10.85 eV) and the adiabatic
D0 IPs of 8.43 eV (DES) and 8.38 eV (THT).41,42 The D1 cation
state is also (just) energetically accessible in both molecules
given the laser bandwidth used in our measurements,43,44 and
we attribute the bright spot seen in the centre of our raw image
data to ionization into this continuum (most likely from the 4s
state). Given the inherent difficulties associated with extracting
reliable angular and intensity information from signals project-
ing over a small number of central image pixels, however, we do
not consider these very low (o0.1 eV) energy photoelectrons
further in our analysis.

On the basis of previously reported absorption spectra26,27

and the quantum chemistry calculations presented in Section
III, the peaks centred at 1.7–1.9 eV and 2.4–2.5 eV in Fig. 4 may
be attributed to ionization from the 4s Rydberg state and the 4p
Rydberg manifold, respectively. In further support of this
assignment, the narrow width of the peaks reflects a strong

propensity for diagonal transitions to the cation (i.e. Dn = 0,
where n is a generalized, non–mode-specific vibrational quan-
tum number) – as would typically be expected for Rydberg state
ionization. The 4p manifold is accessed directly by the 200 nm
pump step and internal conversion to the 4s state occurs within
100 fs (as seen in Fig. 5). Internal conversion between indivi-
dual members of the 4p manifold may also occur during this
time, as revealed previously in some amine systems,17,18 but
this process (if occurring) is not resolved in our present
measurements. As presented in Fig. 2, a likely key coordinate
in the 4p to 4s internal conversion process is a widening of the
C–S–C bond angle relative to that at the ground state equili-
brium geometry. This brings members of the 4p manifold and
the 4s state to a point of electronic degeneracy and may
ultimately facilitate rapid non-adiabatic population transfer
via a conical intersection. Furthermore, the small angular
change required here means that conformational restrictions
imposed by the ring structure in THT do not impact signifi-
cantly on the overall timescale for this process relative to DES
(as evident in Fig. 4). Assuming modest (T r 100 K) internal
cooling in our molecular beam expansion and given previously
reported frequencies for the C–S–C bend/ring deformation
modes in both species (B300 cm�1),45,46 we may reasonably
assume any effects due to vibrationally excited population in
the ground state are negligible. Once populated, the 4s state is
then unbound along the S–C stretching coordinate, giving rise
to an extremely short (o100 fs) lifetime. As the S–C bond
extends, the 4s state begins to develop increasing ns* valence
character – as illustrated for DES in Fig. 3. Given our instru-
ment response function of 200 fs, we are not able to temporally
resolve this extremely rapid evolution in our experiments (i.e.
the pump–probe signature of this broader feature appears
matched that of the 4s state within experimental uncertainty –
see Fig. S2 in the ESI†). We suggest, however, that our data does
appear to reflect this transitory behaviour in a spectrally averaged
way, since increasing ns* valence character can lead to a
reduction in the propensity for diagonal ionization. This gives
rise to the much broader feature seen in the photoelectron
spectra below 1.4 eV, with the shift to lower energies reflecting
an increase in the energy separation between the 4s/ns* and D0

cation states along the S–C stretch. We note that similar argu-
ments relating to N–H and N–C bond extensions have previously
been put forward to explain comparable spectral features in
other TRPEI data.15,47

Given the above discussion, a concomitant reduction in the
photoelectron anisotropy associated with ionization from a
state with increased ns* character at more extended S–C
distances would also be expected. This is a consequence of
the angular momentum being more poorly defined than for a
predominantly Rydberg-like composition (i.e. the state is no
longer well-described by a single s-type basis orbital). Such an
effect is quantified in Fig. 6, which shows polar plots of the
photoelectron angular distributions (PADs) obtained for DES
averaged over three different energy bands corresponding to
4p, 4s and ns* ionization in the region close to zero pump–
probe delay (see Fig. 4). Fits to this data using an appropriately

Fig. 5 Data points: scaled 200/267 nm pump/probe transient photoelec-
tron signals integrated over narrow energy regions corresponding to 4p
(2.4–2.6 eV) and 4s (1.8–2.0 eV) state ionization in THT under lower probe
intensity conditions. Solid lines: Fit to the data using the procedure
described by eqn (2) and (3). The 4p transient was fitted with a single
exponential to extract t1. This was then included as the rising term in a
sequential bi-exponential fit to the 4s transient to yield t2. 1s uncertainties
in the quoted t1 and t2 values are �5 fs and �10 fs, respectively. Identical
transitory behaviour is seen in DES.
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time- and energy-integrated form of eqn (1) are also overlaid.
Here the summation in eqn (1) was truncated at lmax = 4 as we
may be confident that (1 + 10) ionization is the dominant
contribution to all signals in our low probe intensity regime.
The PAD associated with ns* ionization tends towards isotro-
pic (b2 = 0.18 and b4 = �0.20), whereas the PADs relating to
Rydberg state ionization exhibit a pronounced anisotropy.
Notably, however, the b2 and b4 parameters associated with
4s and 4p ionization are very similar (1.22 and 0.25 vs. 1.31 and
0.34, respectively). The b4 value for the 4s state also deviates
significantly from the value of zero that would typically be
expected in a ‘‘first approximation’’ picture of single photon
ionization from an Rydberg orbital possessing no inherent
alignment.20 Furthermore, no temporal variation in the aniso-
tropy parameters was distinguishable upon analysing their
transient behaviour. Such observations appear consistent with
the extremely rapid internal conversion between the 4p Rydberg
manifold and the 4s state, which occurs on a timescale
approaching the limit of our experimental pump–probe resolution.
Coupling between excited states induces mixing of their electronic
character and this may often be reflected in the temporal evolution
of the anisotropy seen in PAD measurements.14,25,47–49 In the
present measurements, however, any state mixing is too rapid to
effectively be distinguished in the time domain.

Based on the experimental data discussed so far, we suggest
that ultrafast S–C bond cleavage occurring on the 4s excited
state potential energy surface is likely to be an important
photochemical pathway in saturated thioether systems. The
evolution of Rydberg-to-valence character within the 4s state of

both DES and THT displays clear similarities to that seen in the 3s
state of primary/secondary amine systems while differing from
that of tertiary species – as discussed previously in the Introduc-
tion. In DES this leads asymptotically to two radical fragments
(C2H5 and C2H5S), both of which will be formed in their respective
ground electronic states (see Section III). Such a picture is con-
sistent with the highly anisotropic recoil seen in CH3 fragments
produced from the related species dimethylsulfide following
direct excitation to the first absorption band (i.e. what we denote
here as the 4s state).50–53 The equivalent C–S bond fission step in
THT is expected to lead initially to a ring-opened biradical species.
This process may, however, potentially also occur during repopu-
lation of the S0 ground state rather than exclusively on 4s potential
energy surface – as suggested by Röder et al. in their aforemen-
tioned study of analogous cyclic ether systems.10 A more expanded
discussion of the photofragmentation mechanism will form a
central theme of the following section.

B. Higher probe intensity regime: general features

Fig. 7 presents time-resolved photoelectron spectra of THT and
DES under higher probe intensity conditions. Photoelectron
images close to zero pump–probe delay are also inset. In contrast
to the lower probe intensity regime (Fig. 4), an additional sharp,
anisotropic ring feature is now clearly visible, appearing at a
smaller radius/photoelectron energy than the two peaks
previously assigned as 4p and 4s ionization. Ionization into the
D1 continuum is also seen slightly more strongly in the centre of
the images. Between the various sharp features, there is still a
broad background signal at pump–probe delays close to zero,

Fig. 6 Normalized polar PAD plots showing low probe intensity angular data for DES averaged over energy regions corresponding predominantly to 4p
(2.4–2.6 eV), 4s (1.8–2.0 eV) and ns* (0.2–1.6 eV) ionization in the region close to zero pump–probe delay. Error bars denote 1s uncertainties. Red solid
lines are the corresponding fits to the data obtained using a time- and energy-integrated form of eqn (1). The anisotropy parameters obtained from these
fits are also shown, with values in parentheses denoting 1s uncertainties in the final significant figure.
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indicative of ns* ionization resulting from S–C bond extension
in the 4s state. In the case of THT, a much longer-lived transient
signal is now also evident, persisting out to the 50 ps limit of our
pump–probe observation window. This is seen with improved
contrast in the energy-integrated form of the data, as presented
in Fig. S4 of the ESI.† Fig. 7 also includes data obtained for THI,
which appears to display very similar overall spectral signatures
to DES – although there is a subtle difference in the transient
dynamics that will be expanded upon shortly.

Before discussing the new spectral features appearing under
higher probe intensity conditions, it is important to highlight
that the 4p and 4s peaks in the THT and DES data are not
appreciably shifted in position, width or relative intensity when
compared with the lower probe intensity regime. This offers
good evidence that the higher probe intensity conditions do not
actively modify the excited state dynamics. Further support of
this assertion is also provided by the PAD data for DES
presented in Fig. 8. Here eqn (1) was used with a form including

Fig. 7 Time-dependent 200/267 nm pump/probe photoelectron spectra of DES, THT and THI obtained under a higher probe intensity regime (B5 �
1013 W cm�2). Note the non-linear scaling of the time axis (see main text for details). Photoelectron images at Dt = 0 are inset. As in Fig. 4, time-invariant pump-
and probe-alone background signals have been subtracted and the images are 4-fold symmetrized. The laser polarization is vertical with respect to the inset.

Fig. 8 Normalized polar PAD plots showing higher probe intensity angular data for DES averaged over energy regions corresponding predominantly to
4p (2.4–2.6 eV), 4s (1.8–2.0 eV), radical intermediate (0.8–1.0 eV) and ns* (0.2–0.6 eV) ionization in the region close to zero pump–probe delay. Error
bars denote 1s uncertainties. Red solid lines are the corresponding fits to the data obtained using a time- and energy-integrated form of eqn (1). The
anisotropy parameters obtained from these fits are also shown, with values in parentheses denoting 1s uncertainties in the final significant figure. See the
ESI,† for additional anisotropy parameter data relating to other systems.
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terms up lmax = 6 as there is a possibility that some underlying
photoelectron signals may now originate from two-photon
probe ionization (i.e. a 1 + 20 process overall). For the case of
the 4s and 4p states, however, the b6 terms returned by the fit
are very close to zero and the b2 and b4 parameters are similar
to those obtained under lower probe intensity conditions
(Fig. 6). Table S1 in the ESI† includes equivalent fitted aniso-
tropy parameters for THT and THI, which are broadly
comparable.

The new spectral feature seen in Fig. 7 at 0.8–1.0 eV for both
DES and THT must originate from a higher order photon
process than the peaks attributable to ionization of the 4p
and 4s states. A similar argument also holds, by extension, in
THI (where the equivalent feature sits in the 0.6–0.8 eV region).
The new peak has a delayed temporal onset with a rise time
matched to that seen in the 4s state, suggesting a link to decay
within the 4p manifold. This is more clearly seen in Fig. 9,
which plots the transient signals from DES and THI for the

various narrow peaks appearing in the photoelectron spectrum
along with a sequential fit using the model described by eqn (2)
and (3). Fig. 9 also reveals a clear difference in the transitory
behaviour of these two systems, with THI displaying additional
‘‘tail’’ features extending to longer pump–probe delay times
than DES. This necessitates the use of two separate exponen-
tially decaying functions to obtain a satisfactory fit to the data
in some spectral regions (and is also a requirement in THT),
whereas only a single exponential decay is required for the
equivalent regions in DES. Numerical time-constant informa-
tion extracted for all systems across various individual photo-
electron band features is summarized in Table 2.

C. Higher probe intensity regime: assignment of narrow peak
o1.0 eV

When compared to the spectral features already attributed to
(1 + 10) ionization in Section IV A, the relatively large signal
strength seen in the new (higher photon order) peak sitting
below 1.0 eV leads us to speculate that it may originate via an
additional resonantly enhanced step (i.e. a 1 + 10 + 10 process
rather than 1 + 20). This would eliminate the possibility of the
signal originating from an ionization out of the 4s state that
projects directly to a very high-lying cation state. Furthermore,
based on the peak position and the overall photon energetics,
such a high-lying cation state would be required to sit some-
where in the region of 6 eV above the ionization onset threshold
yet exhibit a similar electronic configuration to D0 to preserve
efficient Koopmans’ correlations.54,55 This seems unlikely and,
where relevant calculations are available (for the case of THI31),
such a state has not been observed. Energetic considerations
also appear to eliminate the possibility of this peak resulting
from triplet state ionization following intersystem crossing
(ISC) from the 4p manifold – even though there is a growing
body of evidence to support ISC on such ultrafast timescales in
other systems.56 To help verify this, we evaluated the vertical
triplet state energies for DES using the same computational
approach as discussed in Section III. Calculated values for the
4s state (4.98 eV) and members of the 4p manifold (5.53, 6.14,
and 6.21 eV) sit in an approximate range only 0.1–0.4 eV below
their respective singlet counterparts (listed in Table 1). This
implies that any populated triplet states should already be
observable in the lower intensity 1 + 10 ionization regime or,

Fig. 9 Data points: scaled 200/267 nm pump/probe transient photoelec-
tron signals integrated over narrow energy regions corresponding to 4p,
4s and radical fragment ionization in DES and THI under higher probe
intensity conditions. Solid lines: fit to the data points using the procedure
described by eqn (2) and (3). The 4p transient was fitted with a single
exponential term. This was then included as a rise time in independent fits
to the 4s and radical transients. The clear tails extending to longer delay
times in the THI data necessitates the use of two separate functions to
accurately model the decay in both 4s and radical channels. In contrast,
only a single exponential is required for each of these regions in DES. See
Table 2 for numerical values and main text for discussion.

Table 2 Summary of 1/e lifetime data across various photoelectron band
features under higher intensity probe conditions obtained for all molecules
investigated (see Fig. 9 caption for additional details). Quoted uncertainties
are 1s values

4p decay 4s decay Radical decay
Long-time
decay

70 � 10 fs 40 � 15 fs 50 � 15 fs —

75 � 10 fs 50 � 10 fs 45 � 10 fs
270 � 60 fs 300 � 100 fs 42 � 5 ps

50 � 10 fs 75 � 10 fs 85 � 10 fs
470 � 100 fs 560 � 100 fs —
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alternatively, any 1 + 20 ionization would lead to photoelectron
bands at kinetic energies well above 1.0 eV. Finally, here, we
also consider the potential role of electronic autoionization
from short-lived super-excited neutral states sitting above the
D0 continuum. Such autoionization processes have previously
been implicated in contributing to the experimental VUV
threshold photoelectron spectrum of THI,31 and could concei-
vably yield photoelectrons with kinetic energies in the region
below 1.0 eV, as seen in our data. Although supporting calcula-
tions in this earlier work (and also for the related 3-membered
ring system ethylene sulfide57) suggest a relatively dense manifold
of super-excited states extending up to around 14 eV (B5.5 eV
above the D0 IP), our combined (1 � 200 nm + 2 � 267 nm)
photon energy of 15.5 eV exceeds this predicted range by some
margin. Given this finding, and the fact that similar observations
would also likely be expected in DES and THT, we therefore
discount autoionization mechanisms as a contributing factor in
our photoelectron data.

Having ruled out the various possibilities considered above;
we suggest the most likely origin of the narrow peak appearing
below 1.0 eV in the Fig. 9 data is two-photon (10 + 10) probe
ionization of a very short-lived radical intermediate. This is
formed via ultrafast dissociation/ring-opening of the neutral
parent molecule following initial absorption of the 200 nm
pump. We begin by considering the case of DES before extend-
ing the discussion to the two cyclic systems. Given that the
delayed temporal onset of the 0.8–1.0 eV peak indicates a
fragment originating from dissociation within the 4p manifold
(Fig. 9), the expected DES photoproducts are C2H5S(Ã) and
C2H5(X̃), as already highlighted in Section III. Since the IP of
C2H5(X̃) lies in the range 8.2–8.5 eV,58,59 this species initially
seems like a plausible candidate, as ionization using two
267 nm probe photons (9.3 eV in total) could therefore yield a
photoelectron peak close to 0.8–1.0 eV. On the other hand, the
barrier to C2H5(X̃) dissociation exceeds 37 kcal mol�1 (1.6 eV)
and so dissociation in o100 fs seems unlikely – even factoring
in any internal vibrational excitation imparted in the initial
fragmentation of the DES parent.60,61 Furthermore, formation
of C2H5(X̃) is also expected following dissociation via the 4s
state and we see no evidence of the radical peak being asso-
ciated with this channel (Fig. 9). Finally, the first excited
electronic state of C2H5 is not energetically accessible upon
absorption of a single 267 nm photon and so no resonant (10 + 10)
enhancement of the overall two-photon radical ionization process
is possible.62 This enhancement would likely be a requirement
here given the relatively low (o8 Mb) single-photon ionization
cross-section of C2H5 reported at energies close to threshold.60

The electronic spectroscopy of the C2H5S radical has been
studied in detail following generation via photolysis of neutral
precursors, with the Ã ’ X̃ state origin identified at 440.0 nm
(2.82 eV).63 The Ã state was also reported to be strongly
pre-dissociated, with 1/e lifetimes decreasing from 75 ns at
the origin band to 15 ns when exciting just 0.3 eV higher in
energy. A similar picture has also been reported in the related
CH3S radical, where ab initio quantum chemistry calculations
have revealed several unbound electronic states crossing the Ã

state potential energy surface close to energy minimum and at
relatively modest C–S bond extensions.64 Given this evidence, it
therefore seems likely that the short-lived 0.8–1.0 eV peak seen
in our data at higher probe intensities arises due to (10 + 10)
ionization of the C2H2S radical Ã state formed following 200 nm
dissociation directly within the 4p manifold of the parent DES
molecule. This pathway acts in competition with internal
conversion from the 4p manifold to the 4s state (as already
observed in the lower probe intensity regime). The internal
vibrational energy deposited into the C2H5S(Ã) radical species
during photolysis is then sufficient to bring about further
ultrafast fragmentation, liberating sulphur atoms and further
ethyl radical products (which we do not detect). Due to the
energy gap between the Ã state origin (2.82 eV) and the lowest
experimentally determined IP of C2H5S (9.08 eV),65 two 267 nm
photons are required for the ionization step and there is a
strong possibility of enhancement due to the dense manifold of
high-lying resonances that would be reasonably be expected in
the region 1–2 eV below the onset of the continuum. Our
calculations also indicate that the electronic configuration of
the excited C2H5S Ã state is built predominantly on a transition
between the HOMO�2 and HOMO orbitals. Based on simple
Koopmans’ correlation arguments,54,55 the Ã state is therefore
not expected to project strongly into any of the three energeti-
cally lowest-lying states of the C2H5S cation, which are all built
on removal of an electron from either the HOMO or HOMO�1
orbitals of the neutral radical upon ionization.65 This provides
a strong rationale for the peak associated with C2H5S Ã state
ionization appearing below 1.0 eV in Fig. 9, rather than at much
higher kinetic energies (as might otherwise be expected). Our
interpretation/assignment of the higher probe intensity spec-
tral feature in DES is also consistent with photofragment
REMPI studies conducted on the related dimethylsuflide mole-
cule following excitation at 201 nm.66 Here a bimodal CH3

translational energy distribution was observed, with both com-
ponents exhibiting strong recoil anisotropy (indicating disso-
ciation on a timescale faster than the period of molecular
rotation). The higher kinetic energy feature was attributed to
S–C bond cleavage within the parent molecule, while the lower
kinetic energy feature was thought to be prompt secondary
dissociation of the resulting SCH3 co-fragment.

Having established the origin of the 0.8–1.0 eV peak in DES,
we may, by extension, start to apply a similar reasoning to the
cyclic thioethers we have investigated. This is valid given the
similar spectral and temporal nature of the equivalent feature
seen in their respective TRPEI data (Fig. 7). The main difference
here is that cleavage of the S–C bond directly via the 4p
manifold following 200 nm excitation now initially leads to a
ring-opened biradical species – something previously suggested
in earlier studies of THI and THT photoproducts following UV
excitation over a range of different wavelengths.67–70 This
biradical intermediate will be formed in the (short-lived) Ã
state when accessed directly from the 4p manifold and – as in
DES – will then undergo ultrafast fission of the second S–C
bond to yield S atom products. In thietane, this is known to be
almost exclusively S(1D) following 193 nm excitation, with a
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C3H6 co-fragment (cyclopropane and/or propene).71,72 No final
photoproducts are observed in our TRPEI data, however, even
though the relatively low S(1D) IP of 9.21 eV means it could, in
principle, be observed (non-resonantly) via two-photon probe
ionization. This earlier THI work has also suggested that
simultaneous breaking of both S–C bonds may lead to S atom
release. Such a concerted process does not, though, seem to be
supported by our present measurements. In all three molecules
under study, a lack of relevant ionization cross-section data
means we are unable to determine the relative branching
between the direct dissociation pathway within the optically
prepared 4p manifold and internal conversion to the 4s state.
Given the considerable size of the (higher overall photon order)
signal attributed to ionization of the (bi)radical Ã state, we may,
however, speculate that the direct 4p dissociation pathway is a
significant factor. This significance also seems to be suggested
in studies carried out on THI by Dorer et al. that reveal a
dominant C3H6 product channel following absorption at
214 nm.67 The emergence of this specific channel was also
linked to the onset of excitation to the second absorption band
(i.e. the 4p manifold in our notation).

D. Higher probe intensity regime: longer-time dynamics

As noted earlier and summarized in Table 2, the 4s and radical
intermediate ionization channels in the cyclic THI and THT
systems exhibit a biexponential decay, whereas the equivalent
features in DES exhibit single exponential lifetimes. This is in
addition to the much longer 42 ps dynamics observed exclu-
sively in THT. To explain the biexponential behaviour, we start
by making analogies with some amine-based species. Following
UV excitation of morpholine over the 250–193 nm region,
Ashfold and co-workers have previously reported two distinct
H atom kinetic energy release channels.73 This was attributed
to subsets of dissociating molecules exhibiting either (i) a
planar geometry about the N atom centre upon first encounter-
ing a conical intersection with the S0 ground state at extended
N–H distances (and rapidly passing straight through it) or (ii) a
non-planar geometry at this point leading to a more ‘‘fru-
strated’’ fragmentation where the upper cone of the conical
intersection is repeatedly resampled until the correct region of
phase space is achieved. More recent TRPEI studies conducted
by our own group indicated a similar behaviour in the structu-
rally related piperidine system.15 Here the observation of two
distinct lifetimes in our data (180 fs and 1.7 ps) were attributed
to a prompt decay of the 3s state, and a more extended process
where excited state population remained effectively trapped at
large N–H distances for short period before population transfer
to S0 takes place. The spectral signature of the more extended
process (1.7 ps) was observed to span a broad range of photo-
electron kinetic energies, indicative of the increased valence
character of the 3s state at a geometry far from that of ground
state equilibrium. We also highlight that similar trapping
phenomena have been invoked to explain dynamical observa-
tions in the excited states of several other systems.74–79

Based on the discussion outlined above, we tentatively
suggest a similar frustrated mechanism may operate in the

case of THT and THI. Here a sizable fraction of molecules
within the 4s state may be temporarily trapped at large S–C
distances before undergoing either dissociation, or internal
conversion to the S0 ground state. Such behaviour is captured
in the time constants of order 270–300 fs and 470–560 fs seen in
THT and THI, respectively (see Table 2), and this is due to a
broad spectral feature that energetically spans across the
individual narrow photoelectron bands seen in our data. It is
a consequence of constraints imposed by the cyclic structure of
these two molecules (as it is absent in DES) and operates in
addition to a prompt S–C bond cleavage associated with the
o100 fs decay of the 4s state (something DES does also clearly
exhibit). This then leads the discussion to the relatively weak,
but much longer-lived signal with a 42 ps decay that is seen in
THT (Fig. 7, Table 2, and Fig. S4, ESI†). We suggest the most
likely origin of this feature is two-photon probe ionization of
the re-populated S0 ground state, which then undergoes some
form of statistical fragmentation due to extremely high levels of
concomitant vibrational excitation. As already discussed, the S0

state may be accessed by a conical intersection with the 4s state
at highly extended S–C bond extensions (beyond the 3 Å limit of
our EOM-CCSD calculations in Fig. 2). Similar pathways to the
ground state have also been discussed in related cyclic ether
systems, as highlighted in the Introduction.10 The clear differ-
ence in the propensity for S–C bond cleavage on the excited 4s
potential surface vs. S0 recovery seen in THT and DES might
then be rationalized through angular geometry constraints
imposed by the 5-membered ring of the former species, and
the influence this then exerts at the relevant conical intersec-
tion. On the other hand, this argument does not explain why
the behaviour seen in THT is notably different to that in THI. In
THI, however, excitation directly to the 4s state is known to
yield ethene and thioformaldehyde products (the reverse Thia-
Paternò-Büchi reaction).67,68,70 Furthermore, this process may
be assumed to take place extremely rapidly by analogy with
193 nm excitation studies conducted on oxetane (the ether
analogue of THI), where ethene and formaldehyde products
formed via ground state repopulation exhibit a high degree of
recoil anisotropy.80 This raises a second possibility that the
270–300 fs and 470–560 fs lifetimes seen in THT and THI are, in
fact, associated with a rapid decay of S0 following the internal
conversion from the 4s state. In this scenario, there may be two
competing fragmentation pathways from the ground state of
THT (with associated time constants of 270–300 fs and 42 ps) –
presumably arising due to subsets of molecules sampling
different initial regions of phase space within S0 during the
internal conversion process. Conversely, in THI only one such
pathway (with an associated time constant of 470–560 fs) is of
significance. Clearly more experimental data is required to
investigate these possibilities further, and we suggest that
time-resolved measurements conducted using complementary
techniques with different associated observables (e.g. transient
absorption spectroscopy, time-resolved X-ray scattering) may
prove particularly instructive in this regard. This is in addition
to time-resolved photoionization experiments conducted with
probes that specifically target the resonant transitions of
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specific products or, alternatively, exploit VUV probes that
project much more deeply into the ionization continuum.

V. Conclusion

The non-adiabatic excess energy redistribution dynamics oper-
ating in a series of saturated thioethers were investigated using
the TRPEI approach, supported by quantum chemistry calculations.
Experimental measurements employed a 200 nm pump in
conjunction with a 267 nm probe operating under two different
intensity regimes. In the lower probe intensity case (B3 �
1012 W cm�2) the straight chain molecule DES and the 5-
membered ring system THT were observed to undergo extre-
mely rapid (o100 fs) internal conversion between the initially
excited 4p Rydberg manifold and the 4s state. The C–S–C
bending angle was found to potentially be a key coordinate
driving this internal conversion step, although only very small
angular displacements away from the ground state equilibrium
geometry are required. Conformational constraints imposed by
cyclic ring structures therefore do not influence the dynamical
timescale to any significant extent. The resulting 4s state is
unbound along the S–C stretching coordinate and exhibits an
extremely short (o100 fs) lifetime. Under higher probe intensities
(B5 � 1013 W cm�2), additional features appear in the photo-
electron spectra. These are attributed to ionization of short-lived
excited state (bi)radical intermediates formed following direct
dissociation within the 4p manifold and indicate the presence
of a second decay channel that acts in competition with 4p - 4s
internal conversion. We also observe a much higher propensity
for re-population of the S0 ground state via the 4s pathway in THT
over other systems studied (where the 4s state predominantly
dissociates). Utilizing a higher level of theory, e.g. complete active
space self-consistent field (CASSCF) calculations, may in future
reveal much more about the 4s/S0 conical intersection at highly
extended S–C bond distances. Our findings also illustrate the
value of projecting more deeply into the ionization continuum to
reveal pathways to which TRPEI measurements would otherwise
be otherwise blind. In this regard, we suggest that future time-
resolved studies conducted on thioether systems using VUV
probes (and other complementary techniques) will reveal much
more mechanistic detail, and we hope and anticipate that this
present work will serve as a stimulus for such an undertaking.
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