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Quantum versus classical unimolecular
fragmentation rate constants and activation
energies at finite temperature from direct
dynamics simulations†

Federica Angiolari, a Simon Huppert b and Riccardo Spezia *a

In the present work, we investigate how nuclear quantum effects modify the temperature dependent

rate constants and, consequently, the activation energies in unimolecular reactions. In the reactions

under study, nuclear quantum effects mainly stem from the presence of a large zero point energy. Thus,

we investigate the behavior of methods compatible with direct dynamics simulations, the quantum

thermal bath (QTB) and ring polymer molecular dynamics (RPMD). To this end, we first compare them

with quantum reaction theory for a model Morse potential before extending this comparison to

molecular models. Our results show that, in particular in the temperature range comparable with or

lower than the zero point energy of the system, the RPMD method is able to correctly capture nuclear

quantum effects on rate constants and activation energies. On the other hand, although the QTB

provides a good description of equilibrium properties including zero-point energy effects, it largely

overestimates the rate constants. The origin of the different behaviours is in the different distance

distributions provided by the two methods and in particular how they differently describe the tails of

such distributions. The comparison with transition state theory shows that RPMD can be used to study

fragmentation of complex systems for which it may be difficult to determine the multiple reaction

pathways and associated transition states.

1 Introduction

Unimolecular fragmentation is an elementary chemical process
which is involved in many reaction mechanisms.1 In fact, it is
not only relevant per se in direct fragmentation of chemical
species but it can be present as part of more complex mechanisms.
Direct fragmentation is, for example, the key process involved in
tandem mass spectrometry, where an ion is activated (typically by
collisions) and then fragments in two (or more) parts.2,3 Fragmen-
tation in mass spectrometry has both a qualitative and quantitative
application: the first in elucidating the nature of the precursor
chemical species from its fragmentation signature,4–7 the second in
determining binding energies.8–10

Unimolecular fragmentation is one of the elementary steps in
several reaction mechanisms. For example, the SN2 reaction has

two unimolecular fragmentation steps as part of the whole mecha-
nism: (i) once the complex is formed and the intermediate species
eventually rearranged, the products are obtained by the unimole-
cular fragmentation of the leaving group, (ii) the reverse process of
the bi-molecular capture is an unimolecular fragmentation.11,12

For this reason unimolecular fragmentation processes were
largely studied both experimentally and theoretically.1 The
central theory used to describe such process is the Rice–
Ramsperger–Kassel–Marcus (RRKM) theory,13–15 which is typically
formulated in the microcanonical ensemble1 and corresponds to
the Transition State Theory (TST) in the canonical ensemble. Both
theories provide a direct and simple relation between the rate
constant and the threshold energy (E0) for the elementary reaction
R - A + B (where R is the reactant and A and B the dissociation
products):

kðE; J;KÞ ¼
Nz E � E0 � Ezr ðJ;KÞ
� �
hr E � ErðJ;KÞ½ � (1)

kðTÞ ¼ kBT

h

QzðTÞ
QðTÞ e

�E0=kBT (2)

where E is the total energy, J and K the rotational quantum
numbers, N is the sum of states at the transition state (TS), Er(J,K)
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Jussieu, 75005 Paris, France. E-mail: riccardo.spezia@sorbonne-universite.fr
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and Er(J,K) are the rotational energies for TS and reactants,
respectively, h is the Planck constant, r is the reactant density of
states, T is the temperature, kB is the Boltzmann constant and
Q‡(T) and Q(T) are the canonical partition functions of TS and
reactant, respectively. Note that the rate constants resulting from
eqn (1) and (2) have inverse time dimensions, while the experi-
mental fragmentation data, like in combustion chemistry, are
often reported for the whole reaction R + M - A + B + M where
M is the gas and the resulting rate constant are pressure depen-
dent and have the dimension of V (mol time)�1 (typically reported
in cm3 (mol.s)�1). Furthermore, in eqn (1) we report the specific
RRKM rate constant16 in the general formulation where J and K
are assumed to be conserved, corresponding to an adiabatic
treatment, as discussed, for example, by Zhu and Hase.17

Eqn (1) and (2) can be used to obtain the rate constants if the
molecular information is available, or to obtain the threshold
energy from rate constants at different energies or tempera-
tures by a fitting procedure. In particular, the high-pressure
limit TST unimolecular rate constant (eqn (2)) can be written
and used as an Arrhenius equation:1

kðTÞ ¼ A1e
�E1=kBT (3)

where AN and EN are the high-pressure pre-exponential factor
and activation energy, respectively.

RRKM and TST are powerful theories which well describe
kinetics of unimolecular dissociation but one needs to clearly
identify the reaction pathway and locate the TS. While this is
straightforward for simple processes, it may be very difficult for
complex and flexible systems in which different pathways are
present. In this context, molecular simulations, and notably
direct dynamics, provide a useful tool to study the unimolecular
fragmentation of such complex molecular systems. From such
approach, it is possible not only to discover new reaction
mechanisms and/or products, as when modeling collision- or
surface-induced dissociation processes, but also to obtain the
threshold and/or activation energies.18 In particular, Hase and
co-workers have studied at different levels of theory relatively
complex systems, showing how direct dynamics combined with
unimolecular reaction theory is a powerful tool to get threshold
or activation energies.19 Note that this is particularly useful for
large systems, like e.g. poly-peptides, for which the localization
of the corresponding TSs is highly problematic.20,21

One critical aspect when dealing with quantitative char-
acterization of the reaction barrier from direct dynamics simu-
lations is the zero-point energy (ZPE). In fact, when the ZPE is
not the same for reactant and TS, the classical and quantum
threshold energies do not correspond. Chemical dynamics
simulations are often based on quasi-classical initial condi-
tions followed by newtonian equations of motion numerical
integration. In this way one can observe typical non-physical
effects, like ZPE leakage22,23 or, as it is the case for simple
unimolecular fragmentation, products with incorrect energy
distribution. For the unimolecular fragmentation case, this is
due to the fact that simulations can generate products with a
vibrational energy which is less than the ZPE. This problem was
recently discussed by Paul and Hase for the micro-canonical

reactivity of a simple CH4 model.24 In this case, the unimole-
cular fragmentation consists in the H abstraction through a
loose TS, such that one can consider just the difference between
the ZPE of reactant (CH4) and of one product (CH3). These
authors have proposed a relatively simple method in which, if a
trajectory forms a product with an energy lower than the ZPE,
the trajectory is sent back to the reactant basin. This approach
can be seen as the unimolecular fragmentation version of one
of the first methods proposed in the past to avoid ZPE leakage
in direct dynamics simulations.22,23 While the rate constants
obtained in this way qualitatively reproduce ZPE effects on the
unimolecular rate constant, the resulting energy dependence
did not show the expected RRKM behavior.25

Direct dynamics simulations in the canonical ensemble
represent another possibility to obtain rate constants and then,
from an Arrhenius fit, the activation energy. The resulting k(T)
will be anharmonic and, if nuclear quantum effects are correctly
accounted for, quantum. In the TST formulation, ZPE and
anharmonicity effects are introduced in this case not only in
the value of the activation energy but also in the quantum
partition functions. A first approach was reported recently by
Spezia and Dammak, where nuclear quantum effects were con-
sidered using the Quantum Thermal Bath (QTB).25 This approach
is appealing because it requires a computational effort that is very
similar to classical simulations. The QTB has also recently proved
capable of capturing accurately the effects of ZPE in liquid
water, both on equilibrium properties and on the vibrational
spectrum.26 However, the quantum-classical activation energy
differences reported in ref. 25 were overestimated, as further
analyzed below.

Another very popular class of methods to account for nuclear
quantum effects, that can be used in conjunction with direct
dynamics simulations is that deriving from Path Integral
theory.27–29 In particular, Ring Polymer Molecular Dynamics
(RPMD)30 and Centroid Molecular Dynamics (CMD)31,32 are able
to correctly predict reaction rate constants.33,34 While these
methods have been used for isomerizations and bi-molecular
simulations,33,35–41 detailed study of how they behave in the
case of unimolecular fragmentation kinetics at different tem-
peratures has not been reported in the literature so far.

Another class of methods is based on a thermal Wigner
sampling of initial conditions, but they will likely suffer from
two problems in this context: (i) they usually rely on the
harmonic approximation for the sampling of the Wigner den-
sity, whereas fully anharmonic approaches rapidly become
computationally heavy for large systems;42–44 (ii) since relatively
long trajectories are needed for the fragmentation to occur, ZPE
leakage from high to low frequencies might become proble-
matic and bias the results. Other methods, like e.g. the Gaussian
weighting in the quasi-classical trajectory method45 which is
very powerful to study molecular scattering46,47 or dissociation
of bimolecular complexes,48,49 are largely too expensive for
medium-to-large molecular systems, require the knowledge of
products and are generally used for well-defined state-to-state
reactions. On the other hand, QTB and RPMD can be applied
nowadays to relatively large molecules and sample a canonical
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ensemble. Since the aim of the present work is to assess how
molecular simulation methods potentially useful to simulate large
molecular systems in the canonical ensemble are able to take into
account ZPE effects in fragmentation, all these other methods
briefly discussed just above will not be considered here.

In the present work, we study the ability of direct dynamics
simulations with QTB and RPMD approaches in quantitatively
describing unimolecular fragmentation at different tempera-
tures and in particular to capture the difference between
classical and quantum rate constants and activation energies.
To this end, we consider first a simple one-dimensional (1-D)
Morse model, for which simulation results were compared with
thermal rate constants from quantum theory50 using a sum-of-
states approach. We then turn to the CH4 model, which is
modified in order to represent different barrier heights and to
explore different temperature ranges. This relatively simple
molecular model is chosen in view of the solid experimental
data for CH4 dissociation on a wide temperature range51–55 and
because an analytical model has been developed56–58 which is
known to be in agreement with experiments and kinetic
theory.57,58 Simulation results can thus be compared with the
available experimental and TST data. The simple analytical form
of this model enables fast simulations and can be easily tuned
to mimic molecular systems with lower dissociation energies,
that can therefore be studied in direct dynamics simulations at
lower temperatures. This study also illustrates the conditions
for nuclear quantum effects to have a non-negligible impact on
the rate constants.

2 Unimolecular rate constant
2.1 Quantum theory

Following Miller and co-workers50,59 and using one-dimensional
notations for simplicity, a formal expression of the Boltzmann
rate constant k(T) can be written as:

kðTÞ ¼ 1

Q
Re Tr e�bĤ F̂P̂

h in o
(4)

where Q is the reactant partition function, b = 1/kBT (where kB is
the Botzmann constant), Re denotes the real part of the quantum
mechanical trace, Tr, and Ĥ, F̂ and P̂ are the Hamiltonian,
flux and projection operators, respectively. These two last
operators are defined through the step function operator, ĥ,
as follows:

F̂ ¼ i

�h
Ĥ; ĥ q� qz

� �h i
(5)

P̂ ¼ lim
t!1

ei
Ĥt
�h ĥðpÞe�i

Ĥt
�h (6)

Note that the step function operates on the position for the
operator F̂ (more precisely on the distance to the transition
state, q‡: s = q � q‡) and on the momentum, p, in the case of the
operator P̂. However, it can be shown that in the limit t - N,
the step function operator ĥ(p) in P̂ can be replaced by ĥ(s).59

Since the operators P̂ and e�bĤ commute, the rate constant
can be written in a more symmetric way:

kðTÞ ¼ 1

Q
Re Tr F̂e

�
bĤ
2
P̂e

�
bĤ
2

" #( )
(7)

Using the explicit definition of the projection operator (see
eqn (6)), we obtain:

kðTÞ ¼ 1

Q
lim
t!1

Re Tr F̂ei
Ht
�h e�

bĤ
2 ĥðpÞe�

bĤ
2 e�i

Ht
�h

� �� 	
(8)

Introducing the complex time variable, tc = t � ih�b/2 and the
symmetrized flux operator,

�̂F ¼ 1

2m
d q� qz
� �

p̂þ p̂d q� qz
� �� �

(9)

the rate constant can be expressed as:

kðTÞ ¼ 1

Q
lim
t!1

Tr �̂Fei
Ĥtc
�

�h ĥðsÞe�i
Ĥtc

�h

� �
(10)

This final expression is particularly powerful since it can
be connected with the quantum correlation functions, and
notably:

kðTÞ ¼ 1

Q

ð1
0

CfðtÞdt (11)

kðTÞ ¼ 1

Q
lim
t!1

dCsðtÞ
dt

(12)

kðTÞ ¼ 1

Q
lim
t!1

Cf ;sðtÞ (13)

where Cf, Cs and Cf,s are the well-known flux, side and flux-side
quantum correlation functions, respectively, defined as follows:

CfðtÞ ¼ Tr �̂Fei
Ĥtc
�

�h �̂Fe�i
Ĥtc

�h

� �
(14)

CsðtÞ ¼ Tr ĥð�sÞei
Ĥtc
�

�h ĥðsÞe�i
Ĥtc

�h

� �
(15)

Cf ;sðtÞ ¼ Tr �̂Fei
Ĥtc
�

�h ĥðsÞe�i
Ĥtc

�h

� �
(16)

This approach can be used directly for systems with few
degrees of freedom by developing the expressions above on the
eigenstate basis. We have used this Sum-of-State method (see
Section 3.2 for details) to obtain the rate constant for the
dissociation of a simple 1-D Morse model. Note that the rate
constant as expressed in eqn (11)–(13) are formally the same if
one employs the Kubo-transformed (or classical) correlation
functions.33,60

2.2 Rate constants from direct dynamics simulations

From trajectory based simulations the rate constant can be
obtained considering the flux through the transition state hyper-
surface and the correlation function(s) discussed previously (using
classical correlation functions in the case of classical dynamics).
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When the temperature (or the energy) is high enough, the
reactivity can be directly sampled and rate constants obtained.
This was the case of a number of unimolecular fragmentation
simulations studied by Hase and co-workers, ranging from
small to large systems.18,19,61–63

In unimolecular fragmentation, the time evolution of the
reactants (N(t)) has the simple behaviour:

N(t)/N(0) = e�kt (17)

if transition state theory (TST) (or RRKM theory in the micro-
canonical ensemble) holds. In this case, the rate constant, k, is
related to the lifetime (t) of the reactants, k = 1/t, which can be
obtained from direct dynamics simulations. From the ensem-
ble of trajectories it is thus possible to reconstruct the number
of trajectories which are in the reactant state at each time
frame. If the resulting curve follows a single exponential decay
(as it was generally observed in previous studies18,20,21,64–66)
then we can directly obtain t and thus k.

Note that it was recently shown that the rate constant obtained
in such a way converges more rapidly with the number of
trajectories compared to those obtained by the flux approach.66

Each trajectory is considered to be converted to products
when a given threshold distance is passed. Trajectories are then
immediately stopped, so that they don’t allow for recrossing, as
in the main assumption of transition state theory. For CH4

previous studies have set this threshold distance at 6 Å based
on variational TST and we have used the same value.24,25

Notably, converged threshold values provide very similar rate
constants21 and more importantly Arrhenius-like behaviours.66

Thus, once the rate constants for each unimolecular process are
obtained at different temperatures, if an Arrhenius behavior
holds (and it can be easily verified from the outcomes of the
different simulations), then the activation energy can be
obtained by simply fitting

k(T) = Ae�bEa (18)

where A is the pre-exponential factor and Ea is the activation
energy. Note that the activation energy is in principle temperature
dependent,67 but one can consider (and verify) that it is constant
at least on a reasonable temperature range.

3 Simulations set-up

We now describe some details of the simulations performed, in
terms of model potentials, determination of rate constants via
eqn (14), theoretical methods to include nuclear quantum
effects and associated computational details.

3.1 Model potentials

1-D Morse. The minimal model for unimolecular fragmenta-
tion is a one-dimensional Morse function:

VðxÞ ¼ De 1� e�B x�x0ð Þ
h i2

(19)

which parameters are set with a relatively low barrier De =
10 kcal mol�1, in order to be able to observe fragmentation

from direct dynamics simulations in the temperature range of
interest. We used B = 3 Å�1 and x0 = 1.09 Å. The equilibrium
distance corresponds roughly to the C–H bond length and in the
dynamics we used the corresponding masses. With these para-
meters the zero point energy is 2.2 kcal mol�1 and the vibrational
frequency is 1511 cm�1.

CH4 analytical model. To study how nuclear quantum effects
impact unimolecular fragmentation for a molecular system,
we employed the analytical model proposed and extensively
studied by Hase and co-workers some years ago for the
reaction:56–58,68

CH4 - CH3
� + H� (20)

The potential energy function is represented by different
terms:

V = VMorse + Vang + Voop + Vnd (21)

where the first term is the Morse potential, the second is an
angular potential, the third is the out-of-plane potential and the
last one is a non-diagonal cubic term. The combination of these
terms ensures to maintain the tetrahedral structure of the
molecule.

To model different fragmentation regimes, we have consid-
ered the Morse term:

VMorse ¼
X4
i¼1

Di 1� e�Bi ri�r0ið Þ
h i2

(22)

where the sum runs over the four C–H bonds. We modified it to
build three different potentials:
� Potential A, which corresponds to the original model for

CH4 fragmentation.
� Potential B, where the barrier was lowered down by

about 50%.
� Potential C, where the barrier was lowered further down to

30 kcal mol�1, roughly corresponding to typical values of
protonated systems.

The atomic masses are those of C and H (i.e. 12 and 1.008
amu, respectively) for the three potentials. Notably, we have
modified two parameters of the Morse function for all the four
bonds, Di and Bi, keeping the equilibrium geometry fixed
(r0

i = 1.09 Å). As a consequence the ZPEs of reactants and
products are changed and thus also the ‘‘quantum’’ zero Kelvin
barrier, DQ. The different sets of parameters are reported in
Table 1, with the corresponding ZPEs and DQ, while in Fig. 1 we
show the corresponding Morse functions.

Table 1 Sets of Parameters modified with respect to the original CH4

model56 (corresponding to Potential A) as used in the present work

Potential
Di (� D(Cl)

0 )
[kcal mol�1] Bi [Å�1]

ZPER

[kcal mol�1]
ZPEP

[kcal mol�1]
DQ

[kcal mol�1]

A 109.460 1.944 29.18 19.38 99.66
B 50.000 2.500 26.76 16.74 39.98
C 30.000 3.000 25.63 16.54 20.91
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3.2 Sum-of-states rate constants

The expressions (11)–(13) for the rate constant can be developed
via a discrete basis set approach. We denote the eigenvalues {Ei}
and the eigenfunctions {ci(s)} corresponding to the eigenstates
{|ii} of the Hamiltonian: for a one-dimensional system, they are
easily obtained by numerical diagonalization over an arbitrary
set of basis functions. In this eigenstates representation, the
flux correlation function in eqn (11) can be rewritten as:

CfðtÞ ¼
X
i

e
�bEi

2 e
�iEi t

�h ih jF̂ei
Htc
�

�h F̂ ij i

¼
X
i;j

e�
b EiþEjð Þ

2 cos
Ei � Ej

� �
t

�h


 �
ih jF̂ jj i
�� ��2

where we introduced the resolution of identity: 1 ¼
P
j

jj i jh j.

The rate constant thus becomes:

k ¼ 1

Q

X
i;j

e�
b EiþEjð Þ

2

sin
Ei � Ej

� �
t

�h


 �
Ei � Ej

ih jF̂ jj i
�� ��2 (23)

Finally, the flux matrix element is related to the wave
functions by two different, equivalent, expressions:

ih jF̂ jj i
�� ��2 ¼ �h

2m


 �2

c0i q
z� �
cj qz
� �

� ci q
z� �
c0j qz
� ���� ���2

¼ 1

�h2
ih j H; h q� qz

� �� �
jj i

�� ��2

¼
Ei � Ej

� �2
�h2

ih jh q� qz
� �

jj i
�� ��2

Note that a classical counterpart to this rate expression can
easily be obtained by noting that, for the one-dimensional

Morse function, the long-time limit of the flux-side correlation
function is given by:

lim
t!1

Ccl
f ;sðtÞ ¼

1

2p�h

ð1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m De�V qzð Þð Þ

p dp

ð
dqe�bHðq;pÞd q� qz

� �ð p
m

¼ e�bDe

2p�hb
(24)

3.3 Ring-polymer MD

Ring Polymer Molecular Dynamics (RPMD)30 is a particular
formulation of Path Integral Molecular Dynamics in which the
system evolves on the effective Hamiltonian:

HPðx; pÞ ¼
X3N
i¼1

XP
j¼1

p
ð jÞ
i

h i2
2mi

þ 1

2
mioP

2 x
ð jÞ
i � x

ð j�1Þ
i

h i28><
>:

9>=
>;

þ
XP
j¼1

V xð jÞ
� � (25)

where N is the number of atoms, P is the number of beads
defining the ring polymer (in Path Integral theory the exact
quantum partition function is obtained formally for P - N),
oP = P/bh�, x and p are the 3NP-dimensional vectors of positions
and momenta and V is the interaction potential acting on each
replica j of the system. The ring polymer is defined with cyclic
boundary conditions between the beads, i.e. x(0)

i = x(P)
i . In RPMD,

the masses, mi, in eqn (25) are equal to the physical masses of the
particles and the dynamical evolution of the system is obtained by
integration of the corresponding equations of motion:

_p
ð jÞ
i ¼ �mioP

2 2x
ð jÞ
i � x

ð j�1Þ
i � x

ð jþ1Þ
i

� �
�
@V xð jÞ
� �
@x
ð jÞ
i

(26)

_x
ð jÞ
i ¼

p
ð jÞ
i

mi
(27)

In the RPMD formulation, we define the bead-average of a
given property a(t) (position, momentum, but also distance
etc. . .) as:

�aðtÞ ¼ 1

P

XP
j¼1

að jÞðtÞ (28)

in particular, the (position) centroid for the atom i is:

�riðtÞ ¼
1

P

XP
j¼1

r
ð jÞ
i ðtÞ (29)

As discussed previously, a threshold distance is used to
decide if the reaction has occurred: in the RPMD formalism
this should be obtained from the bead average of distances
between atoms l and k:

�dl;kðtÞ ¼
1

P

XP
j¼1

d
ð jÞ
l;k ðtÞ (30)

Fig. 1 Morse functions used in the modified CH4 molecular system:
potential A is in black, potential B in red and potential C in blue. Horizontal
dotted lines show the corresponding D0 values, while vertical dashed
lines show the position of the threshold distances used in trajectory
simulations.
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where l and k designate the two atoms for which the distance is
calculated and j runs over the beads. Note that in principle the
bead average of the distances is different from the distance
between the (position) centroids of two atoms, however, the use
of one or the other indicator does not have any significant
impact on the results of the rate calculations, as empirically
observed also in the present study.

In order to perform constant temperature simulations, we
use the T-RPMD scheme with an additional mild thermostat on
the centroid (with a friction coefficient denoted g), following the
integration algorithm proposed by Ceriotti et al.69 which is
reported in details in the ESI.†

The number of beads was set to reach convergence of the
potential and kinetic energies for each temperature. Classical
simulations correspond to P = 1.

3.4 Quantum thermal bath

Another possibility to account for NQE in trajectory-based
simulations is by using the quantum thermal bath (QTB).70

This method is based on Langevin equations of motion:

mi €xi;a ¼ �
@V

@xi;a
�mig _xi;a þ Ri;aðtÞ (31)

where a = x,y,z, g is a friction coefficient and Ri,a(t) is a colored
random force with the following correlation function:

Ri;aðtÞRi;aðtþ tÞ
� �

¼
ðþ1
�1

IRi
oj jð Þe�iotdo

2p
(32)

where IRi
follows the fluctuation-dissipation theorem for quantum

systems:71

IRi
ðoÞ ¼ 2mig�ho

1

2
þ 1

expðb�hoÞ � 1

� �
(33)

In classical Langevin simulations, a white noise IRi
(o) = 2migkBT

is used instead of eqn (33), which leads to the equipartition of
energy. In the QTB, on the other hand, the average (vibrational)
energy includes a ZPE contribution and in the harmonic
approximation, it depends on the c vibrational frequencies of
the system (oi):

hEiQTB ¼
X‘
i

�hoi
1

2
þ 1

expðb�hoiÞ � 1

� �
¼
X‘
i

Yðoi; bÞ (34)

QTB simulations have almost the same computational cost
as classical simulations, since the only additional calculation is
the generation of the colored noise. Here we have generated
it using the original algorithm proposed by Dammak and
co-workers70 and the equations of motions were solved using
the modified velocity-Verlet algorithm. Note that in the QTB
each atom is represented by a unique position vector and thus
each quantity is obtained as from classical dynamics (and
notably the distance which is used to identify when a system
reacts). The QTB approach is originally designed to account for
the consequences of ZPE on the thermal equilibrium distribu-
tion of the system and on the resulting (time-independent)
properties. However, it was also shown recently to be able to

capture subtle quantum effects on the vibrational dynamics of
molecular systems,26,72 so that one can wonder if it could also
be used in a direct dynamics set up. A recent review of the QTB
method and its applications can be found in ref. 73.

3.5 Computational details

1-D Morse. In the case of the 1-D Morse model we run
RPMD, QTB and classical Langevin Molecular Dynamics (LMD)
simulations as follows. In RPMD simulations we run about
2000 trajectories for each temperature, a time-step of 0.1 fs,
with a friction constant (g) on the centroid set up at different
values: 0.01, 0.045 and 0.3 fs�1. Note that the highest g value
corresponds to an overdamped regime with g C o, with o the
typical angular frequency of the Morse potential, while the
smallest friction coefficient corresponds to an underdamped
regime. The maximum simulation time for each trajectory is of
5.0 ns if it does not react before: this time-length ensures a
reactivity of almost 100% in all simulations. The number of
beads was chosen in order to obtain the correct quantum
energy value at equilibrium, corresponding to 8 beads for
higher temperatures and 32 for the lowest ones. The range of
temperature is from 800 K up to 1200 K. Details on temperatures
and number of beads employed are listed in Table 2.

LMD simulations were performed as previously but setting
P = 1 for each temperature, while the QTB simulations were
performed considering the same parameters as in LMD
simulations.

CH4 and modified potentials. Molecular dynamics simula-
tions were performed with the three potentials described before
using RPMD, QTB and LMD approaches. All simulations were
done using our in-house modified version of the VENUS
software.74,75

The trajectories were carried out for different ranges of
temperature, listed in Table 2, to allow the fragmentation of
the reactant. If the distance of one bond reaches the cut-off

Table 2 Simulation set-up: temperatures (in K) and number of beads (P,
for RPMD simulations) used for the 1-D Morse and the three CH4-model
potentials

T (K) P

1D Morse 800 32
900 16
1000 8
1100 8
1200 8

Potential A 3000 8
3500 8
4000 8
4500 8
5000 8

Potential B 1350 16
1500 8
1700 8
2000 4
2500 4

Potential C 800 16
1000 16
1200 8
1500 8

Paper PCCP

Pu
bl

is
he

d 
on

 2
3 

N
ov

em
be

r 
20

22
. D

ow
nl

oa
de

d 
on

 7
/3

0/
20

25
 6

:5
0:

23
 A

M
. 

View Article Online

https://doi.org/10.1039/d2cp03809a


This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 29357–29370 |  29363

value, the trajectory is stopped and the lifetime collected. The
cut-off value used in ref. 24 for the Potential A (6 Å) corresponds
to a plateau in the Morse potential energy function: the cut-off
values for Potentials B and C (5 and 4 Å, respectively) where
reduced since the dissociation energy is reached at shorter
distances (see Fig. 1). The maximum simulation time was set to
5 ns, with a time-step of 0.1 fs. As before, the number of beads
used in RPMD simulations was chosen in order to converge the
average energy: in Table 2 we list the number of beads used for
each potential as a function of temperature.

The friction parameter g was chosen in order to yield a
fast enough temperature equilibration, as illustrated by the
temperature autocorrelation function reported in Fig. S1 of the
ESI.† Notably, g = 0.01 fs�1 provides an efficient thermostat for
this system, whereas smaller values would result in a too slow
equilibration (here the equilibration should be faster than the
typical reaction time) and too large values can affect the
dynamical results (in particular in the overdamped regime).

To obtain rate constants and the associated uncertainties
from trajectory simulations, we implemented the bootstrap
algorithm.76 This statistical method randomly re-samples a single
data-set, to create multiple data-sets and obtain the mean and the
standard deviation from a Gaussian distribution. In the present
case the data set consists in the set of reaction times for each
individual trajectory and for each re-sampling, we computed the
associated rate constant from single exponential fitting.

4 Rate constants and activation
energies
4.1 1-D model potential

For the 1-D Morse potential we calculated the quantum rate
constants using the Sum-of-States (SoS) approach, eqn (23),
detailed previously. Classical rate constants can also be directly
obtained. These results are used as reference calculation to
evaluate the performances of LMD, RPMD and QTB simulations.

In the SoS approach the rate constant is obtained from the
t - N limit of the function Cf,s(t)/Q. The time dependence of
this function is shown in Fig. 2 for the 1-D Morse model at two
temperatures, 800 and 1500 K. As discussed in details by Miller
in the past,50,59 for such low-dimensional system, the function
actually goes to zero in the long-time limit, but the value of the
rate k can still be obtained by considering the maximum
(plateau) of the function in an intermediary time range. In
the same plots we also report the corresponding classical rate
constant as an horizontal black line.

Rate constants obtained in an extended temperature range
(700–1200 K) are shown in Fig. 3 while all the values are listed
in Tables S1 and S2 of the ESI† (where we also list the
corresponding lifetimes). It is important to notice that the rate
constants show an Arrhenius-like behavior, and thus we were
able to fit them and obtain activation energies in both classical

Fig. 2 Quantum (red) and classical (black) rate constants obtained with the SoS method for the 1-D Morse at two different temperatures: 800 K (left) and
1500 K (right).

Fig. 3 Quantum and classical rate constants as a function of temperature
for the 1-D Morse. In full lines we report values obtained from sum-of-
state approach (both classical and quantum), while results from trajectory
simulations (g = 0.01 fs�1) are reported as dots: LMD (black), RPMD (red)
and QTB (green).
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and quantum regimes. Values are reported in Table 3 together
with the difference between classical and quantum activation
energies. These results can now be used as reference to evaluate
values obtained from trajectory simulations.

Trajectory simulations (LMD, RPMD and QTB) were performed
on the same temperature range and for all of them we observed a
single exponential decay of the reactant populations, such that rate
constants could be extracted directly by fitting eqn (17) with the
bootstrap method to assign the associated uncertainties. An
example is shown in Fig. 4, corresponding to simulations at
800 K and g = 0.01 fs�1 done with LMD, RPMD and QTB methods.
Similar single exponential decays are obtained at other tempera-
tures and g values. As we can already see, while LMD and RPMD
provide quite similar decays, the QTB reaction rate is much faster.
We discuss this aspect further in the following.

Rate constants obtained from trajectories as a function of
temperature are shown in Fig. 3 for g = 0.01 fs�1 (and all the
values are reported in the same Tables S1 and S2 of ESI,† with

the corresponding lifetimes). We can notice that LMD and
RPMD simulations show a clear Arrhenius-like behavior, with
a slope which is similar to that obtained via the SoS method,
and rate constant values of the same order of magnitude as the
reference. On the other hand, in QTB simulations, the rate
constants are much higher and they show only weak variations
with temperature.

The corresponding activation energies and pre-exponential
factors are reported in Table 3 where they can be compared
with SoS values. Remarkably, activation energies obtained from
LMD and RPMD simulations are very similar to those obtained
from the SoS and classical reference approaches.

In simulations discussed previously, we have used a friction
parameter g of 0.01 fs�1. We also performed simulations with
two additional g values (0.045 and 0.3 fs�1) to investigate if
there is an impact on kinetics, activation energy and, more
importantly, quantum-classical difference. Note that g = 0.3 fs�1

corresponds to an overdamped regime (gB o with o the typical
angular frequency of the Morse potential). The lifetimes (and
rate constants) vary with g, but this variation is very small as
shown by the Arrhenius plots (Fig. S2 and S3 in the ESI†).

From the rate constants as a function of temperature with
different g values, we performed Arrhenius fits to obtain
activation energies which display almost no dependence on g,
as shown in Table 3.

If we now move to the difference between the classical and
quantum activation energies, we notice that RPMD simulations
are in very good agreement with SoS values, while QTB largely
overestimates it. Furthermore, the effect of g on this quantity
almost vanishes, in particular for RPMD simulations.

Before moving to the study of a more complex molecular
system, we consider here also the simple harmonic approxi-
mation (both classical and quantum) to estimate the barrier.
Notably, we can approximate the barrier for a simple dissocia-
tion as the average energy difference between reactants and
products. In the case of a simple 1-D Morse model, we have:

Ei(T) = Ei
POT + Ei

TR(T) + Ei
VIB(T) (35)

where i stands for reactant and products and POT, TR and VIB
for potential translational and vibrational energy, respectively,
where Ei

POT is the potential energy and thus not temperature
dependent. The energy difference can be simply estimated as

DE(T) = DEPOT + DETR(T) � Ereact
VIB (T) (36)

since in the simple 1-D Morse model the products have no
vibrational energy.

The energy difference between classical and quantum
approach is thus simply reduced to:

DECl–Q(T) = ECl
VIB(T) � EQ

VIB(T) (37)

where ECl
VIB(T) and EQ

VIB(T) are the temperature dependent classical
and quantum vibrational energies of the reactant (here the
products have no vibrational structure). Energy differences are
temperature dependent, while activation energies obtained from
Arrhenius plots are approximated to be temperature indepen-
dent. In other words we assumed that in such temperature ranges

Table 3 Activation energy (Ea) and pre-exponential factor (A) obtained from
temperature dependent rate constants (in the 700–1200 K range) for the 1-D
Morse model. We report also the difference between classical and quantum
Ea obtained with the same simulation conditions (DECl-Q). Ea and DECl-Q are
in kcal mol�1 and A and g in fs�1 (For A we report the natural logarithm of the
corresponding values). We report also the products-reactant energy differ-
ence obtained in the Harmonic approximation, both classical and quantum

Method Ea ln(A) DECl–Q

Classical reference 9.49 3.34 —
Quantum (SoS) 8.74 3.13 0.75
LMD (g = 0.01) 8.60 � 0.09 2.31 � 0.05 —
RPMD (g = 0.01) 7.8 � 0.1 2.12 � 0.08 0.8 � 0.1
QTB (g = 0.01) 1.3 � 0.2 0.6 � 0.1 7.3 � 0.2
LMD (g = 0.045) 9.70 � 0.03 3.09 � 0.01 —
RPMD (g = 0.045) 8.85 � 0.02 2.83 � 0.01 0.85 � 0.04
QTB (g = 0.045) 1.74 � 0.08 1.08 � 0.05 7.96 � 0.08
LMD (g = 0.3) 9.9 � 0.2 2.1 � 0.1 —
RPMD (g = 0.3) 9.21 � 0.1 1.91 � 0.07 0.7 � 0.2
QTB (g = 0.3) 5.8 � 0.4 1.1 � 0.2 4.1 � 0.4
Harmonic classic 8.11 — —
Harmonic Quantum 7.33 — 0.78

Fig. 4 Population decay for 1-D Morse simulations at 800 K as obtained
from LMD, RPMD and QTB trajectories.
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the activation energy is constant. We have thus considered
average energy differences obtained from eqn (36) and (37) to
be compared with simulation results.

Results are reported in the same Table 3. Although the average
energy difference tends to slightly underestimate the activation
energy in absolute value, the quantum-classical difference
obtained with this method is very similar to that derived from
the SoS approach (and to what is obtained comparing LMD with
RPMD simulations). This will be very important for the study of a
more complex molecular system for which the SoS approach is
not feasible, and the simple Harmonic approximation can pro-
vide a good reference to compare trajectory simulations with.

4.2 CH4-based potentials

We now discuss the rate constants obtained for the unimole-
cular fragmentation of the CH4 model (potential A) as a func-
tion of temperature and how this behavior is modified by
decreasing the barrier (potentials B and C).

From trajectory simulations we obtained the population
decay as a function of time which shows, also in this case, a
single exponential behaviour. The single-exponential behaviour
was found for each temperature, potential and method (see a
prototypical example reported in Fig. 5). Thus, we were able to
extract lifetimes and unimolecular rate constants.

LMD, RPMD and QTB rate constants as a function of
temperature are shown in Fig. 6 for the three potentials, while
the full set of values (both lifetimes and rate constants) is
reported in Tables S3–S8 of the ESI.† Experimental data are
available only for potential A, corresponding to CH4 fragmenta-
tion. The best sets of values to be compared with unimolecular
rate constants from simulations (where the colliding gas is not
explicitly simulated such that they have inverse time dimen-
sions) are those reported by Cobos and Troe51,52 which also
provide an analytical function to express k(T), originally in the
300–3000 K temperature range later extended up to 5000 K.
Simulation results agree well with such experimental data as
shown in Fig. S4 of the ESI.†

The capacity of the RPMD and the QTB to correctly capture
nuclear quantum effects can be first assessed by comparing the

ratio between the quantum and classical rate constants (kq and
kcl, respectively) with that obtained from transition state theory
(TST), which typically holds for CH4 fragmentation.24,77,78

Results are summarized in Table 4 where to evaluate the
partition function ratio for TST we employed the rigid-rotor
harmonic approximation both classical and quantum.1 The
nuclear quantum effects are limited for Potential A, while they
increase for potentials B and C, as expected since we were able to
simulate lower temperatures. Notably, the kq/kcl values obtained
from TST are very similar to the RPMD/LMD ratios, while the
QTB largely overestimates the rate constants, in agreement with
what was found for the simple 1-D Morse model. The slight

Fig. 5 Population decay obtained from RPMD simulations with g = 0.01
fs�1, P = 8 and T = 4500 K using Potential C. Red dots are the simulation
data, black solid line corresponds to a single-exponential fit.

Fig. 6 Arrhenius plots obtained from LMD, RPMD and QTB simulations
for A, B and C potentials (from top to bottom). Circles are data obtained
from the simulations while lines represent the fit results.
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differences between the TST and RPMD/LMD results can be
ascribed to anharmonicity effects that are present in the simula-
tions while not accounted for by the TST harmonic approximation
for the partition function. This effect is more marked for potentials
B and C where the barrier is lower and therefore anharmonicity is
likely more important. Note that the CH4 experimental data (see
aforementioned Fig. S4 in the ESI†) are in better agreement with
RPMD (and quantum TST) values than with the QTB ones.

As clearly shown in Fig. 6, we obtain Arrhenius-like behaviors
in all simulations such that we were able to fit them and derive
activation energies. They are reported in Table 5 together with
the corresponding quantum-classical differences. We should
notice that for all the potentials, the RPMD activation energies
are much closer to the LMD ones than what is obtained from
QTB simulations: for the Potential A, which has a high barrier
and for which, therefore, the simulations were performed
at relatively high temperatures, this difference is negligible,
comparable to the uncertainty, while for the QTB it is about
15 kcal mol�1 which is similar to the quantum-classical difference
of the model at 0 K (namely the difference in ZPE between reactant
and products, that is around 10 kcal mol�1). Moving to potentials
B and C, we observe a statistically significant quantum-classical
difference from RPMD (3.1 and 3.3 kcal mol�1, respectively) and,

as before, larger values from the QTB. Note that the 0 K quantum-
classical difference does not change much moving to potentials B
and C, while QTB provides even larger values of activation energy
quantum-classical differences.

As previously done for the 1-D Morse model, it is possible to
use the simple harmonic approximation approach to evaluate
how the reaction barrier is temperature dependent and com-
pare with simulation results. This simple approach was shown
to provide reasonable results compared with the SoS method
for the 1-D Morse model and thus it can also be used to
evaluate the accuracy of the RPMD and QTB results for the
molecular model case.

In particular, we can estimate the temperature dependent
average energy difference (both classical and quantum and
their difference) from

DEClðTÞ ¼ D0 þ
3

2
kbT þ DECl

VIBðTÞ þ DECl
ROTðTÞ (38)

DEQðTÞ ¼ D0 þ
3

2
kbT þ DEQ

VIBðTÞ þ DEQ
ROTðTÞ (39)

DDECl–Q(T) = DDECl–Q
VIB (T) + DDECl–Q

ROT (T) (40)

where D0 is the potential energy surface barrier (coinciding with
Di values reported in Table 1), DECl

VIB and DEQ
VIB are the classical

and quantum vibrational energy differences between products
and reactant, DECl

ROT and DEQ
ROT are the rotational energy

differences and DDECl–Q
VIB (T) and DDECl-Q

ROT(T) are the vibrational
and rotational quantum-classical differences. The 3/2kbT terms
comes from the difference in translational energy. Here again
both classical and quantum vibrational energies are obtained in
the harmonic approximation. The rotational energy was con-
sidered classical and the same for reactant and product states.

In Table 5 we report the temperature averaged barrier values,
that are slightly higher than the activation energy obtained from
the Arrhenius plots, in particular for the potential A for which
the simulations were performed at relatively high temperatures.
However, the quantum-classical energy differences are in excel-
lent agreement with the LMD-RPMD differences for the three
potentials. In particular, while for potential A (in the tempera-
ture range considered) there is almost no difference between
classical and quantum vibrations, quantum effects are larger for
potentials B and C: even if the difference remains small, it is
significant compared to the statistical uncertainty in the simu-
lation results.

In Fig. 7 we show the products-reactant energy difference as
a function of temperature as obtained for potentials A and C
using both classical and quantum energies (results for potential
B are analogous and not shown for the sake of clarity). The plots
also illustrates the limit of the ‘‘low’’ temperature region for
each potential. It corresponds to temperatures below the ZPE
(shown as vertical dotted lines), which is the point from which
the classical and quantum energy curves begin to diverge
significantly. We should note that for Potential A simulations
were done at temperatures higher than the ZPE, in an almost
classical regime (lower temperatures were not accessible due to

Table 4 Ratio between quantum and classical unimolecular dissociation
rate constants as obtained from the three molecular model potentials
using transition state theory (TST) and simulations (RPMD and QTB for
quantum rate constants and LMD for classical ones)

T[K] kTST,q/kTST,cl kRPMD/kLMD kQTB/kLMD

Pot. A
3000 1.17 1.09 3.04
3500 1.12 1.12 2.01
4000 1.09 1.06 1.44
4500 1.07 1.02 1.33
5000 1.06 1.04 1.17

Pot. B
1350 1.86 1.71 54.3
1700 1.49 1.48 5.68
2000 1.34 1.16 2.85
2500 1.21 1.19 1.88

Pot. C
800 4.49 3.53 896
1000 2.72 2.47 60.90
1200 2.04 1.69 11.00
1500 1.59 1.29 3.64
1800 1.39 1.36 2.03

Table 5 Activation energies (Ea) and quantum-classical difference (DE),
both in kcal mol�1, obtained for the three CH4-model potentials from
LMD, RPMD and QTB simulations. We report also average energy differ-
ences obtained from the simple harmonic approximation both classical
(DE( %T)Cl) and quantum (DE( %T)Q)

Pot. A Pot. B Pot. C

Method Ea DE Ea DE Ea DE

LMD 88 � 2 — 43.9 � 0.2 — 26.2 � 0.4 —
RPMD 87 � 2 1 � 3 40.8 � 0.9 3.1 � 0.9 22.9 � 0.4 3.3 � 0.6
QTB 73.3 � 0.9 15 � 2 22 � 1 22 � 1 7.2 � 1.0 19 � 1
DE( %T)Cl 97.52 — 45.11 — 26.24 —
DE( %T)Q 95.99 1.52 41.82 3.29 22.87 3.37
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computational limitations in trajectories time-length), while for
Potential C (and B) it was possible to run trajectories at tempera-
tures that are lower than the ZPE and so in a region where nuclear
quantum effects are detectable. As a consequence, for Potential A
the quantum-classical energy differences are almost irrelevant,
while for Potential C the difference becomes noticeable. RPMD
simulations are able to catch this effect accurately.

It is well known that the absolute value of the activation
energy is often underestimated from Arrhenius fits,67,79 but the
quantum-classical difference, which mainly reflects the ZPE
energy difference between reactants and products absent in
classical dynamics, are well reproduced by the comparison
between RPMD and LMD simulations.

Clearly, QTB rate constants and activation energies are much
higher than that obtained from the other methods. Even if the
harmonic approximation is rather crude, the present results
together with that obtained from the 1-D Morse model, suggest
that QTB overestimates unimolecular fragmentation rates in this
case, while RPMD gives results in very good agreement with the
quantum theory.

4.3 Distance distributions

Unimolecular fragmentation is obviously related to how the bond
distance evolves from equilibrium to the threshold distance.
Chemical reactivity in the canonical ensemble is related to energy
fluctuations,80 and thus to distance fluctuations. As a conse-
quence, even small differences in the distance distribution can
cause large differences in reaction dynamics. In particular the tail
of the distribution plays a crucial role. We have thus analyzed the
distance distributions as obtained in different simulations (and
theory for the simple 1-D Morse) at some relevant temperatures.

We first consider the 1-D Morse model at 1000 K: in Fig. 8 we
report the classical and quantum analytical distributions and

how simulations compare with them. In the case of RPMD
simulations we plot two quantities: the distribution of the atomic
distance for each bead (marked in the figure as ‘‘RPMD-Beads’’)
as well as the distribution of the centroid of the distance, i.e. its
average over all beads as in eqn (30) (marked in the figure as
‘‘RPMD-Centroid’’).

As one should expect by construction, the LMD distance
distribution essentially coincides with the classical theoretical
distribution, while the RPMD-Beads curve is almost superim-
posed with the quantum reference. The quantum distribution
is significantly broader than the classical one, due to the non-
negligible ZPE effects, even at this relatively high temperature.
The maximum of the quantum peak is also slightly displaced
with respect to its classical counterpart. The QTB distribution is
broadened in a similar way as the quantum reference, showing
that the colored noise thermostat provides an approximation to
ZPE effects. However, the peak maximum is slightly displaced
with respect to the quantum reference (it is more in line with
the maximum of the classical distribution), and more impor-
tantly, the long-distance tail of the distribution is markedly
longer in the QTB simulations. These slight inaccuracies of the
QTB approximation have been discussed in the literature in the
non-reactive case (see for example ref. 73), where they usually have
only minor consequences. However, the shape of the distribution
tail can have a much larger impact on the unimolecular fragmen-
tation rate and partly explain its overestimation by the QTB. The
RPMD-Centroid curve is also instructive: the distribution of the
centroid distance is very similar to the classical distribution, with
only a slight shift of its maximum towards longer distances as for
the quantum distribution. This behavior is even amplified at lower
temperatures, where the classical and RPMD-Centroid distribu-
tions become sharper and sharper, while the RPMD-Beads curve
remains essentially unchanged and fixed by the ZPE of the
system. Therefore in the low-temperature regime, even if the
beads are still allowed to explore a relatively broad range of
distances, the bead-averaged distance remains close to the
equilibrium distance, indicating that the broadening of the
distribution is caused by the eventual excursion of individual

Fig. 7 Energy differences between products and reactant as a function of
temperature in the harmonic approximation as obtained from Potentials A
(upper panel) and C (lower panel). Full lines are classical values, while
dashed lines are quantum ones. Vertical lines show the ZPE in K.

Fig. 8 Distance distribution (as probability density) for 1-D Morse model
at 1000 K. In the inset we show a zoom of the distribution tail.
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beads, while the core of the ring-polymer remains trapped in the
vicinity of the equilibrium position. This mechanism effectively
suppresses the fragmentation process at low temperatures,
since the latter implies that the whole polymer (and hence also
its centroid) detaches from the equilibrium position. There is
no such effect in QTB simulations, where the ZPE is introduced
as an effective temperature that depends on the characteristic
frequency of the system. As a consequence, the QTB fragmenta-
tion rate tends to a non-zero limit for T - 0, in contradiction
with what is expected from the SoS approach (and from RPMD).

The distributions obtained for the C–H distance in the CH4

model potential show a very similar behaviour. We present in
Fig. 9 as an example the results obtained for Potential C at
1000 K (in this case we run simulations with a larger distance
cut-off of 5 Å, to enhance the statistics on the tail of the
distribution). As in the 1-D Morse model, the centroid distribu-
tion of the distance is much sharper than that of the beads and
closer to the classical results. The narrow centroid distribution
explains why the RPMD reaction rate is significantly lower at
this temperature than the QTB one, even though the QTB
provides a very good approximation to the RPMD-Beads
distribution (with only a slight shift of the peak maximum, as
noted previously). Indeed, in RPMD simulations, even if indi-
vidual beads can undergo momentary increase of the C–H bond
length, the harmonic spring forces of the ring-polymer then
tend to attract it back towards the equilibrium distance (where
the centroid tends to remains localized), whereas no such
mechanism exist in the case of the QTB.

5 Conclusions

In the present work, we have investigated how the unimolecular
reaction is modified when passing from a classical to a quan-
tum description of the nuclear motion. In particular, we have
investigated how reaction rates and activation energies are
affected and how direct dynamics simulations based on an
ensemble of trajectories are able to reproduce this behavior. We
have compared simulation results with quantum rate constant

theory for a simple 1-D Morse model and then studied a more
complex molecular model tuning the barrier height.

Results show that Ring Polymer Molecular Dynamics
(RPMD) is able to correctly catch the unimolecular kinetics,
and how it is impacted by nuclear quantum effects. This
confirms previous studies by Manolopoulos and co-workers on
different reactions such as isomerizations and bi-molecular
reactions.33,35,36 In particular in the low temperature regime,
although the beads probability distribution (which represents
the physical quantum distribution) is strongly broadened by the
zero-point motion, the centroid distribution remains localized
in a similar way as for a classical system. Since the fragmenta-
tion process requires the whole polymer to go through the
barrier, the localization of the centroid effectively reduces the
reaction rate at low temperatures, in agreement with the quan-
tum theory. The Quantum Thermal Bath (QTB) on the other
hand, largely overestimates the reaction rates, in particular for
low barriers, or when the temperature becomes lower than the
zero-point energy (ZPE). The QTB approximates ZPE as an
elevated effective temperature via a colored-noise thermostat.
Although this approach proves accurate to describe ZPE effects
on the equilibrium distribution, it cannot be used to compute
fragmentation rates in a direct dynamics set-up.

The temperature dependence of the quantum/classical rate
constant ratio shows that nuclear quantum effects can be relevant
even at relatively high temperatures. In fact, we observed that, even
at 800 and 1000 K, the quantum rate constants are about 4 and 2.5
times faster than the corresponding classical values, respectively.
The temperature range for which the NQEs are relevant is related
to the ZPE of the corresponding breaking bond.

The present study suggests that RPMD methods can be used
as trajectory based method to investigate unimolecular reac-
tions of complex systems. This approach can be a powerful
alternative to transition state theory to study fragmentation of
large molecules, having many fragmentation pathways and for
which the determination of all the corresponding transition
states may be difficult,19 while clearly it will not supersede TST
for systems in which it can be applied. For example, the
fragmentation of complex peptides was recently studied with
newtonian reaction dynamics not only to study qualitatively the
fragmentation pathways but also to evaluate quantitatively the
activation energies.18,20,21 Future studies could be now done
using RPMD to investigate the role of NQEs on both aspects.
Such direct dynamics approach is able to provide anharmonic
rate constants in which nuclear quantum effects are taken into
account. In terms of transition state theory this corresponds to
(i) taking into account the ZPE effect on the barrier height and
(ii) considering the quantum partition functions without any
specific approximation (like the typical harmonic approxi-
mation): the effect is directly obtained on the resulting rate
constant without the need of any specific correction. While all
these aspects can be considered using transition state theory
(eqn (2)), one has to determine the reaction pathways which can
be not obvious for large and flexible molecules: RPMD provides
it directly from an ensemble of trajectories in a relatively
simple way.

Fig. 9 C–H distance distribution as obtained from trajectory simulations
using Potential C at 1000 K.
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Clearly, one critical aspect to apply RPMD to large systems is
the computational cost, which is roughly multiplied by the
number of beads. However, the recent and future advent of fast
and reliable reactive potentials based, for example, on machine
learning techniques, will make possible to study fragmentation
dynamics on much larger systems and the inclusion of nuclear
quantum effects will also be computationally possible. The very
good agreement between RPMD and TST on fragmentation
reactions gives confidence of using RPMD when using TST may
have practical problems, as for large and flexible molecules.
Finally, the present work suggests to use RPMD approach when
studying ‘‘low’’ temperatures, when ‘‘low’’ does not only mean
few Kelvin degrees, but more in general temperatures in which
zero-point energy effects are relevant.
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