Quantification of secondary electrostatic interactions in H-bonded complexes†
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The H-bonding properties of compounds that contain multiple functional groups are difficult to predict, because there are through-bond polarisation effects and long-range secondary electrostatic interactions that have significant effects on the interactions with solvents and other molecules. Here we use experimental measurements of association constants for formation of 1:1 H-bonded complexes that contain a single well-defined H-bond and a single well-defined secondary electrostatic interaction to quantify the magnitude of this effect. The results were used to develop a computational method for calculating functional group H-bond parameters that accurately reproduce the magnitudes of both primary H-bonding interaction and secondary electrostatic interactions. The effects of secondary electrostatic interactions are observed in calculations of ab initio Molecular Electrostatic Potential (MEP) values, but at the van der Waals surface, the magnitude of the effect is highly overestimated. MEP values calculated on electron density isosurfaces that lie closer to the nuclei provide a more accurate description of the experimental observations. H-bond parameters calculated using this approach successfully account for the properties of arrays of multiple H-bond donor and acceptor groups in different configurations. The results provide insight into the factors that govern the interaction properties of molecules that contain multiple functional groups and provide an accurate method for prediction of solution phase complexation free energies based on gas phase calculations of individual molecules.

1 Introduction

H-bonding interactions are ubiquitous in nature and play an important role in materials and supramolecular chemistry. When a donor functional group comes into contact with an acceptor functional group, attractive non-covalent interactions lead to formation of a H-bond.¹,² For molecules with single functional groups the donor and acceptor properties have been empirically characterised, and the resulting H-bonding scales can be used to reliably predict the stabilities of the complexes, solvation energies and partition coefficients.³,⁴ However, using these scales to rationalise the behaviour of molecules containing multiple functional groups is less straightforward.

One factor that complicates the behaviour of molecules with closely packed arrays of polar groups is secondary electrostatic interactions, which are illustrated in Fig. 1. Although the two complexes are at first sight very similar, each with three intermolecular H-bonds, the association constant for formation of the complex shown in Fig. 1(a) is two orders of magnitude higher than the association constant for formation of the complex shown in Fig. 1(b) (10⁴–10⁵ M⁻¹ compared with 10² M⁻¹ in chloroform).⁵,⁶ In their classic paper, Jorgensen and Pranata used molecular mechanics calculations to offer an explanation. The primary H-bonding interactions shown in

![Fig. 1. Secondary electrostatic interactions in multiply H-bonded complexes. (a) Three primary H-bonding interactions (grey), two repulsive secondary electrostatic interactions (red) and two attractive secondary electrostatic interactions (blue). (b) Three primary H-bonding interactions (grey) and four repulsive secondary electrostatic interactions (red).]
There have been many theoretical investigations of the properties of complexes with arrays of multiple H-bonds, such as those shown in Fig. 1. A large number of different factors have been identified as contributors to the overall stability of the complexes. It is clear that interactions between all of the atoms in the two molecules should be considered, and it has been shown that Brønsted–Lowry acid/base properties, π resonance assistance, polarisation, Pauli repulsion, dispersion and charge accumulation all play a role.\textsuperscript{11–17} These analyses highlight the difficulty of disentangling the properties of complexes, which contain multiple functional groups, where both through-bond polarisation and through-space effects contribute to interaction energies, and where there are multiple primary and secondary interactions that must be considered. Here we focus on simpler complexes with fewer interactions that allow more direct investigation of secondary electrostatic interactions. The approach is illustrated in Fig. 2. The complex in Fig. 2(a) provides a reference point with only one intermolecular H-bond and no significant secondary interactions. The complex in Fig. 2(b) introduces one additional secondary electrostatic interaction. Comparison of the stabilities of these two complexes therefore provides a simple quantification the secondary electrostatic interaction.

We have previously shown that the properties of complexes like the one in Fig. 2(a) which have a single intermolecular H-bond can be accurately predicted using eqn (1).

$$\Delta G^\circ / \text{kJ mol}^{-1} = -(\alpha - \beta_S)(\beta - \beta_S) + 6$$  \hspace{1cm} (1)

where $\alpha$ and $\beta$ are H-bond donor and acceptor parameters that describe the solutes, $\alpha_S$ and $\beta_S$ are the corresponding H-bond parameters that describe the solvent, and 6 is an empirical constant.\textsuperscript{18}

The H-bond parameters used in eqn (1) can be determined experimentally using measurements of association constants for formation of 1 : 1 complexes, or they can be calculated using \textit{ab initio} methods. Fig. 2(c) shows the molecular electrostatic potential surface (MEPS) of pyridine calculated on the 0.0020 e bohr\textsuperscript{-3} electron density isosurface, which is an approximation of the van der Waals surface.\textsuperscript{19} The minimum on the MEPS, $E_{\text{min}}$, is located over the nitrogen lone pair, and the value can be used in eqn (2) to calculate the H-bond acceptor parameter $\beta$:\textsuperscript{4}

$$\beta = aE_{\text{min}}^2 + bE_{\text{min}}$$  \hspace{1cm} (2)

Fig. 2(d) shows the MEPS of naphthyridine. The value of $E_{\text{min}}$ is significantly more negative than the value calculated for pyridine in Fig. 2(c). When these values of $E_{\text{min}}$ are used in eqn (2), the calculated values of $\beta$ are 7.2 for pyridine and 10.1 for naphthyridine. Implementation of these parameters in eqn (1) would predict that the naphthyridine complex shown in Fig. 2(b) is significantly more stable than pyridine complex in Fig. 2(a). This example suggests that the MEPS of the individual molecules may provide a useful description of the effects of secondary electrostatic interactions on the stabilities of intermolecular complexes. Although it is known that through-space interactions with neighbouring functional groups affect the MEPS of a molecule, it is not clear whether the magnitude of this effect provides an accurate prediction of the magnitude of secondary electrostatic interactions.\textsuperscript{20,21} In this paper, we use experimental measurements of association constants for formation of 1 : 1 complexes to establish a quantitative relationship between the \textit{ab initio} calculated MEPS and the free energy contribution due to secondary electrostatic interactions to the stabilities of multiply H-bonded complexes.

## 2 Results

### Experimental measurement of secondary electrostatic interactions

Fig. 3 and 4 show the H-bond donors and acceptors chosen for experimental investigation. Compounds A1 and A2 were used as reference points, because the experimentally determined $\beta$ parameters span a wide range (7.2 to 9.3), and there are minimal secondary electrostatic interactions. Compounds A3, A4 and A5 have two H-bond acceptor sites of different polarity arranged in different geometries, which should lead to measurable secondary electrostatic interactions and allow calibration of the magnitude of through-space effects on the calculated MEPS.
The presence of two interaction sites in A3 and A4 is easily taken care of, because they are identical, which leads to a statistical correction of a factor of two in the measured association constant. There could be ambiguity in the site of interaction of a H-bond donor with A5, but pyridines are much stronger H-bond acceptors than ketones, so interaction with the oxygen is unlikely.

UV/vis absorption titrations were carried out for all combinations of H-bond donors and acceptors in chlorobenzene and dichloromethane. In four cases the overlap of the absorption spectrum of the host with the spectrum of the guest or the solvent made it impossible to collect reliable data. For the other 21 systems, the data fit well to a 1 : 1 binding isotherm (see ESI†). The resulting association constants are presented in Table 1.

The results in Table 1 were used in eqn (1) to determine experimental values of the H-bond acceptor parameters for compounds A1–A5, \( \beta_{\text{exp}} \). The literature values shown in Table 2 for the H-bond parameters of D1–D3 and the solvents allowed optimisation of the values of \( \beta_{\text{exp}} \) for A1–A5 to minimise the RMSE between the experimental and calculated values of \( \Delta G^\circ \). For A3 and A4, which have two equivalent H-bond acceptor sites, the value of \( \beta \) was determined by applying a statistical correction to the experimentally measured association constants in Table 1. The optimised H-bond acceptor parameters for A1–A5 are shown in Table 2, and the agreement between the values of \( \Delta G^\circ \) calculated using these parameters and the experimentally measured values is illustrated in Fig. 5. The calculated values of \( \Delta G^\circ \) are all within 2.5 kJ mol\(^{-1}\) of the experimental values, with the exception of the D3 A3 complex in chlorobenzene, which is highlighted in red. An X-ray crystal structure of this complex was obtained (see ESI†). In addition to the primary OH–N H-bond, and there is a short contact between the CH group of the donor and the second nitrogen atom of the acceptor. This CH–N H-bond would lead to an anomalous increase the stability of this complex, and the effects would be larger in chlorobenzene, which is less polar than dichloromethane.

The values of \( \beta_{\text{exp}} \) determined for the reference compounds A1 and A2 agree exactly with the previously reported values, which gives confidence in the reliability of the measurements. The other three acceptors all have values of \( \beta_{\text{exp}} \) which are

### Table 1: Association constants (M\(^{-1}\)) measured by UV/vis titrations at 298 K

<table>
<thead>
<tr>
<th>Solvent</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorobenzene</td>
<td>99 ± 6</td>
<td>n.d.(^a)</td>
<td>n.d.(^a)</td>
<td>42 ± 3</td>
<td>94 ± 4</td>
</tr>
<tr>
<td>Dichloromethane</td>
<td>420 ± 20</td>
<td>496 ± 4</td>
<td>3600 ± 200</td>
<td>3600 ± 200</td>
<td>420 ± 20</td>
</tr>
<tr>
<td>D1</td>
<td>420 ± 20</td>
<td>496 ± 4</td>
<td>3600 ± 200</td>
<td>3600 ± 200</td>
<td>420 ± 20</td>
</tr>
<tr>
<td>D2</td>
<td>420 ± 20</td>
<td>496 ± 4</td>
<td>3600 ± 200</td>
<td>3600 ± 200</td>
<td>420 ± 20</td>
</tr>
<tr>
<td>D3</td>
<td>420 ± 20</td>
<td>496 ± 4</td>
<td>3600 ± 200</td>
<td>3600 ± 200</td>
<td>420 ± 20</td>
</tr>
</tbody>
</table>

\(^a\) Not determined due to spectral overlap.

### Table 2: H-bond parameters

<table>
<thead>
<tr>
<th></th>
<th>( x_a )</th>
<th>( \beta_y )</th>
<th>( \gamma_z )</th>
<th>( \beta_{\text{exp}} )</th>
<th>( \beta_{\text{calc}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorobenzene</td>
<td>1.4(^b)</td>
<td>1.1(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Dichloromethane</td>
<td>1.6(^b)</td>
<td>1.5(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>D1</td>
<td>—</td>
<td>—</td>
<td>4.3(^c)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>D2</td>
<td>—</td>
<td>—</td>
<td>4.0(^d)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>D3</td>
<td>—</td>
<td>—</td>
<td>4.6(^d)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>A1</td>
<td>—</td>
<td>—</td>
<td>7.2(^e)</td>
<td>7.2</td>
<td>—</td>
</tr>
<tr>
<td>A2</td>
<td>—</td>
<td>—</td>
<td>9.3(^f)</td>
<td>9.5</td>
<td>—</td>
</tr>
<tr>
<td>A3</td>
<td>—</td>
<td>—</td>
<td>7.9</td>
<td>14.6</td>
<td>—</td>
</tr>
<tr>
<td>A4</td>
<td>—</td>
<td>—</td>
<td>7.5</td>
<td>10.1</td>
<td>—</td>
</tr>
<tr>
<td>A5</td>
<td>—</td>
<td>—</td>
<td>7.7</td>
<td>12.0</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\) Ref. 3. \(^b\) The literature value in ref. 3 is 1.7, but a value of 1.6 gave much better agreement with the measurements reported here. \(^c\) Ref. 25. \(^d\) Ref. 26. \(^e\) Agrees with ref. 24. \(^f\) 9.4 in ref. 24.

![Fig. 5 Comparison of the experimental values of free energy changes for formation of 1:1 complexes (\( \Delta G_{\text{exp}}^\circ \)) with calculated values (\( \Delta G_{\text{calc}}^\circ \)) obtained from the H-bond parameters in Table 2 and eqn (1). The line corresponds to \( y = x \), and the D3 A3 complex in chlorobenzene is highlighted as an outlier (red point).](image-url)
significantly larger than the value for pyridine (A1). This result suggests that the secondary electrostatic interactions illustrated in Fig. 2(b) do indeed enhance the stability of H-bonded complexes formed by A3–A5. Table 2 also shows values of $\beta_{\text{calc}}$ which were obtained using eqn [2]. For A1 and A2, the calculated H-bond parameters agree with experimental values. For A3–A5, the calculated H-bond parameters are much larger than the experimental values, and the size of the error depends on the arrangement of H-bond acceptor sites: the discrepancy between calculation and experiment for A3 is twice as large as the discrepancy for A4.

Computational analysis of secondary electrostatic interactions

The experiments reported here show that although the calculated MEPS of an individual molecule can be used to identify the presence of secondary electrostatic interactions in a H-bonded complex, the magnitude of the effect is overestimated if the van der Waals surface is used to calculated the electrostatic potential. Through-space effects on the MEPS can be modulated by changing the isosurface used for the calculation.21,27,28 Fig. 6 illustrates the principle for A4. Fig. 6(a) shows that the minimum on the MEPS calculated on the van der Waals surface (light grey) is close to both acceptor atoms. Therefore the value of $E_{\text{min}}$ is determined by a large primary contribution from the closest acceptor as well as a large secondary contribution from the other acceptor. However, the magnitude of the secondary contribution can be reduced by using a higher electron density isosurface which is closer to the nuclei (dark grey in Fig. 6(b)). In Fig. 6(b), the minimum on the dark grey surface is much closer to one of the two acceptors, and so the secondary contribution to the value of $E_{\text{min}}$ from the other acceptor is small. In other words, the magnitude of through-space effects on the MEPS can be tuned by varying the electron density of the surface used for the calculation. In this way, it should be possible to find an isosurface that provides an accurate representation of the magnitudes of both primary H-bonding interactions and secondary electrostatic interactions.

The experimentally determined H-bond acceptor parameters in Table 2 were used together with a collection of experimental parameters for compounds with sp$^2$ nitrogen acceptors to investigate different electron density isosurfaces. For each compound, the MEPS was calculated using DFT, B3LYP with a 6-31G* basis set at (a) the 0.0020 e bohr$^{-3}$ electron density isosurface and (b) the 0.0300 e bohr$^{-3}$ electron density isosurface. The lines are the best linear fit. The points corresponding to compounds A3–A5 are highlighted in red. (c) The structures of the outliers highlighted in blue.
follow the same trend as the other compounds. This surface achieves the right balance of primary and secondary contributions to the value of $E_{\text{min}}$ to provide an accurate quantitative description of secondary electrostatic interactions.

Fig. 7(b) shows that relationship between the values $\beta$ and $E_{\text{min}}$ is linear on the higher electron density isosurface. Therefore the values of $E_{\text{min}}$ calculated at different isosurfaces were fitted to eqn (3), and the resulting values of RMSE are compared in Fig. 8 (blue data). There is a clear minimum in RMSE for isosurface densities of 0.0200 e bohr$^{-3}$ to 0.0300 e bohr$^{-3}$ suggesting that these surfaces provide the best description of the H-bond properties of sp$^2$ nitrogen acceptors. The same analysis was carried out for amide carbonyl oxygen acceptors (see ESI†), and the resulting RMSE values are shown in Fig. 8 (red data). Although there is no well-defined minimum in this case, the higher density isosurfaces also provides a superior description of this class of H-bond acceptors. The 0.0300 e bohr$^{-3}$ isosurface was therefore selected for calculation of $\beta$ parameters using eqn (3) (sp$^2$ nitrogen $m_\beta = -0.036$ kJ mol$^{-1}$ and $c_\beta = -1.7$, amide oxygen $m_\beta = -0.035$ kJ mol$^{-1}$ and $c_\beta = 0.1$).

$$\beta = m_\beta E_{\text{min}} + c_\beta. \quad (3)$$

A similar approach was then used for the H-bond donor parameter $\alpha$. The MEPS was calculated at different electron density isosurfaces for a collection of H-bond donors for which $\alpha$ parameters have been experimentally determined. Again higher electron density isosurfaces gave a superior description of the H-bond properties of these compounds compared with the van der Waals surface. Fig. 9 compares the experimental $\alpha$ parameter for OH donors with the value of $E_{\text{max}}$ calculated at the 0.0104 e bohr$^{-3}$ isosurface. The relationship between $\alpha$ and $E_{\text{max}}$ is clearly linear. Therefore the values of $E_{\text{max}}$ calculated at different isosurfaces were fit using eqn (4), and the resulting values of RMSE are compared in Fig. 10 (red data). There is a well-defined minimum in RMSE for an isosurface density of 0.0104 e bohr$^{-3}$ suggesting that this surface provides the best description of the H-bond properties of OH donors. A similar result was obtained for NH donors (blue data in Fig. 10). The 0.0104 e bohr$^{-3}$ isosurface was therefore selected for calculation of $\alpha$ parameters using eqn (4) (OH $m_\alpha = 0.015$ kJ mol$^{-1}$ and $c_\alpha = -3.8$, NH $m_\alpha = 0.011$ kJ mol$^{-1}$ and $c_\alpha = -2.8$).

$$\alpha = m_\alpha E_{\text{max}} + c_\alpha. \quad (4)$$

Fig. 11 provides a rationale for the superior performance of the higher electron density isosurfaces in predicting H-bonding properties. Neutron diffraction experiments show that the distance between a H-bond acceptor and the hydrogen atom of the donor in a H-bond is shorter than the sum of the van der Waals radii by 0.5–1.0 Å. On the optimal electron density isosurfaces identified above, the location of $E_{\text{min}}$ is 0.45 Å closer to the nucleus than the van der Waals surface and the location of $E_{\text{max}}$ is 0.25 Å closer to the nucleus. These locations would represent the point of contact between two H-bonded molecules that penetrate the van der Waals surfaces by 0.7 Å, which is consistent with the experimental measurements.
3 Secondary electrostatic interactions in H-bond arrays

Experimentally determined association constants were collected from the literature for 37 different 1:1 complexes with multiple H-bonds measured in chloroform, dichloromethane or carbon tetrachloride. The components of these complexes are all relatively rigid molecules, so that entropy changes due to conformational restriction make minimal contributions to the free energy changes associated with complexation. The geometries of the individual molecules were optimised using DFT. For each compound, the MEPs was calculated at the 0.0020, 0.0104 and 0.0300 e bohr$^{-1}$ electron density isosurfaces, and these surfaces were used to calculate H-bond parameters as explained below.

Two different methods were used to obtain H-bond parameters. In the first method, footprinting of the 0.0020 e bohr$^{-1}$ electron density isosurface was used to obtain a set of surface site interaction points (SSIP), and the SSIP closest in space to each H-bond donor and acceptor group was used as the H-bond parameter for that interaction site. In the second method, eqn (3) and (4) were used in conjunction with the 0.0104 e bohr$^{-1}$ and the 0.0300 e bohr$^{-1}$ isosurfaces to determine H-bond parameters. Firstly, each point on the MEPS was assigned to the closest atom in space. The maximum value on the MEPS assigned to each H-bond donor was then used to calculate the value of $a$ for that interaction site, and the minimum value assigned to each H-bond acceptor was used to calculate the value of $b$. For oxygen atoms with two well-defined minima on the MEPs, two values of $E_{\text{min}}$ corresponding to the two lone pair directions were considered.

The association constant $K$ for formation of a complex that makes $N$ H-bonds was calculated using eqn (5). Each H-bond contributes a free energy change described by eqn (1), and an effective molarity (EM) term was added to account for the intramolecular nature of all interactions after the first intermolecular H-bond is made. The value of EM is not known, but we assume that a constant value can used for all of these systems, because the molecules are relatively rigid and the H-bond arrays have similar geometries.

$$\left(-RT \ln K\right) \text{kJ mol}^{-1} = -(N-1)RT \ln EM$$
$$+ \sum_{i=1}^{N} [-z(z_i-z_s)(\beta_i-\beta_s) + 6]$$

For some of the complexes used in this study, multiple binding modes are possible. For example, adenine can form doubly H-bonded complexes of similar stability along the Watson–Crick or Hoogsteen faces. The overall association constant can be obtained by summing over all possible binding modes. In addition for complexes involving self-association, a statistical factor must be included to compare with the experimentally measured free energy change. Eqn (6) was therefore used to obtain calculated values of $\Delta G^\circ$ for comparison with experimental data.

$$\Delta G_{\text{calc}} \text{kJ mol}^{-1} = -RT \ln \left(\sum K\right) + RT \ln \sigma$$

where $\sigma$ is 2 for self-association and 1 for hetero-complexes.

For the two different sets of H-bond parameters described above, the value of EM was optimised to minimise the RMSE between the experimental values of $\Delta G^\circ$ and the values calculated using eqn (6). The optimised value of EM did not show any significant dependence on the method used to calculate H-bond parameters: 93 M for H-bond parameters obtained from the van der Waals surface, and 125 M for H-bond parameters obtained from the higher density isosurfaces. However, there are dramatic differences in the results obtained using the two methods. Fig. 12(a) shows that H-bond parameters obtained from the van der Waals surface provide a poor description of the properties of multiply H-bonded complexes (RMSE = 9.8 kJ mol$^{-1}$). Fig. 12(b) shows that H-bond parameters obtained from the higher density isosurfaces provide a good description of these systems (RMSE = 4.7 kJ mol$^{-1}$).

The difference in the performance of the two methods can be directly related to the treatment of secondary electrostatic interactions. Fig. 13 compares the description of an ADAD-ADAD complex using H-bond parameters derived from different surfaces. The parameters for the two external H-bonds are similar in Fig. 13(a) and (b), but the parameters for the two internal H-bonds are quite different. Secondary electrostatic interactions lower the values of the H-bond parameters for the internal sites compared with the external sites, but in both cases the effects are much larger at the van der Waals surface (Fig. 13(a)). The result is an underestimate of the stability of the calculated values for all complexes containing alternating acceptors and donors in Fig. 12(a).

Similarly, Fig. 14 shows the H-bond parameters used to describe an AAA-DDD complex where the secondary electrostatic interactions are attractive. The H-bond donor and acceptor parameters that describe the central H-bond are elevated in both descriptions, but the effects are much larger at the van der Waals surface (Fig. 14(a)). This effect leads to an overestimate of the stability of the calculated values for all complexes containing attractive secondary electrostatic interactions in Fig. 12(a).

The method for determining H-bond parameters using higher electron density isosurfaces clearly provides an excellent quantitative description of the secondary electrostatic interactions that determine the properties of H-bond arrays. There is
one outlier in Fig. 12(b), which is the ADDA/C1 DAAD complex shown in Fig. 15(a). This complex has a very similar structure to another ADDA-DAAD complex, which is shown in Fig. 15(b). The reported association constants are $3.8 \times 10^8$ M$^{-1}$ and $6 \times 10^6$ M$^{-1}$, but the values predicted using eqn (5) are $7 \times 10^6$ M$^{-1}$ for both complexes$^{10,30}$ so this outlier may be an artefact. Removing this outlier reduces the RMSE for the results shown in Fig. 12(b) from 4.7 to 4.0 kJ mol$^{-1}$.

4 Discussion
The results shown in Fig. 12(b) demonstrate that H-bond parameters calculated from the MEPS of the individual molecules provide a quantitative description of the contributions of secondary electrostatic interactions to the stabilities of complexes that feature multiple interactions. An advantage of the approach is that these H-bond parameters include the effects of neighbouring groups due to through-bond polarisation as well as through-space electrostatic interactions. Secondary electrostatic interactions will perturb interactions with the solvent as well as interactions with the binding partner, and implementation of the H-bond parameters described here have the effects of desolvation implicitly built into the approach through eqn (5).

It is instructive to compare the treatment of secondary electrostatic interactions based on H-bond parameters with the original molecular mechanics interpretation. Fig. 16(a) illustrates an atom-centred point charge representation of secondary electrostatic interactions. The total Coulombic interaction $E$ in Fig. 16(b) is the sum of the short range H-bonding interaction and the long-range secondary electrostatic
interaction (eqn (7)).

\[ E = \frac{q_0 q_1}{d_1} + \frac{q_0 q_2}{d_2} \]  

(7)

Fig. 16(c) shows how the H-bond parameters for the two compounds would be calculated using an atom-centred point charge representation of the molecular charge distribution. Since the values of \( \alpha \) and \( \beta \) are linearly related to the electrostatic potential calculated at a distance \( r \) from the nucleus, which is defined by the choice of iso-surface, the H-bond donor and acceptor parameters are given by eqn (8) and (9) respectively.

\[ \alpha \propto \frac{q_0}{r_0} \]  \[ \beta \propto \frac{q_1}{r_1} + \frac{q_2}{r_2} \]  

(8) (9)

The energy associated with formation a H-bond between the two molecules is proportional to the product \( \alpha \beta \). By multiplying eqn (8) and (9), we obtain an expression with two terms: one proportional to \( q_0 q_1 \), which represents the primary H-bonding interaction, and one proportional to \( q_0 q_2 \), which represents the secondary electrostatic interaction. This analysis demonstrates that the approach developed here based on the MEPS of individual molecules is exactly analogous to the original interpretation based on intermolecular electrostatic interactions developed by Jorgensen and Pranata. Indeed the qualitative ideas that stem from the original secondary electrostatic approach can be applied equally well to an approach based on H-bond parameters. Fig. 17 illustrates how the properties of H-bond arrays can be understood based on the H-bond parameters of individual molecules. The average values of the H-bond acceptor parameter \( \beta \) calculated for pyridine-type acceptors in different molecular environments are shown in Fig. 17. A H-bond acceptor next to the nitrogen atom increases the \( \beta \) value, but a neighbouring H-bond donor group decreases the \( \beta \) value. The effects are roughly additive, so we can think about how secondary electrostatic interactions affect the local MEPS within a molecule in just the same way as we would think about secondary electrostatic interactions between two different molecules.

5 Conclusion

In this paper we have studied the through-space effects of neighbouring polar groups on the MEP at different electron density surfaces. We conclude that the effect is exaggerated at the van der Waals surface, but inner surfaces provide a much better description of the electrostatics of polar molecules. We selected the 0.0300 e bohr\(^{-3}\) surface for obtaining \( \beta \) parameters and the 0.0104 e bohr\(^{-3}\) surface for obtaining \( \alpha \) parameters. Moreover, we have developed a method to predict the complexation energies of multiply hydrogen bonded systems. We show that the through-space effects at the inner surfaces quantitatively predict secondary interactions. Ultimately we show that the secondary interaction term can be obtained as an inherent property of the MEP of an individual molecule, and does not depend on the identity of the functional groups on the other molecule.
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