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Simulation and analysis of the relaxation dynamics
of a photochromic furylfulgide†‡

Michał Andrzej Kochman, *a Tomasz Gryber, a Bo Durbeej b and
Adam Kubas a

Furylfulgides, a class of photochromic organic compounds, show a complex system of photoinduced

reactions. In the present study, the excited-state dynamics of the Ea and Eb isomers of a representative

furylfulgide is modelled with the use of nonadiabatic molecular dynamics simulations. Moreover, a

pattern recognition algorithm is employed in order to automatically identify relaxation pathways, and to

quantify the photoproduct distributions. The simulation results indicate that, despite differing only in the

orientation of the furyl group, the two isomers show markedly different photochemical behaviour. The

predominant Ea isomer undergoes photocyclisation with a quantum yield (QY) of 0.27 � 0.10. For this

isomer, the undesired E - Z photoisomerisation around the central double bond represents a minor

side reaction, with a QY of 0.09 � 0.07. In contrast, the minority Eb isomer, which is incapable of

photocyclisation, undergoes efficient E - Z photoisomerisation, with a QY as high as 0.56 � 0.14. The

relaxation kinetics and the photoproduct distributions are interpreted in the light of the available

experimental data.

1 Background

The furylfulgides, sometimes referred to simply as fulgides, are
a class of organic compounds best known for exhibiting
photochromism – a reversible colour change brought about
by exposure to light. A representative example is provided by
the series of compounds of the type 1, shown in Fig. 1. The
photochromically active species is the Ea isomer. Under irradia-
tion in the ultraviolet range, it undergoes two competing
photochemical reactions: photocyclisation, which leads to the
closed-ring form (C), and photoisomerisation around the
C3QC4 bond, leading to the Za isomer. Both these photoin-
duced reactions are reversible photochemically, but they are
thermally irreversible at room temperature.1,2 The open-ring
isomers are colourless, while the closed-ring form C shows
intense red coloration. The controllable colour change provides

the basis for the potential application of furylfulgides as
components of rewritable optical memory devices, or as mole-
cular switches in other technologies which employ materials
with variable optical properties.3–11

Another isomer, the Eb isomer, differs from the Ea isomer in
the orientation of the furyl group. In the solution phase, the two
isomers exist in equilibrium with one another.12 Unlike the Ea

isomer, the Eb isomer is incapable of photocyclisation, but it
does undergo reversible photoisomerisation into the Zb isomer.
(The two Z isomers, Za and Zb, are in thermal equilibrium with
one another.) From the standpoint of photochromism, the E "

Z photoisomerisations of furylfulgides are undesirable side
reactions. Recently, however, Filatov and coworkers13,14 have
proposed that they can potentially serve as the basis for a new
class of light-driven molecular motors.

In order to provide context for the present study, which will
focus on the excited-state relaxation dynamics of furylfulgides,
we first provide an overview of relevant earlier work in this area.
For a more comprehensive discussion of the structural design
and photochemistry of furylfulgides and related compounds,
the reader is referred to the review paper by Yokoyama15 and to
the more recent one by Renth and coworkers.16

The relaxation dynamics of furylfulgides following photo-
excitation has been the subject of several spectroscopic studies.
Notably, Handschuh and coworkers17 studied the relaxation
dynamics of the E isomers of Me-1 and another furylfulgide in
the solution phase with the use of TA spectroscopy with
subpicosecond time resolution. The TA spectrum was fitted
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with a kinetic model which included two reaction pathways for
photocyclisation: a direct pathway, and an indirect pathway
which leads through an intermediate species I.17 In this model,
the Ea and Eb isomers were not differentiated, and the E - Z
photoisomerisation reactions were neglected.17 On the basis of
the fit to the spectroscopic data, Handschuh et al. inferred that
both the direct and the indirect pathways are involved in the
reaction mechanism.17 In that model, the direct pathway was
characterised by a time constant of roughly 3.3 ps, while the
indirect pathway was slower because of trapping in the reaction
intermediate I.17 This sequence of events is illustrated in
Scheme 1.

In another study to investigate the photochemistry of the E
isomers of compound Me-1 with the use of TA spectroscopy,
Siewertsen et al.18 put forward a markedly different mecha-
nism. These authors reported that the early stages of the
relaxation dynamics involve two processes with time constants
of 0.10 ps and 0.25 ps. The shorter time constant was assigned
to the photocyclisation reaction of the Ea isomer, while the
longer one was attributed to the E - Z photoisomerisation
reactions of the Ea and/or the Eb isomers.18 In this regard,

Siewertsen et al. noted that they were unable to determine
whether the Z photoproducts originate mainly from the Ea

isomer, or from the Eb isomer.18 Both these possibilities are
illustrated in Scheme 2. Vibrational cooling of the photoproducts
was reported to take place over a period of roughly 10 ps.18 In
contrast to the earlier study by Handschuh et al.,17 Siewertsen
and coworkers found no evidence for an additional, slower,
photocyclisation pathway, or for the involvement of a long-
lived intermediate.

Moreover, Siewertsen et al. performed electronic structure
simulations in which the ground- and excited-state potential
energy surfaces (PESs) of Me-1 were scanned along the C1–C6
distance, and along the C2–C3 = C4–C5 torsion angle.18 For the
description of electronic structures, these authors employed

Fig. 1 Molecular structures and photochemistry of furylfulgides in the series 1. Here, R denotes an alkyl substituent.

Scheme 1 Kinetic model of the photorelaxation process of furylfulgide
Me-1 proposed by Handschuh et al.17

Scheme 2 Two kinetic models for the photorelaxation process of Me-1
considered by Siewertsen et al.18
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density functional theory (DFT) for the singlet ground state (S0),
and time-dependent DFT (TDDFT) for the lowest singlet excited
state (S1). Basing on these calculations, it was concluded that
the photocyclisation reaction of the Ea isomer and photo-
induced ring opening both begin in the S1 state, and are
mediated by a conical intersection (CI) with the S0 state that
is located at a C1–C6 distance of roughly 2.3 Å.

A subsequent study by the same group addressed the
photoinduced ring-opening reactions of compounds Me-1,
i-Pr-1 (the compound in the Series 1 with an isopropyl group),
and two other more extensively modified furylfulgides.19

Further insight into the mechanism of furylfulgide photo-
cyclisation and photoinduced ring opening was provided by the
theoretical study by Tomasello and coworkers.20 In that study,
the electronic structure of the system was treated with the
CASPT2//CASSCF approach – second-order complete active
space perturbation theory21 (CASPT2) single-point energies at
molecular geometries optimised at the complete active space
self-consistent field22 (CASSCF) level of theory. Using this
advanced methodology, Tomasello et al. mapped out the full
reaction pathway for photocyclisation and photoinduced ring
opening. As shown schematically in Fig. 2(a), the photocyclisa-
tion reaction is triggered by excitation of the Ea isomer into the
zwitterionic S1 state.20 Following the initial photoexcitation, the
molecule is driven by the slope of the PES of the S1 state

towards the S1/S0 CI seam.20 In the vicinity of the S1/S0 CI seam,
the molecule undergoes internal conversion to the S0 state. Once
in the S0 state, the reaction path bifurcates: part of the nuclear
wavepacket relaxes towards the closed-ring isomer, while the
remainder is reflected back towards the open-ring isomer.20

Regarding, in turn, the photoinduced ring opening reaction,
Tomasello et al. predicted that it is mediated by the same S1/S0

CI seam as the photocyclisation reaction20 (see Fig. 2(b)). This is in
agreement with the hypothesis put forward by Siewertsen et al.18

As for other studies, Schönborn and coworkers performed
nonadiabatic molecular dynamics (NAMD) simulations of the
photorelaxation processes of the Ea and Eb isomers of furylful-
gides i-Pr-123 and, in a later study, Me-1.24 In these simulations,
the electronic structure of the system was treated with the
semiempirical orthogonalisation-corrected method OM325–27 in
a multireference configuration interaction (MRCI) framework.28

Furthermore, the CASPT2//CASSCF combination of methods was
used in a supporting role, for the characterisation of minimum-
energy geometries along S1/S0 CI seams (S1/S0 MECIs). These
static calculations revealed that Me-1 and i-Pr-1 each possess
three minimum-energy geometries (MECIs) along the S1/S0 CI
seam, of which the first lies along the reaction coordinate for
photocyclisation, and the other two are ethylenic-type MECIs
which arise from twisting around the C3QC4 and the C5QC6
double bonds.23,24 The NAMD simulations, in turn, showed that
internal conversion from the S1 state into the S0 state does not
only take place in the immediate vicinity of the MECI structures,
but rather, it occurs along an extended segment of the S1/S0 CI
seam.23,24 In the case of the Ea isomer of furylfulgide Me-1, the
predominant pathway involved nonradiative deactivation near
the ethylenic MECI associated with twisting around the C3QC4
bond, accounting for 80% of the total number of simulated
trajectories for the Ea isomer.24 Roughly half of those simulated
trajectories which approached that MECI went on to complete a
full rotation around the C3QC4 bond, giving a Ea - Z photo-
isomerisation quantum yield (QY) of 0.43.24 Photocyclisation
(Ea - C), in turn, was less efficient, with a QY of only 0.04.24

As the authors were careful to point out, the NAMD simulations
overestimated the overall QY of E - Z photoisomerisation (i.e.
for an equilibrium mixture of the Ea and the Eb isomers) relative
to experiment, while underestimating the QY of photocyclisation
(Ea - C).

Furthermore, Schönborn et al. found that on going from
furylfulgide Me-1 to i-Pr-1, the QY of E - Z photoisomerisation
decreased markedly, while the QY of photocyclisation
increased.23,24 The direction of these changes was noted to be
consistent with experimental data.23,24 From the results of the
NAMD simulations, Schönborn et al. concluded that a bulky
alkyl substituent at carbon atom C3 has a twofold influence on
the photochemistry of furylfulgides: it causes the molecule to
adopt a ground-state geometry which promotes photocyclisation
(pre-orientation), and, furthermore, following photoexcitation, it
drives the molecule towards the region of the S1/S0 CI seam
which mediates photocyclisation.23,24

The studies reviewed above leave open the question of the
relative importance of the various relaxation pathways of the Ea

Fig. 2 Overview of the mechanisms of (a) photocyclisation and (b)
photoinduced ring opening of Me-1 and related furylfulgides as reported
in the study by Tomasello and coworkers.20 The reaction coordinate,
viewed from left to right, corresponds to ring closing. The key molecular
structures along the reaction coordinate are depicted on the bottom.
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and Eb isomers of furylfulgides. This problem is difficult to
address with experimental methods alone, as the Ea and Eb

isomers exist in thermal equilibrium with one another, and
their photoabsorption spectra overlap, meaning that they
cannot be photoexcited selectively. In principle, computer
simulations are well positioned to resolve the question of the
relative contributions of the various relaxation processes,
because the individual isomers can be modelled in isolation
from one another. In this regard, if the results of the NAMD
simulations by Schönborn et al.23,24 are taken at face value, then
the most important side reactions are photoisomerisations
around the C3QC4 and C5QC6 double bonds. However, these
authors have noted that, in the case of furylfulgide Me-1, the
NAMD simulations significantly overestimated the overall QY
of E - Z photoisomerisation. Hence, there is a need for a re-
examination of the roles of the different relaxation pathways in
the overall mechanism.

In order to clarify the quantitative picture of the photo-
relaxation of furylfulgides, in the present study we performed
NAMD simulations of the excited-state dynamics of the Ea

and Eb isomers of Me-1 as a representative member of this
important class of photochromic compounds. In our simulations,
the electronic structure of the molecule was treated with the use of
spin-flip TDDFT29,30 (SF-TDDFT), a variant of the TDDFT method
where the states of interest are obtained through spin-flipping
excitations from a high-spin triplet reference determinant.
Crucially, benchmarking against extended multi-state multirefer-
ence second-order perturbation theory31 (XMS-CASPT2) indicates
that SF-TDDFT achieves excellent accuracy for the relevant
ground- and excited-state PESs of furylfulgides in the series 1.
The emergent reaction pathways were identified automatically by
employing k-means clustering (KMC),32,33 a pattern recognition
algorithm which partitions observations (in this case, molecular
geometries) into clusters whose elements are similar to each
other, and different from those in other clusters. The application
of the KMC algorithm affords an unprecedented level of insight
into the dynamics of the photoexcited molecule, allowing a
detailed comparison to spectroscopic data and the experimen-
tally-determined photoproduct distribution.

The rest of this paper is organised as follows. We first
discuss the setup of the NAMD simulations, and the pattern
recognition procedure that was employed in order to analyse
the results. We then examine the relaxation processes of the Ea

and Eb isomers of furylfulgide Me-1 in separation from one
another. Finally, we use the simulation results as a basis to
construct a model of the photochemistry of a sample contain-
ing both isomers at equilibrium, and tie it in with the available
experimental data.

2 Computational methods
2.1 NAMD simulations

The aim of our NAMD simulations was to characterise the
relaxation processes of the Ea and Eb isomers of furylfulgide
Me-1 following photoexcitation into the S1 state. The simulation

model consisted of a single isolated molecule of the given
isomer, and its electronic structure was treated with SF-
TDDFT. The time evolution of the molecule was propagated
with the fewest switches surface hopping34–36 (FSSH) method. In
this approach, the nuclear wavepacket of the system is repre-
sented by an ensemble of mutually independent semiclassical
trajectories. In each simulated trajectory, nuclear dynamics is
described by means of classical mechanics, while the electronic
structure of the molecule is treated quantum mechanically. The
overall wave function C(r,t;R) of the electrons along a given
nuclear trajectory R = R(t) is expressed as a linear combination of
adiabatic electronic states {cj (r;R)} with time-dependent coeffi-
cients {aj (t)}:

Cðr; t;RÞ ¼
X

j

ajðtÞcjðr;RÞ (1)

The requirement that C(r,t;R) satisfies the time-dependent
electronic Schrödinger equation leads to a system of coupled
differential equations for the time evolution of the expansion
coefficients:

i�h _ak ¼
X

j

ajðdkjEkðRÞ � i�h _R � dkjÞ (2)

where djk denotes the Kronecker delta, Ek(R) is the potential
energy of the k-th adiabatic state, and dkj is the nonadiabatic
coupling vector (NACV) between states k and j:

dkj = hck(r;R)|rR|cj (r;R)i (3)

During each simulated trajectory, at any time the system is
considered to occupy some current adiabatic state n from
among the states included in the linear expansion 1, which is
selected according to its state population |an|2. The nuclear
dynamics is propagated according to the classical equations of
motion on the PES of that state:

€RA ¼ �
1

MA
rAEnðRÞ (4)

Nonadiabatic effects are accounted for by allowing a trajectory
to undergo a switch (or ‘‘hop’’) between the current state and
another adiabatic state, which then becomes the new current
state for the given trajectory. In the present study, only the S0

and S1 states were included in the linear expansion 1.
The NAMD simulations were performed with our existing

‘‘wrapper’’ program,37 which features an interface to the elec-
tronic structure program Q-Chem.38,39 For a detailed descrip-
tion of our implementation, the Reader is referred to ref. 37 The
dynamics of the nuclei (eqn (4)) was propagated with the use of
the velocity Verlet integrator with a time step of 0.5 fs. The
expansion coefficients {aj (t)} were corrected for decoherence
using the technique proposed by Granucci and Persico.40 As
recommended in ref. 40, the value of the damping constant for
the correction was set to C = 0.1Eh (Hartree).

The electronic structure of the molecule during the simu-
lated dynamics was monitored by following the classical popu-
lations of the S0 and S1 states. As per the usual convention, the
classical population (Pj) of the j-th adiabatic state from among
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those included in the linear expansion 1 is defined as the
fraction of trajectories that is currently evolving in that state:

PjðtÞ ¼
NjðtÞ
Ntrajs

(5)

Moreover, we found it convenient to introduce a single quantity
which describes the time scale of internal conversion from the
S1 state into the S0 state. To that end, for each simulated
trajectory, we recorded the earliest time that the molecule
hopped from the S1 state into the S0 state. A very small number
of simulated trajectories remained in the S1 state for the entire
duration of the simulations, in which case the earliest hopping
time is undefined. Afterwards, we calculated the median of the
earliest S1 - S0 hopping times from among the ensemble of
simulated trajectories. This quantity is our measure of the time
scale of internal conversion.

The initial conditions for the NAMD simulations were
generated as follows: the ground-state equilibrium geometries
of the Ea and Eb isomers of Me-1 were optimised at the DFT
level of theory. Afterwards, the normal modes of either isomer
were calculated numerically using analytical gradients. The
initial conditions (sets of nuclear positions and velocities) were
sampled from the Wigner distribution of either isomer in its
vibrational ground state. As discussed in ref. 41 and 42,
molecular dynamics simulations of molecules containing
hydrogen atoms are prone to an artificial leakage of zero-
point energy from the stretching modes of hydrogen-heavy
atom bonds to other vibrational modes. In order to mitigate
this problem, when generating the Wigner distribution we froze
the highest sixteen vibrational modes, which correspond to
C–H stretching modes. At the outset of each trajectory, the S1

state was chosen the current state, and its expansion coefficient
was set to unity. Ntrajs(Ea) = 75 trajectories were generated for
the Ea isomer, and Ntrajs(Eb) = 50 for the Eb isomer. For either
isomer, the trajectories were propagated for a period of 500 fs.
We did not experience any crashes, or convergence failures, in
the SF-TDDFT calculations, and all trajectories that were pro-
pagated for either isomer completed successfully.

2.2 Electronic structure calculations

The DFT and SF-TDDFT calculations were performed with the
computational chemistry software package Q-Chem,38,39 ver-
sion 5.1.2. The SF-TDDFT calculations were performed in the
collinear approximation, and furthermore, the Tamm-Dancoff
approximation43 was imposed. We employed the 50–50
exchange-correlation functional29 (50% Hartree-Fock + 8%
Slater + 42% Becke for exchange, and 19% VWN + 81% LYP
for correlation), which is based on the well-known B3LYP
functional,44,45 but includes a larger fraction of Hartree-Fock
exchange. For the sake of computational efficiency, which is of
utmost importance in molecular dynamics simulations, we
used the relatively small 6-31G(d) basis set.46,47 The nonadia-
batic coupling vector (NACV) between the S0 and S1 states was
calculated analytically via the method of Zhang and Herbert.48

Because the calculation of the NACV is expensive in terms of
computing time, during the NAMD simulations we began

calculating the NACV only after the energy gap between the S0

and S1 states in a given trajectory decreased to below a threshold
of 0.5 eV for the first time. Once that had happened, the NACV
was subsequently calculated for the remainder of the given
trajectory, even if the energy gap increased to over 0.5 eV again.

With these settings, propagating a single 500 fs-long trajec-
tory requires 1000 gradient evaluations, and an average of
around 650 NACV evaluations. (The exact number of NACV
calculations along the given trajectory depends on when the
S1–S0 energy gap decreases to below 0.5 eV.) The cost of a
gradient calculation and a NACV calculation is about the same,
at roughly 75 CPU minutes on an Intel(R) Xeon(R) E5-2670
2.3 GHz processor. Thus, propagating a single trajectory takes
roughly 2000 CPU hours. In our study, we have propagated a
total of 125 simulated trajectories (75 and 50, respectively, for
the Ea and the Eb isomers), and the total cost of our simulations
amounted to some 250 000 CPU hours.

In closing this section, we acknowledge that although there
has been progress in evaluating the performance of SF-TDDFT
in various contexts,49–55 it still remains a relatively untested
method. In order to verify whether SF-TDDFT is reliable for the
topographies of the ground- and excited-state PESs of compound
Me-1, we have compared its predictions to the benchmark
provided by the XMS-CASPT2 method, which is the highest-
level electronic structure method that we are able to apply to
furylfulgides. The details of these benchmark calculations are
given in Section S1 of the ESI.† Encouragingly, we found that the
two methods are in very close agreement for the PESs of the S0

and S1 states. We therefore believe that our NAMD simulations
are realistic not only in the qualitative sense, but they can also
serve as a basis for the estimation of quantities such as photo-
isomerisation QYs and relaxation time scales.

2.3 Pattern recognition analysis

In the electronic ground state, the open-ring form of furylful-
gide Me-1 exhibits rotamerism around the C2–C3 bond, but
otherwise the molecule is fairly rigid. Once photoexcited into
the S1 state, however, it becomes much more flexible: given a
suitable orientation of the furyl grop, it can undergo cyclisa-
tion, but alternatively it can also undergo photoisomerisation
around the C3QC4 or the C5QC6 bonds. What is more, in the
course of our NAMD simulations, it became evident that the
anhydride ring is flexible enough to permit a partial rotation
around the C4–C5 bond. In hindsight, the flexibility of the
anhydride ring is unsurprising – all five bonds comprising that
ring are formally single bonds.

The flexibility of the photoexcited molecule means that the
relaxation dynamics is a multidimensional process: in order to
obtain a comprehensive picture of the time evolution of
molecular geometry in the simulated trajectories, one needs
to take into account several structural parameters (or, internal
coordinates). The exact choice of parameters is, to some extent,
arbitary, as long as it provides a good description of molecular
geometry. Presently, we elected to monitor the C1� � �C6 distance
(denoted R16), which describes cyclisation, and the following
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four torsion angles: C1QC2–C3QC4 (t1234), C2–C3QC4–C5
(t2345), C3QC4–C5QC6 (t3456), and C4–C5QC6QCa (t456a).

The fairly high dimensionality of the data poses a challenge for
interpretation, as it is far from obvious how to make out distinct
reaction pathways (subsets of mutually similar trajectories), or
even how many reaction pathways there are. In order to facilitate
the analysis of the simulation results, we employed the KMC
algorithm,33 a well-known and widely used pattern recognition
method. KMC takes as input a number (n) of observations ({x1,
x2,. . ., xn}), where each observation is a d-dimensional real vector.
The components of this vector are the input variables, which in
this context are called features. The algorithm partitions the
observations into a predefined number (k) of clusters ({S1, S2,. . .,
Sk}), in such a way that each observation is assigned to the cluster
with the nearest centroid (or, geometric center). The optimal
partitioning for the given value of k is found by minimising the
within-cluster sum of squares (WCSS):

WCSSðkÞ ¼
Xk

i¼1

X

xj2Si
xj � li

�� ��2 (6)

Here, li is the centroid of cluster Si, which contains Ni observa-
tions:

li ¼
1

Ni

X

xj2Si
xj (7)

The WCSS decreases monotonically with increasing k. At the
maximum value of k = n, each observation is its own cluster,
and the WCSS becomes zero.

In the present case, the observations consist of a set of
‘‘snapshots’’ from the NAMD simulations, which is to say, a set
of molecular geometries at a time point t. This situation is

depicted schematically in Fig. 3. Our goal is to partition the
snapshots into k clusters in such a way that each cluster
contains geometries which are similar to each other, and
different from those in other clusters. Note that we are not
partitioning the entire ensemble of simulated trajectories, but
rather, a set of snapshots at a time point t during the simula-
tions. Furthermore, we consider the sets of trajectories starting
from the Ea isomer and from the Eb isomer separately.

The right value for k, which is the number of distinct
relaxation pathways, is not known a priori, but the principle
of parsimony (Occam’s razor) dictates that we choose the lowest
possible k that gives a satisfactorily low WCSS. This reasoning
leads to the so-called elbow method56,57 for choosing the right
value for k: the lowest value is chosen that converges, or nearly
converges, the WCSS. This is the approach that we adopted in
our analysis. We note here that the right value for k can and
does change with time. This is because, for either isomer of
compound Me-1, all simulated trajectories start out narrowly
distributed in the Franck-Condon region. Only later do the
simulated trajectories spread out in the configuration space,
and fork out into distinct relaxation pathways.

One final issue which needs to be discussed is the way the
molecular geometry is represented for analysis with the KMC
algorithm. KMC requires that all features vary on a similar
scale, and are measured in the same units or are dimension-
less. The set of five internal coordinates defined above does not
meet this condition, as one of the five is an interatomic
distance, while the other four are torsion angles. Another
complication is that a torsion angle has a periodic discontinuity
at a value of �1801. We addressed this latter issue by taking the
cosines of the four torsion angles instead of the torsion angles
themselves. Unlike the torsion angles themselves, their cosines
are continuous functions of molecular geometry. The final list
of features which are passed on to the KMC algorithm is
therefore as follows: R16, cos(t1234), cos(t2345), cos(t3456), and
cos(t456a).

Prior to analysis, all five features were scaled with the
standard min-max scaler, which shifts the data in such a way
that all features lie in the range [0,1]:

xscaled ¼
x� xmin

xmax � xmin
(8)

where xmin (xmax) is the minimum (maximum) value of feature x
in the entire set of observations, which is to say, among the
snapshots at a given time point during the NAMD simulations.
These measures ensure that the resulting scaled features
(xscaled) are all continuous, dimensionless, and contained in
the range from 0 to 1 inclusive.

We used the implementation of the KMC algorithm in the
scikit-learn library,58 version 0.24.2, with Python 3, version
3.6.9. As per the default settings, the assignment of observa-
tions to clusters was performed using Lloyd’s algorithm.33 The
solution obtained with this algorithm is dependent on the
initial conditions. For this reason, when running the algorithm,
we always started from 25 random choices of initial conditions,

Fig. 3 Schematic illustration of the analysis of an ensemble of simulated
trajectories with the use of the KMC algorithm. The colored lines represent
the individual trajectories. In this example, the ensemble of trajectories
bifurcates into two relaxation pathways. The partitioning of snapshots from
different time points during the simulation into clusters is indicated with
circles and triangles. At time t1, the simulated trajectories are best
described as forming a single cluster, whereas at times t2 and t3, the
snapshots are partitioned into two clusters.
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and selected the best result, namely, the one that gives the
lowest WCSS.

2.4 Calculation of quantum yields

A key point of comparison between our NAMD simulations and
experimental data is the photoproduct distribution resulting
from the irradiation of an equilibrium mixture of the Ea and Eb

isomers of Me-1. In the present section, we outline the calcula-
tion of the QYs of the various photochemical reactions which
occur in this system.

Let us begin with the photoproduct distributions of the
relaxation processes of the Ea and Eb isomers individually. We
assume that the photoisomerisation reactions of either isomer
are complete by the time that the NAMD simulations were
terminated (t = 500 fs). This is justified by the fact that, by this
time, both isomers have almost fully undergone internal con-
version into the vibrationally hot ground state, and they are
unlikely to undergo further isomerisations, other than a " b
rotamerism. With this assumption, the photoproduct distribution
for either isomer may be equated with the final cluster assign-
ment. Thus, for a given photoproduct P, the QYs of the processes
Ea - P and Eb - P (denoted F (Ea - P) and F (Eb - P)) are
calculated as follows:

FðEa ! PÞ ¼ NðEa ! PÞ
NtrajsðEaÞ

(9)

and

FðEb ! PÞ ¼ NðEb ! PÞ
NtrajsðEbÞ

(10)

Here, Ntrajs(Ea) is the total number of trajectories which were
propagated for the Ea isomer, and N (Ea - P) is number of
snapshots assigned to the cluster which corresponds to photo-
product P among these trajectories at t = 500 fs. The notation for
the Eb - P process is analogous.

For the purposes of the analysis of QYs, the photoproduct Za

and Zb isomers are considered together, as are the unreacted Ea

and Eb isomers. This is because all open-ring isomers undergo
a " b rotamerisation and, within a short time of the irradia-
tion of the sample, they will re-establish the Za " Zb and the
Ea " Eb equilibria.

Because the QYs of the Ea - P and the Eb - P processes are
each calculated on the basis of a finite number of simulated
trajectories, they are subject to statistical uncertainties asso-
ciated with finite sample sizes. The treatment of the statistical
uncertainties in the calculated QYs is discussed in more depth
in Section S4 of the ESI.†

In the solution phase, the Ea and Eb isomers coexist in
equilibrium with one another. We denote their mole fractions
as x(Ea) and x(Eb), respectively. Prior to the irradiation of the
sample, no other isomer is present, so that x(Ea) + x(Eb) = 1.
Suppose now that the sample is irradiated with monochromatic
radiation which falls within the first photoabsorption band
of the E isomer mixture (ca. 325–375 nm). The overall QY of
photoproduct P (denoted FOA(P)) is estimated as the sum of the

QYs for the Ea - P and Eb - P processes weighted by the mole
fractions of the respective starting isomers:

FOA(P) = x(Ea)F(Ea - P) + x(Eb)F(Eb - P) (11)

Eqn (11) is an approximation in that it assumes that the Ea and
Eb isomers have equal photoabsorption cross-sections at the
excitation wavelength.

As with the QYs of the Ea - P and Eb - P processes, the
overall QY is subject to statistical uncertainty. A separate issue
is that the exact population ratio of the Ea and Eb isomers is
unknown. To the best of our knowledge, the population ratio
has not been determined experimentally; in some previous
studies, it was estimated by means of semiempirical59 and
DFT18 calculations. In view of the importance of the population
ratio for the calculation of the photoproduct distribution, in the
present study we sought to obtain an improved estimate. To
this end, we carried out a series of DFT thermochemistry
calculations with several choices of exchange–correlation func-
tional. Moreover, in one set of calculations, single-point energy
corrections were evaluated with the domain-based local pair
natural orbital coupled cluster with perturbative triples60,61

(DLPNO-CCSD(T)) method at molecular geometries optimised
at the DFT level. The details of these calculations are given in
Section S3 of the ESI.† Our best estimate is that the mole
fraction of the Ea isomer lies in the range of 0.8 � 0.1, where the
width of this interval reflects the spread in the predictions of
the various DFT functionals and the DLPNO-CCSD(T) method.
The uncertainty in the mole fractions of the two isomers
contributes to the uncertainty in the calculated overall QYs.

3 Results and discussion
3.1 Relaxation dynamics of the Ea isomer

3.1.1 Time evolution of electronic structure and molecular
geometry. As mentioned in the Background section, in the
solution phase the E isomer of furylfulgide Me-1 exists as a
mixture of two isomers, Ea and Eb, which differ in the orienta-
tion of the furyl group. When discussing the results of the
NAMD simulations, it seems most convenient to first examine
each isomer separately, and then to construct a model of the
relaxation dynamics of a sample containing both isomers. We
begin with the Ea isomer, which is the photochromically active
isomer.

Fig. 4 provides an overview of the dynamics of the Ea isomer
photoexcited initially into the S1 state. Accompanying this data,
as part of the ESI,† we provide animations of eight representative
simulated trajectories. Each animation shows the time-evolution
of the molecular geometry and the energies and populations of
the S0 and S1 states. The passage of time is indicated with a
vertical black line moving along the time axis. The currently
occupied state is marked with a black circle. The initial photo-
excitation occurs at t = 0 fs.

Panel (a) of Fig. 4 shows the classical populations of the S0

and S1 states in the ensemble of simulated trajectories. The
stepped appearance of the plot is a consequence of the fact that
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when trajectories hop from one state to another, the classical
populations change discontinuously. At the outset of the simu-
lations, all trajectories were occupying the S1 state, such that its
population was equal to 1. From around 100 fs after the initial
photoexcitation, the simulated trajectories began encountering
the CI seam between the S1 and S0 states, and hopping down
from the S1 state into the S0 state. The onset of internal
conversion into the S0 state manifests itself as a sharp drop
in the classical population of the S1 state, and a corresponding
increase in the classical population of the S0 state. From around
t = 300 fs until the end of the simulations at t = 500 fs, only a few
simulated trajectories remained in the S1 state. The median
earliest hopping time was calculated to be 184 fs.

Panels (b) to (f) of Fig. 4 characterise the time-evolution of
molecular geometry by showing the distance R16 and values of
the torsion angles t1234, t2345, t3456, and t456a among the
ensemble of simulated trajectories. Although the relaxation
dynamics and the resulting dataset are quite complex, some
trends in the data are readily apparent. At the time of the initial
photoexcitation (t = 0), the simulated trajectories were distrib-
uted in the Franck-Condon region, the narrow region of the
configuration space near the ground-state equilibrium geome-
try of the Ea isomer. During the initial 100 fs-long period after
the initial photoexcitation, the trajectories remained narrowly
distributed. In fact, it can be seen that the vibrational modes of
the molecule which modulate the torsion angles t2345, t3456,
and t456a maintained some degree of phase coherence for
roughly 100–150 fs after the photoexcitation.

Between around t = 100 fs and t = 300 fs, the ensemble of
simulated trajectories branched out into multiple (at least two,
possibly more) relaxation pathways. The exact number of
distinct relaxation pathways will be determined later on with
the use of the KMC algorithm. As expected, in a number of
trajectories, 20 to be specific, the molecule underwent cyclisa-
tion. The ring closing is clearly visible in Fig. 4(b), which shows
values of the C1� � �C6 distance – in 20 of the simulated
trajectories, R16 contracted to around 1.6 Å, which is typical
of sterically strained carbon–carbon single bonds. In these
20 trajectories, R16 subsequently oscillated in the range of
roughly 1.4 Å to 1.8 Å, which shows that the newly formed
C1–C6 bond remained intact for the duration of the simulation.
Furthermore, in these 20 trajectories, the dimethylmethylene
group containing atom C6 (the = C6Me2 group) rotated by
roughly 901 around axis of the C5QC6 bond, permitting the
formation of the C5–C6 bond. The rotation around the C5QC6
bond is clearly visible in Fig. 4(f), which shows values of the C4–
C5QC6–Ca torsion angle (t456a).

Moreover, inspection of Fig. 4(d), which shows values of the
C2–C3QC4–C5 torsion angle (t2345), reveals that in 7 of the
simulated trajectories, the molecule underwent a substantial
rotation around the C3QC4 bond, which is to say, Ea - Za

photoisomerisation. In Fig. 4(d), these trajectories can be seen
splitting off from the remainder of simulated trajectories, and
shifting towards lower values of t2345. 6 of these trajectories
crossed the �1801 line, while the seventh was lagging behind
the other two, and it did not reach the �1801 line by the time

Fig. 4 Time-evolution of electronic structure and molecular geometry during the relaxation dynamics of the Ea rotamer of furylfulgide Me-1.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
Ju

ly
 2

02
2.

 D
ow

nl
oa

de
d 

on
 7

/3
0/

20
25

 7
:5

2:
28

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2cp02143a


This journal is © the Owner Societies 2022 Phys. Chem. Chem. Phys., 2022, 24, 18103–18118 |  18111

the simulations were discontinued at t = 500 fs. All 7 of these
trajectories hopped down from the S1 into the S0 state in the
vicinity of the S1/S0 CI seam at t2345 E 901.

3.1.2 Pattern recognition analysis and calculation of quan-
tum yields. Photocyclisation and Ea - Z photoisomerisation
together account for only 27 of the 75 simulated trajectories,
meaning that there must be at least one other relaxation pathway.
This additional pathway or pathways are more difficult to make
out in the data, as there is no single tell-tale structural parameter
by which they can be distinguished, and hence the need to employ
a pattern recognition algorithm such as KMC. We first address the
question of how many relaxation pathways there are in total. To
this end, Fig. 4(g) shows plots of the WCSS obtained during
cluster assignment with the KMC algorithm with different choices
of k in the range from 1 to 5. Due to the fact that we run the KMC
algorithm for sets of snapshots at different times along the NAMD
simulations, the WCSS is a function of time.

At early times during the simulations, up to around t =
100 fs, there is a slight reduction in WCSS on going from k = 1

to k = 2, but increasing k beyond 2 does not bring about a
significant further lowering of WCSS. From our earlier discus-
sion, we know that at this stage, the distribution of simulated
trajectories was fairly compact. This indicates the KMC algo-
rithm is simply picking up on relatively minor differences
between the molecular geometry in different simulated trajec-
tories, and there is not yet any indication that the ensemble of
trajectories has split into distinct relaxation pathways.

During the time interval from around t = 100 fs to around t =
200 fs, the k = 1, k = 2, and k = 3 curves separate out, and they
remain separated for the remainder of the simulation time of
500 fs. This is a clear-cut signature of the ensemble of simu-
lated trajectories branching out into a number of relaxation
pathways. Meanwhile, the k = 4 and k = 5 curves always remain
just below the k = 3 curve. The fact that the k = 3 curve is well
separated from the k = 2 curve, while in turn the k = 4 and k = 5
curves are close to the k = 3 curve, indicates that the underlying
data at t 4 200 fs is well described by a partitioning into three
clusters.

Fig. 5 Clustering of snapshots at different time points during the NAMD simulations of the photorelaxation process of the Ea isomer. We assume k = 1
cluster at t = 0 fs, and k = 3 clusters at t = 250 fs and at t = 500 fs. The clusters were visualised by overlaying all molecular geometries comprising the
given cluster.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

8 
Ju

ly
 2

02
2.

 D
ow

nl
oa

de
d 

on
 7

/3
0/

20
25

 7
:5

2:
28

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d2cp02143a


18112 |  Phys. Chem. Chem. Phys., 2022, 24, 18103–18118 This journal is © the Owner Societies 2022

Having thus determined that the ensemble of simulated
trajectories split into three relaxation pathways, we can now
examine these pathways in more detail. Fig. 5 shows how the
KMC algorithm partitions the molecular geometries at three
time points during the NAMD simulations: t = 0 fs, 250 fs, and
500 fs. Basing on what was said above, at t = 0 fs we interpret all
snapshots from the NAMD simulations as comprising a single
cluster (k = 1), whereas at t = 250 fs and at t = 500 fs, we have set
k = 3.

It can be seen that at the time of the initial photoexcitation
(t = 0 fs), the molecular geometries were indeed localised in a
narrow region of configuration space around the ground-state
equilibrium geometry – the Franck-Condon region. This is a
consequence of the fact that the initial conditions for the
NAMD simulations were generated by sampling from the
Wigner distribution of the molecule in the vibrational
ground state.

By t = 250 fs, the simulated trajectories had spread out in the
configuration space. Of the three clusters into which the snap-
shots have been partitioned, the first consists of 20 snapshots,
and it clearly represents the closed-ring photoproduct (isomer
C). On the other hand, the second and third clusters (contain-
ing 34 and 21 snapshots, respectively) correspond to deformed
open-ring geometries. A shared characteristic of the geometries
comprising the second cluster appears to be twisting around
the C3QC4 bond. However, none of the molecular geometries
comprising the second cluster has yet completed a full isomer-
isation around the C3QC4 bond. As regards the third cluster,
its defining characteristic appears to be intramolecular rotation
around the C2–C3 bond. The second and third clusters actually
appear somewhat similar to one another. It seems that, at this
stage during the relaxation process, only the closed-ring isomer
had emerged as a distinct photoproduct, and the remaining
molecular geometries were still rather undifferentiated.

Finally, by the time the simulations were concluded (t =
500 fs), all three clusters identified by the KMC algorithm
correspond to recognizable photoproducts. The contents of
the first cluster (20 snapshots) is the same as at t = 250 fs: it
contains snapshots from those trajectories in which the mole-
cule has undergone photocyclisation. On the other hand, the
compositions and sizes of the second and third clusters have
changed considerably. At t = 500 fs, the second cluster contains
only 7 snapshots, all of which adopt the Za isomeric form. The
inspection of their geometries shows that the photoisomerisa-
tion takes place through a one-bond-flip mechanism – that is to
say, the C3QC4 bond is the only one to undergo a rotation by
roughly 1801. The adjacent C2–C3 bond does not go through a
significant rotation.

The third and largest cluster (48 snapshots) comprises
unreacted molecular geometries, which is to say, those where
the molecule has undergone neither photocyclisation nor
double-bond photoisomerisation. All of these molecular geo-
metries show a partway rotation around the C2–C3 bond, and
also a conspicuous deformation of the anhydride ring. These
structural changes presumably occurred because in most of the
trajectories from which these snapshots originate, the hopping

from the S1 state into the S0 state took place in a region of the
configuration space where the PES of the S0 state is strongly
repulsive with respect to the distance between atoms C1 and
C6. As a result, the furyl group and the dimethylmethylene
group containing atom C6 were pushed away from one another.
Possibly, this effect ultimately leads to a full rotation around
the C2–C3 bond, and the formation of the Eb isomer, although
the simulation time of 500 fs was too short for that to happen.

In order to shed more light on the role of the torsional
degrees of freedom (rotation around the C2–C3 and the C3QC4
bonds), we scanned the PES of the S1 state as a function of the
torsion angles t1234 and t2345. The detailed description of this
calculation is given in Section S2 of the ESI.† The results
indicate that rotation around the C3QC4 bond (E - Z photo-
isomerisation) is driven by the topography of the PES of the S1

state. Conversely, the topography of the S1 state does not appear
to provide a driving force for rotation around the C2–C3 bond.
We hypothesize that when a rotation around the C2–C3 bond
does happen, it is caused by a redistribution of vibrational
energy from other modes.

As explained in Section 2.4, the final cluster assignment
serves as the basis for the estimation of the photoproduct
distributions. The calculated QYs for the pure Ea isomer are
shown as the first entry in Fig. 8. The QY of Ea - C photo-
cyclisation is 0.27 � � 0.10, and that of Ea - Z photoisome-
risation is 0.09 � 0.07. The remaining fraction of photoexcited
molecules (0.64 � 0.11) deactivate to the ground state in a
deformed E-like geometry; we denote this outcome Ea - E. It is
tempting to think of this latter relaxation pathway as a strictly
negative phenomenon, but it does ultimately regenerate the
photochromically active Ea isomer. In this sense, it contributes
to the photostability of the Ea isomer.

The relatively low incidence of Ea - Z photoisomerisation
in our simulations requires some comment. As discussed in
more detail in Section S1 of the ESI,† SF-TDDFT achieves
excellent agreement with the benchmark provided by XMS-
CASPT2. Moreover, during the NAMD simulations, we have
propagated a relatively large number of trajectories, leading
to a thorough sampling of the photoproduct distribution. For
these reasons, we have confidence in the prediction that, Ea -

Z photoisomerisation is only a minor relaxation pathway. At the
same time, however, the photoproduct distribution predicted
by our simulations stands in contrast to the results of the
earlier theoretical study of Schönborn and coworkers,24 where
Ea - Z photoisomerisation was found to be the predominant
relaxation pathway of the Ea isomer of furylfulgide Me-1. In the
work just cited, it was acknowledged that the overall QY of E -

Z photoisomerisation was overestimated with respect to experi-
ment, and this error was attributed to the neglect of solvent
effects, and to other approximations inherent in the simulation
model.24 However, the solvent is also absent in our own
simulations, so the neglect of solvent effects is unlikely to be
responsible. The most important difference between the simu-
lation setup used by Schönborn et al.24 and in the present study
is the choice of electronic structure method: in ref. 24, the
ground- and excited-state PESs of the molecule were generated
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with the use of the semiempirical OM3/MRCI approach,
whereas in the present study, the SF-TDDFT method is used.
We therefore conjecture that the overestimation of the inci-
dence of E - Z photoisomerisation in ref. 24 may reflect a
systematic error in the PESs calculated at the OM3/MRCI level,
which introduces a bias for E - Z photoisomerisation over
photocyclisation.

3.2 Relaxation dynamics of the Eb isomer

3.2.1 Time evolution of electronic structure and molecular
geometry. Our next order of business will be to examine the
photorelaxation process of the Eb isomer. The time evolution of
state populations and molecular geometry during the NAMD
simulations is illustrated in Fig. 6. As before for the Ea isomer,
in the ESI,† we provide animations of eight representative
simulated trajectories of the Eb isomer.

The first thing to note about the photorelaxation dynamics
of the Eb isomer is that internal conversion from the S1 state
into the S0 state was somewhat slower than for the Ea isomer –
whereas for the Ea isomer, the median earliest hopping time
was 184 fs, for the Eb isomer it was 254 fs.

Moreover, it is immediately apparent that the Eb isomer did
not undergo photocyclisation, as the C1� � �C6 distance (R16) did
not decrease below 3 Å in any of the simulated trajectories.
Instead, the relaxation dynamics of the Eb isomer was domi-
nated by torsional deformations of the heavy-atom skeleton.
Shortly after the initial photoexcitation, the molecule began to

undergo intramolecular rotations around the C3QC4 bond
and, to a lesser degree, also around the C2–C3, the C4–C5,
and the C5QC6 bonds. Until around t = 250 fs, the rotations in
the different trajectories proceeded in a concerted fashion,
such that the ensemble of trajectories as a whole remained
fairly compact.

At around t = 300 fs, the ensemble of trajectories branched
out into multiple (two or more) relaxation pathways. The forking
into distinct pathways is clearly visible in the plots of the torsion
angles t1234, t2345, and t3456(Fig. 6(c)–(e), respectively), all of
which began to spread out at around t = 300 fs. Roughly half
of the simulated trajectories continued evolving in the negative
t2345 direction and eventually reach or approach the t2345 =
�1801, which indicates that one of the emergent pathways is
isomerisation around the C3QC4 bond (i.e. Eb - Z photoisome-
risation). Most of the remaining trajectories were reflected back
in the positive t2345 direction, meaning that the other pathway
can be described as failed Eb - Z photoisomerisation.

3.2.2 Pattern recognition analysis and calculation of quan-
tum yields. At this stage, the question remains open of whether
a third relaxation pathway can be identified in addition to the
two pathways which correspond to succesful and failed Eb - Z
photoisomerisation. In order to answer that question, we resort
again to the KMC algorithm. Fig. 6(g) shows values of the WCSS
obtained when snapshots from the simulated trajectories are
partitioned into different numbers (k) of clusters. From t = 0 fs
until around t = 300 fs, the curves for k = 1 to 5 are spaced

Fig. 6 Time-evolution of electronic structure and molecular geometry during the relaxation dynamics of the Eb rotamer of furylfulgide Me-1.
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closely to each other, such that each incremental increase in k
brings about only a slight reduction in the WCSS. This observa-
tion confirms our earlier inference that the simulated trajec-
tories remained narrowly distributed from the time of the
initial photoexcitation until around t = 300 fs. During this
period of time, the ensemble of simulated trajectories is best
interpreted as forming a single cluster.

At around t = 300 fs, the WCSS value for k = 1 begins to
increase rapidly, while the WCSS values for k = 2 and for higher
values of k remain stable, undergoing only minor fluctuations.
The sharp rise of the k = 1 curve, together with the fact that the
curves for k = 2 to 5 remain closely spaced, shows that the
ensemble of simulated trajectories separated into exactly two
relaxation pathways; there is no evidence for an additional
third pathway.

The clusters identified by the KMC algorithm at different
time points during the simulated dynamics (t = 0 fs, 250 fs, and
500 fs) are shown in Fig. 7. As stated above, from t = 0 fs until
around t = 300 fs, the ensemble of simulated trajectories
followed a single relaxation path. Indeed, it can be seen that
at the t = 0 fs and t = 250 fs (Fig. 7(a) and (b), respectively), the
molecular geometries were narrowly distributed in the configu-
ration space of the system.

By the end of the simulations at t = 500 fs, the ensemble of
trajectories had branched out into two distinct relaxation pathways.
Of the two clusters identified by the KMC algorithm at that point in
time, the first consists of 28 snapshots, and corresponds to the
photoproduct Z isomer. In most of these molecular geometries, the
furyl group is oriented at roughly a right angle to the anhydride
moiety, meaning that the photoproduct cannot be identified as

either the Za or Zb isomer; it is best desribed as a vibrationally hot Z
isomer whose molecular geometry is deformed away from the
ground-state equilibrium geometry. The second cluster consists
of the remaining 22 snapshots, all of which adopt a Eb-type
geometry. In many cases, the molecule displays a substantial
deformation of the anhydride ring, and sometimes also a partial
rotation of the furyl group around the C2–C3 bond.

The calculated QYs for the relaxation processes of the Eb

isomer are presented as the second entry in Fig. 8. The QY of
Eb - Z photoisomerisation is predicted to be 0.56 � 0.14. The
remaining fraction of photoexcited molecules (0.44 � 0.14)
deactivate to the ground state without undergoing photo-
isomerisation; we denote this outcome as Eb - E.

3.3 Overview of relaxation mechanism

3.3.1 Quantum yields. In the preceding two sections, we
have discussed the simulated photorelaxation dynamics of the
Ea and, separately, the Eb isomers of furylfulgide Me-1. Most of
the available spectroscopic data on the photophysics of Me-1
pertains to the solution phase, where the Ea and Eb isomers
exist in thermal equilibrium with one another. In order to
enable a comparison with experiment, in the present section we
bring together the simulation results obtained for the two
isomers into a composite model of a sample containing an
equilibrium mixture of both these isomers.

The calculated photoproduct distribution of an equilibrium
mixture of the Ea and Eb isomers is presented visually as
the third entry in Fig. 8. The calculated overall QYs (FOA(P))
are 0.21 � 0.08 for photocyclisation (E - C), 0.19 � 0.08
for E - Z photoisomerisation, and 0.60 � 0.09 for no reaction

Fig. 7 Clustering of snapshots at different time points during the NAMD simulations of the photorelaxation process of the Eb isomer. We assume k = 1
cluster at t = 0 fs and at t = 250 fs, and k = 2 clusters at t = 500 fs. The clusters were visualised by overlaying all molecular geometries comprising the
given cluster.
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(E - E). Rewardingly, the calculated photoproduct distribution
coincides quite closely with the photoproduct distribution
determined experimentally by Yokoyama and coworkers62 (the
fourth entry in Fig. 8). In fact, the experimentally-determined
QYs lie within the confidence intervals of the overall QYs
estimated on the basis of the NAMD simulations. However,
we place no special significance on this particular result. This is
because the confidence intervals only account for statistical
uncertainty and for the systematic uncertainty in the popula-
tion ratio of the Ea and Eb isomers. They do not account for
other potentially significant sources of error, such as the
neglect of solvent, and the approximations inherent in the
FSSH method.

With the above caveat in mind, the good agreement with
experiment means that our model of the photochemistry of
furylfulgide Me-1 has passed a crucial test, as any major
inconsistency between the simulation-based prediction of the
photoproduct distribution and experimental data would indi-
cate that the simulation model was inaccurate. According to
our results, the closed-ring isomer (C) originates exclusively
from the photocyclisation reaction of the Ea isomer. As for the Z
isomers, these are formed in comparable proportions from the
photoexcited Ea and Eb isomers.

3.3.2 Kinetic model of photorelaxation. Another point of
comparison between the results of the NAMD simulations and
experimental data is the kinetics of the relaxation process. In our
simulations, the photocyclisation of the Ea isomer is complete
within roughly 250 fs of the initial photoexcitation. The Ea - Z
and Eb - Z photoisomerisation reactions occur more slowly,
and their timescales are comparable to the duration of the
simulations (500 fs). In order to facilitate comparison with the
kinetic models proposed in earlier studies, this information, and
the sequence of photoinduced reactions, is presented visually in
Scheme 3. Note that our simulations provide no information on
the rate of vibrational cooling of the initially formed vibrationally
hot photoproducts.

A connection can be drawn to the findings of the joint
spectroscopic and theoretical study by Siewertsen and

coworkers.18 As mentioned in the Introduction section, these
authors considered two possible mechanisms for the photo-
chemistry of the E isomers of furylfulgide Me-1 in n-hexane
solution. In the first mechanism (see Scheme 2a), the Ea isomer
undergoes photocyclisation, and it is also responsible for the
majority of the Z photoproducts. The second mechanism
(Scheme 2b) instead envisions that it is mainly the minority
Eb isomer that gives rise to the Z photoproducts. The TA
spectroscopic data was noted to be compatible with both these
mechanisms. According to our simulations, the situation is
somewhere in between these two limiting scenarios: both the Ea

and Eb isomers contribute to the formation of the Z photo-
products in similar amounts.

Siewertsen et al. further reported that the photorelaxation
dynamics of the mixture of Ea and Eb isomers is characterised
by two time constants of 100 fs and 250 fs, of which the first
attributed to cyclisation, and the second to E - Z
isomerisations.18 Our NAMD simulations support the interpre-
tation that cyclisation occurs on a slightly shorter time scale
than E - Z isomerisations, but they do not reproduce the
experimentally-observed time constants. More specifically, in
the simulations, the onset of cyclisation occurs roughly at t =
100 fs, but most of those trajectories which undergo cyclisation
do so at later times, at around t = 200 fs (see Fig. 4 in Section
3.1). Also, the E - Z photoisomerisations take roughly 500 fs to
complete.

There is no grounds to believe that the NAMD simulations
are artificially overestimating the amount of time required for
the molecule to undergo either ring closing or E - Z photo-
isomerisation. As discussed in Section S1 of the ESI,† the SF-
TDDFT method provides an accurate picture of the ground- and
excited-state PESs along the reaction coordinate for both these
processes. If anything, the neglect of solvent effects means that
the simulations are likely to be underestimating the timescale
of E - Z photoisomerisation.

In our assessment, the 100 fs time constant is too short to be
assigned to a photocyclisation reaction, especially in a large
molecule such as Me-1, where the ring closing involves the
motion, relative to one another, of two fairly heavy chemical
moieties. For this reason, and also due to the lack of agreement
with the NAMD simulations, we hypothesise that the 100 fs
time constant does not actually correspond to cyclisation, but
can be instead attributed to an earlier event during the relaxa-
tion dynamics, presumably the initial motion of the nuclear
wavepacket away from the Franck-Condon region. If this
assignment is correct, it would follow that it is the longer time

Fig. 8 Photoproduct distributions (QYs) estimated on the basis of the
NAMD simulations. For reference, the rightmost entry shows the
experimentally-determined product distribution of Me-1 in toluene
solution as reported in ref. 62.

Scheme 3 Kinetic model of the relaxation dynamics of furylfulgide Me-1
based on the present simulations.
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constant of 250 fs that corresponds to cyclisation. Leaving aside
the question of the assignment of the rate constants, our
simulations support the view that both photocyclisation and
E - Z photoisomerisation take place within a few hundred
femtoseconds of the initial photoexcitation.

On the other hand, the results of our simulations are
incompatible with the kinetic model proposed by Handschuh
and coworkers17 (see Scheme 1). The most serious discrepancy
between that model and ours is the timescale of photocyclisa-
tion, which is several picoseconds in the model put forward by
Handschuh et al.,17 but only a few hundred femtoseconds in
our simulations. We believe that the disparity in timescale is
too large to be attributed to the fact that the spectroscopic
measurements by Handschuh et al.17 were performed in the
solution phase, whereas our simulations do not include solvent
effects. This is especially because the timescale of photocyclisa-
tion in our simulations is on the same order of magnitude as
reported in the study by Siewertsen et al.,18 where the spectro-
scopic measurements were also performed in the solution
phase. In the model of Handschuh et al.,17 the only process
that occurs on a subpicosecond timescale is the nonradiative
deactivation of the photoexcited E isomers without them under-
going a photochemical reaction (denoted E* - E in Scheme 1),
whose time constant was reported to be t1 = 0.3 ps.17 This time
constant coincides closely with the timescale of photocyclisa-
tion in our simulations. We therefore conjecture that the
kinetic model of Handschuh et al.17 conflates unproductive
deactivation with photocyclisation and with E - Z photoisome-
risation, and that the time constant t1 actually corresponds to
the occurrence of all three processes. Furthermore, we believe
that the longer time constants describe the vibrational cooling
of the photoproducts and the unreacted E isomers.

4 Conclusions

In this study, the photorelaxation process of the Ea and Eb

isomers of furylfulgide Me-1 was modeled with the use of
NAMD simulations. The KMC algorithm was employed to
analyze the time evolution of molecular geometry during the
simulated dynamics, and to automatically identify the relaxa-
tion pathways and the photoproducts. The simulation results
explain the role of each isomer in the overall photochemical
reactivity of Me-1. Upon the photoexcitation of a sample
comprising both isomers at equilibrium, the majority isomer,
Ea, undergoes moderately efficient photocyclisation, with E - Z
photoisomerisation occurring as a minor side reaction. Mean-
while, the minority Eb isomer does not undergo photocyclisa-
tion, but it does exhibit efficient E - Z photoisomerisation.
Rewardingly, the photoproduct distribution estimated on the
basis of the simulations agrees well with that determined
experimentally in a previous study.62

Given the success of the SF-TDDFT method at describing the
relevant ground- and excited-state PESs of furylfulgides, a
logical next step is to use that method to study the effect of
structural modifications, such as the replacement of the furyl

moiety with a benzofuryl moiety, or the introduction of bulky
alkyl groups at positions C3 and/or C6. However, in its present
form the simulation approach used in the present study is too
demanding, in terms of computing time, to lend itself to the
study of molecules larger than the archetypal compound Me-1.
Accordingly, we are working on implementing a number of
approximations which will reduce the overall cost of the NAMD
simulations. One such approximation is to construct the PESs
of the molecule with the use of a hybrid (or, multilayer)
method.63–66 In this approach, we would take advantage of
the fact that the bulky alkyl substituents are not directly
involved in low-lying excited electronic states, which are loca-
lised in the conjugated p-bonding system that extends over the
furyl and the anhydride moieties. Hence, the alkyl groups can
be treated at a lower level of approximation than the moieties
which form part of the p-bonding system. We expect that the
resulting improvement in efficiency will bring within reach the
simulation of larger structurally modified furylfulgides.

On the methodological side, our study showcases the use-
fulness of pattern recognition algorithms (in this instance, the
KMC algorithm) the analysis of the results of NAMD simula-
tions. Indeed, it would have been impracticable to identify the
relaxation pathways and to quantify the photoproduct distribu-
tion manually, without recourse to some form of automatic
clustering analysis.
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24 J. B. Schönborn and B. Hartke, Phys. Chem. Chem. Phys.,
2014, 16, 2483–2490.

25 W. Weber and W. Thiel, Theor. Chem. Acc., 2000, 103,
495–506.

26 N. Otte, M. Scholten and W. Thiel, J. Phys. Chem. A, 2007,
111, 5751–5755.

27 M. R. Silva-Junior and W. Thiel, J. Chem. Theory Comput.,
2010, 6, 1546–1564.

28 A. Koslowski, M. E. Beck and W. Thiel, J. Comput. Chem.,
2003, 24, 714–726.

29 Y. Shao, M. Head-Gordon and A. I. Krylov, J. Chem. Phys.,
2003, 118, 4807–4818.

30 J. M. Herbert and A. Mandal, ChemRxiv, 2022, DOI:
10.26434/chemrxiv-2022-gj75d.

31 T. Shiozaki, W. Györffy, P. Celani and H.-J. Werner, J. Chem.
Phys., 2011, 135, 081106.

32 E. W. Forgy, Biometrics, 1965, 21, 768–769.
33 S. Lloyd, IEEE Trans. Inform. Theory, 1982, 28, 129–137.
34 J. C. Tully and R. K. Preston, J. Chem. Phys., 1971, 55,

562–572.
35 J. C. Tully, J. Chem. Phys., 1990, 93, 1061–1071.
36 S. Hammes-Schiffer and J. C. Tully, J. Chem. Phys., 1994, 101,

4657–4667.
37 A. Bil and M. A. Kochman, J. Chem. Theory Comput., 2020,

16, 3273–3286.
38 A. I. Krylov and P. M. W. Gill, Wiley Interdiscip. Rev.: Comput.

Mol. Sci., 2013, 3, 317–326.
39 Y. Shao, Z. Gan, E. Epifanovsky, A. T. Gilbert, M. Wormit,

J. Kussmann, A. W. Lange, A. Behn, J. Deng, X. Feng,
D. Ghosh, M. Goldey, P. R. Horn, L. D. Jacobson,
I. Kaliman, R. Z. Khaliullin, T. Kuś, A. Landau, J. Liu,
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