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Interaction between two polyelectrolytes
in monovalent aqueous salt solutions†

Xiang Yang, *a Alberto Scacchi, abc Hossein Vahid, abc

Maria Sammalkorpi bcd and Tapio Ala-Nissila aef

We use the recently developed soft-potential-enhanced Poisson–Boltzmann (SPB) theory to study the

interaction between two parallel polyelectrolytes (PEs) in monovalent ionic solutions in the weak-

coupling regime. The SPB theory is fitted to ion distributions from coarse-grained molecular dynamics

(MD) simulations and benchmarked against all-atom MD modelling for poly(diallyldimethylammonium)

(PDADMA). We show that the SPB theory is able to accurately capture the interactions between two PEs

at distances beyond the PE radius. For PDADMA positional correlations between the charged groups

lead to locally asymmetric PE charge and ion distributions. This gives rise to small deviations from the

SPB prediction that appear as short-range oscillations in the potential of mean force. Our results

suggest that the SPB theory can be an efficient way to model interactions in chemically specific

complex PE systems.

1 Introduction

Polyelectrolytes (PEs) are polymers containing electrolyte groups,
which dissociate in aqueous solutions into solvated counterions
and charged polymers. PEs exhibit physical properties very differ-
ent from those of the uncharged polymers, in particular in terms
of their aqueous solubility and tunability with salt.1,2 Conse-
quently, PE solutions and PE assemblies strongly react to changes
in solvent environment, temperature, pH, and salt conditions.3–5

When their molecular persistence length is long enough, PEs can
be considered, to some extent, as charged rods. Examples of such
PEs include, e.g., functionalized cellulose fibrils, tobacco mosaic
virus, DNA, and actin. The interactions between rod-like PEs
are widely addressed in chemistry and biology, leading to both
rich functional and assembly behavior, such as in complex
assembly of DNA and RNA,6,7 cellulose nanocrystal based

advanced self-assembly,8,9 and complexation based synthetic
PE materials.3,10 The extensive applications of PEs in the field
of nanostructured materials span from responsive materials,3

surface modification11 to layer-by-layer assembly.12,13

The fundamentals to understanding self-assembly, as well
as structural and dynamical properties of dense PE systems,
to a first approximation, come from the PE-PE pairwise inter-
actions. These interactions in ionic solutions are however
complex due to effects rising from both charge correlations
and solution conditions. Replacing atomistically detailed
models with lower resolution, coarse-grained (CG) counterparts
have paved the way to efficiently study and simulate large-scale
processes at time scales inaccessible to all-atom models.14,15

To this end, it is beneficial to consider simplified geometries,
such as assuming rod-like, rigid PEs, axially symmetric charge
distributions, and simplified descriptions of ions in the
solution around the charged species.

The mean-field Poisson–Boltzmann (PB) theory has proven
to be efficient in describing the condensation of monovalent
ions around single low-charge rods.16–21 This theory is able to
predict various properties of PE solutions including electro-
phoretic migration, surface adsorption and osmotic pressure,
for a wide range of concentrations.22–24 However, PB theory
fails when charge correlations become strong, such as for high
ion valency, high surface-charge density, and low temperatures.
There exists an extensive literature on the effects of charge
correlations on ion condensation for PEs beyond the mean-field
PB theory.25–28 Perhaps the most striking effect of such correla-
tions is the reversal of the effective PE charge for multivalent
counterions, which also reverses the field-driven PE mobility.26,29
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Additionally, the PB theory treats mobile ions as point charges.
Successful models incorporating ion size effect exist, such as
those in ref. 30 and 31.

Another shortcoming of these simplified models is that PEs,
such as DNA or charged polypeptides, are atomistically struc-
tured, exhibiting a local spatially inhomogeneous charge
distribution. The details of the local structure are however
important and affect both the persistence length,32,33 the charge
distribution around the PE, and the PE interactions.34,35

Ion condensation and salt solution response of PEs are also
salt species and PE dependent.34,35 Such dependencies can, to
some degree, be captured by an empirical modifications of the
PB theory.21,36

In systems consisting of two rod-like PEs, PB theory has also
been often applied, in particular in the case of monovalent salt
solutions. The interaction between two charged cylinders has
been calculated in many theoretical works with different
boundary conditions and approximations.37–40 The linear ver-
sion of PB theory with the Debye–Hückel approximation (LPB)
provides an explicit analytical solution of the interaction
between two parallel cylinders.41–43 However, LPB theory fails
in dealing with highly charged molecules or small cylinder radii
(as comparable to the Debye length), such as, e.g., in the case of
DNA.37 Charge correlations in the strong-coupling regime lead
to like-charge attraction.44–51 For dense PE systems, the attrac-
tion induces, e.g., bundle formation of F-actin and toroidal
aggregates of concentrated DNA.12,52

Recently, we have developed a soft-potential-enhanced PB
(SPB) theory to efficiently and accurately compute ion density
distributions in the weak-coupling regime.53 The soft potential
in the SPB theory contains only one (physical) parameter, which
can be fixed to give a good description for monovalent ion
densities and electrostatic potentials around single rodlike PE
for a wide range of salt and ion sizes. The SPB approach was
shown to work well for monovalent salt concentrations up to
1 M and ion sizes ranging from those corresponding to small,
hard monovalent ions, such as Na+ and Cl�, to almost an order
of magnitude larger ions with diameter comparable to the PE
diameter.53 These results constitute a significant improvement
over the standard PB approach, and thus we expect that the SPB
approach could be used for modeling systems with multiple
PEs present.

To this end, encouraged by the success of the SPB theory, in
the present work we apply it to compute the ion distributions
and corresponding PE–PE interactions via the potential-of-
mean-force calculation for two rodlike PEs in the weak-coupling
regime. We compare the SPB modelling outcome against a chemi-
cally specific PE. To this end, we choose a relatively high-
charge-per-length cationic and very common polyelectrolyte
poly(diallyldimethylammonium) (PDADMA) as the PE focus of
the study. PDADMA is chosen because of its technological relevance
in, e.g., water purification, flocculation, and paper industry.54

Furthermore, the strong amide charges can be expected to cause
localization, i.e. deviations from the mean field predictions.

The SPB theory is first benchmarked against molecular
dynamics (MD) simulations of a CG model of PDADMA PE in

salt solution, which allows the SPB fitting parameter to be
optimized and fixed. We obtain good agreement between the
mean-field and coarse-grained models in capturing the inter-
actions between two PEs. To further elaborate the influence of
the atomic structure of the PE, we show by atomistic-detail MD
simulations of PDADMA how positional dependencies between
the charged groups induce correlation in the ion distribution.
For the simulation setup in which the atomistic-detail PE is
stretched straight, these emerge as asymmetric, helical con-
figurations. Such positional correlations in the ion distribution
lead to small deviations from the SPB and CG model predic-
tions in interaction strength and show as short-range devia-
tion from the PB smooth prediction in the potential of the
mean force.

In the case of DNA, which also exhibits a helical molecular
structure, DNA–DNA interactions can be split into two types of
contributions.55 The first one comprises non-specific interac-
tions such as electrostatics and the hydration force which allow
the treatment of DNA as featureless rod, while the second
contribution depends on the helical structure and its sequence.
In solution, DNA is surrounded by a variety of charged mole-
cules, ranging from small metal ions to polyions. Flexible linear
multivalent ions, such as spermidine (3+) and spermine (4+), are
widely used as DNA-condensing agents.52 It has been shown
that the aggregation of DNA decreases with the addition of
monovalent salt.56 In the presence of larger cationic polymers,
hexagonal packing of DNA is observed for DNA complexed with
polycations.57 The double helices come close to each other in
the condensed phase, leading to the restructuring of water
molecules, giving rise to so-called hydration forces.55,58 The
general features of the DNA phase transition are mainly deter-
mined by non-specific properties; in addition to electrostatic
interactions and hydration force, also DNA length, concen-
tration and temperature play an important role.59 In contrast,
the specific DNA sequence determines local interactions and
recognition between the double helices in the condensed DNA
phase.60 Details of the helical structure are thus the key in
analysing the transition from hexagonal arrays to cholesteric
packing.61

The manuscript is organized as follows: Section 2 intro-
duces the different methodologies used in this work. Specifi-
cally, in Section 2.1 we describe our all-atom MD simulations,
in Section 2.2 the CG-MD simulations, and in Section 2.3 the
SPB theory. In Section 3.1 we present the results regarding the
SPB model parametrized against CG-MD simulations and
compare the different models against the all-atom MD simu-
lations. We discuss the ion density distributions predicted by
the different approaches, underpinning the effect of the
atomistic structure of the PE. Furthermore, in Section 3.2
we show good agreement between PE–PE interactions, as
captured by the potential of mean force between two parallel
PEs corresponding to PDADMA in monovalent salt solution
obtained from the different description levels. Finally, in
Section 4 we summarize our findings and provide prospects
for the application of SPB to model chemically specific complex
PE systems.
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2 Methods
2.1 Atomistic molecular dynamics simulations

The system setup is shown in Fig. 1(a and b) where the
atomistic-detail MD simulations include either one or two
linear PE chains set to span the cuboid simulation box along
the z axis as periodic chains (terminal group connected over the
periodic boundary condition). The initial configuration pre-
paration protocol follows ref. 21 and leads to infinite, straight
PE chains (covalently bonded over the periodic boundary).
The stretched PE configuration is used as a simplification,
enabling direct comparison with PB theory for cylindrical
objects. In comparison, a free-ended PDADMA chain fluctuates
in backbone conformations, which influences both ion distri-
bution and complexation with oppositely charged PEs, see
e.g. ref. 62–65.

PDADMA is chosen due to the relatively high charge per unit
length and the charged nitrogen residing away from the back-
bone axis which induces some spatial asymmetry. The PE is
fully charged (all monomers have dissociated electrolyte
groups) and Cl� ions are considered as the counterions to
neutralize the polyelectrolyte charge. For excess salt, NaCl as
dissociated ions is introduced. PDADMA is a relatively sym-
metric molecule in its charge distribution. However, when set
as an axially straight, periodic chain, the charged nitrogens (N+)
adopt a helical configuration around the PE main axis as their
equilibrium configuration. This results from the charge groups
repelling each other and steric effects. Additionally, methyl
groups shield the nitrogens. PDADMA structure is shown in
Fig. 1(e).

The atomistic simulations were performed using the GRO-
MACS 2019.6 package.66,67 OPLS-aa force field68 was used to
describe the PE, whereas the explicit TIP4P model69 was
employed for water molecules. For the Na+ and Cl� ions in
the simulations the parameters originate from ref. 70 and 71,
respectively.

The GROMACS solvate tool is used to solvate the PE chains.
Excess salt (NaCl) in the concentration range 0.13–1 M is
introduced by replacing random water molecules by the ions.
Finally, the equilibrated simulation box has dimensions
Lx = Ly = 7.9 nm and Lz = 5.66 nm. The equilibrated straight
PE chain length dictates Lz. For PDADMA, 10 monomers long
chain is used based on our earlier work21 mapping this to be a
sufficient length for the ion distribution to converge.

van der Waals interactions are modelled using the Lennard-
Jones potential. The particle–mesh Ewald method72 was
applied for the long-range electrostatic interactions with a
0.16 nm grid spacing and fourth-order spline. Both the van
der Waals and real-space electrostatics employ a 1.0 nm direct
cutoff (no shift). All the bonds in the PE and water molecules
were controlled by LINCS73 and SETTLE74 algorithms, respec-
tively. The stochastic V-rescale thermostat75 with a coupling
constant of 0.1 ps and reference temperature T = 300 K is used
for temperature control. On the other hand, pressure control is
semi-isotropic with Parrinello–Rahman barostat76,77 alongside
a coupling constant of 1 ps and reference pressure 1 bar.
Following ref. 21, the system is set to be incompressible along
the z axis. A 2 fs integration time step within the leap-frog
scheme was applied in the NpT simulations.

The initial configuration was first energy minimized via
steepest descent algorithm until the largest force in the system
was smaller than 1000 kJ mol�1 nm�1. Next, a 2 ns semi-
isotropic NpT simulation in which the positions of the heavy
(i.e. non-hydrogen) PE atoms were kept fixed was performed to
adjust the x and the y dimensions of the system as well as
the distribution of water and ions around the PE. Finally, the
PE positional constraints were released and a 100 ns semi-
isotropic NpT simulation of a single PE was performed, of
which the first 2 ns were disregarded from the analysis.

In order to examine the interaction between two PEs, a
second PE was also placed parallel to the z axis into an identical
in size simulation box. The initial center-to-center distance of

Fig. 1 (a and b) Initial simulation snapshots of the all-atom MD simula-
tions with (a) one and (b) two PDADMA chains in a 7.9 � 7.9 � 5.66 nm3

simulation box. For clarity, the explicit water in the simulations is omitted in
these visualizations. (c and d) Initial simulation snapshots of the CG MD
simulations of (c) one and (d) two CG models of PDADMA-like PEs in a
20 � 20 � 20 nm3 simulations box. sB is the effective bead diameter of
PDADMA in the CG model, which has implicit solvent. In (a–d), the added
salt concentration is 0.26 M, and the Na+ and Cl� ions are green and
yellow, respectively. (e) A close-up view of the atomistic-detail structure of
the straight PDADMA chain and the chemical structure of a monomer of
PDADMA. In the atomistic structure, the N+, C and H atoms (here spheres)
are colored in red, blue, and gray, respectively. A z axial straight line
visualizes the PE axis. (f–g) Two-dimensional schematics of one and two
cylinders in the PB theory with the relevant model variables (see text
for details).
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the z-axial PEs was set to be d = 3.5 nm (cf. Fig. 1(b)). Solvation
and initialization of the system followed the same procedure
reported for the single-PE case.

An estimate of the potential of mean force (PMF) for the two
PE interaction was obtained by umbrella sampling. To generate
the umbrella sampling configurations, the two PEs were pulled
together at a fixed rate of 10 nm ns�1 using a stiff spring
(k = 3200kBT nm�2). We sampled 21 configurations uniformly
distributed at distances d between 3.5–0.5 nm. For each
umbrella sampling window, a 20 ns simulation with a harmo-
nic tether potential with a spring constant of k = 320kBT nm�2,
but otherwise following the semi-isotropic NpT setup described
above, were performed. The PMF was extracted using the
Weighted Histogram Analysis Method of GROMACS.78 The
VMD package79 was used for molecular visualizations.

2.2 Coarse-grained molecular dynamics simulations

Following ref. 53, the PE is modeled by a linear series of CG
spherical beads. The CG PE is confined along the z axis of a
simulation box of size 20 � 20 � 20 nm3 with implicit solvent
and periodic boundary conditions in all directions. The initial
configuration is shown in Fig. 1(c). Each bead carries a charge
of ze where e is the elementary charge. This is equivalent to a
line charge density l = ze/b where b is the bead separation
distance. In total, 74 consecutive beads, each with charge ze =
0.473e, are set at a distance b = 0.27 nm from one another.
This leads to a line charge density l = ze/b = 1.75 e nm�1,
matching with the atomistic-detail PDADMA. The ions were set
initially at random positions in the simulation box but avoiding
overlapping using the Packmol package.80

The pair interactions between all the particles in the system
are modelled via a standard Weeks–Chandlers–Andersen81

potential of the form

VijðrÞ ¼ 4eij
sij

r

� �12

� sij

r

� �6
" #

þ eij ; ro rijc : (1)

The labels i, j denote either the CG ionic species (Na+, Cl� CG
equivalents) or the polymer beads (B), and r is the distance
between the pair ij; si and ei denote the diameter and the depth
of the potential well for species i. We use the Lorentz–Berthelot

(LB) mixing rule sij = (si + s j)/2 and eij ¼
ffiffiffiffiffiffiffi
eiej
p

. rij
c = 21/6sij are the

cutoff radii of pair interactions. We set eB = 0.1 kcal mol�1,
similar to the value of the ionic counterparts eNa =
0.13 kcal mol�1 and eCl = 0.124 kcal mol�1.82–84 The diameter
of the polymer beads sB = 0.54 nm is determined by minimising
the root-mean-squared error (RMSE) between rCl and rCl

CG (ESI-1,
ESI†). The diameters of the CG ions sNa = 0.234 nm and sCl =
0.378 nm are taken from ref. 82 and 84. The PE charge of 35e is
neutralized by 35 monovalent counter-anions. In analogy to
atomistic-detail simulations, we examine the system response
to added monovalent salt concentrations of 0.13 M, 0.26 M,
0.52 M, and 1 M.

The electrostatic interactions were modeled via Coulombic
potentials fij

C. The pairwise interaction between two ionic

species i and j with charges zie and z je is given by

befij
CðrÞ ¼ zizj

lB

r
; (2)

where b = 1/kBT and the Bjerrum length lB = be2/(4pe) is the
distance at which two unit charges have interaction energy on
the order of kBT.18,85 In water the experimental value of the
permittivity around room temperature is about e/e0 E 78,86

where e0 is the vacuum permittivity. Thus, for the implicit
solvent which is modeled by a continuum dielectric medium,
we set e/e0 = 78.

It is interesting to note that for the all-atom models there
exist innate variations of the dielectric constant between expli-
cit water models such as TIP4P used here. The difference of
dielectric constant is due to the choice of the central position of
the negative charge in rigid point-charge models,87 but also
affected by bond flexibility.88 TIP4P is an extremely versatile
water models of this type,89,90 i.e. despite some deviation in the
value of the dielectric constant as compared to experiments, the
overall molecular interactions and the solvation characteristics
can be expected to be appropriately reproduced. However, e.g.
self-diffusion is influenced.91 We note that any variations in the
magnitude of e between different models will affect the Bjerrum
length and rescale the strength of the Coulombic interactions.
In the present work such a difference might slightly influence
the value of the optimal parameters found for the CG-MD
model from the all-atom MD simulations, but this does not
affect our results of conclusions.

All CG-MD simulations employ the LAMMPS Jan2020
package.92,93 The long-range electrostatic interactions were
calculated using the particle–particle particle–mesh method
(PPPM).94 Coulombic pairwise interactions were calculated in
real space up to a cut-off of ri

c = 13si, where i is any charged
species, beyond which the contributions were obtained in
reciprocal space. All simulations were performed in the NVT
ensemble with a PPPM accuracy of 10�5. The reference tem-
perature was set to 300 K, controlled by the Nose–Hoover
thermostat.95,96

Once the initial configuration was prepared, we performed
an energy minimization of the system. After this, a 0.2 ns NVT
simulation in which the equations of motion were integrated
with the velocity Verlet algorithm and 1 fs time step was carried
out as initial equilibration of the system. Finally, a 20 ns NVT
simulation was run for data analysis, out of which the first 1 ns
is disregarded. Here, a 2 fs time step was used.97

In the two-PE case, both PEs are also parallel to the z axis.
The first PE is set at the center of the box with (x, y) = (0, 0),
while the second PE is set at (x, y) = (d, 0), as shown in Fig. 1(d).
With the exception of 70 CG Cl ions for neutralization, all
initial settings for the two-PEs case are the same as in the
single-PE case.

The equilibration and production run are performed analo-
gous to the single-PE case. For determining the PMF between
the two CG PEs, 15 two-PE configurations with PE–PE axial
separation distance d between 1 nm and 5 nm at equal intervals
were generated. The PEs were kept fixed in position and for
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each fixed separation distance an MD run of 20 ns was
performed. The PMF vs. distance d was calculated by inte-
grating the mean force fCG over the separation distance asÐ1
d fCGðx0Þdx0.

2.3 Soft-Potential-Enhanced Poisson–Boltzmann theory

Because of its success in describing monovalent ionic environ-
ments, the Poisson–Boltzmann (PB) equation is often used to
describe the ion distribution and electrostatic potential in
electrolyte solutions. The PE is modelled as an impenetrable
and rigid cylinder with surface charge density l/2pa, where a is
the cylinder radius. We consider here the case of positively
charged PEs which have to be neutralized by adding negative
counterions with number density rci. After this, salt is added to
the system. Thus, the number density of cations (rNa

0 ) equals
that of the added salt r0. The number density of anions (rCl

0 )
then equals r0 + rci. The full Poisson–Boltzmann (PB) equation
for the electrostatic potential fPB(r) surrounding such a cylin-
der can be written as

r2fPBðrÞ ¼ �
e

e

X
i

ziri0 expð�bezifPBðrÞÞ; (3)

where i = Na, Cl, zi is the ion valency and ri
0 the number density

of the ith ion species. The ion number densities from the PB
theory can be obtained from

ri
PB(r) = ri

0 exp(�bezifPB(r)). (4)

In some cases we will also use data obtained from the linear-
ized version of the Poisson–Boltzmann (LPB) equation, for
which a simple closed-form analytic solution exists for two
cylindrical polymers as explained in ESI-2 (ESI†).

In a recent work,53 the prediction of ion number concen-
tration from PB theory was enhanced with a cylindrical soft-
potential correction (SPB) of the form

ri
SPB(r) = ri

0 exp(�bziefPB(r) � bṼ i(r)), (5)

which replaces the impenetrable cylinder in the standard PB
theory with a soft cylinder potential Ṽi(r). The effective potential
Ṽi(r) felt by the ions i is defined as a cylindrically symmetric
Weeks–Chandlers–Andersen potential, i.e.

~ViðrÞ ¼
4~eBi

~sBi

ri

� �12
� ~sBi

ri

� �6" #
þ ~eBi; ri o ~rBic ;

0; otherwise;

8>><
>>: (6)

where the cutoff radius is defined by r̃Bi
c = 21/6~sBi. Similar to

ref. 53, we use ~sBi = sBi, ~eBNa = 0.107 kcal mol�1 and ~eBCl =
0.11 kcal mol�1, respectively.

To obtain accurate results from the SPB theory, the corres-
ponding cylinder radius aSPB has to be adjusted in eqn (5) for
the electrostatic potential fPB(r). This effective radius may
change with system conditions, such as, e.g., ion concentration.
The optimization is done by comparing Cl� ion number
densities from the CG models with number density of the
SPB theory prediction (eqn (5)). From different values of a,

eqn (3) allows us to calculate fPB(r), followed by eqn (5) to
calculate rCl

SPB. We identify the optimal radii a�SPB giving rise to
the optimal potentials f�SPBðrÞ in eqn (5) based on minimizing
the RMSE between rCl

CG and rCl
SPB. Additional information

regarding soft-potential enhanced linear PB (SLPB) theory is
provided in ESI-2 (ESI†). The SPB optimized radii (as well as
those from SLPB) at different salt concentrations are summar-
ized in Table S1 of the ESI.† It is interesting to note that for
different salt concentrations, the radius of the SPB theory only
changes marginally (E�13%). We thus use the average value of
a�SPB ¼ 0:44 nm throughout.

3 Results and discussion
3.1 Single-PE case

We first assess the accuracy of the CG-MD simulations and the
SPB and SLPB theories with respect to ion condensation
around a single PE. We start by setting up all-atom simula-
tions of a single PDADMA at added monovalent salt concen-
trations r0 = 0.13 M, 0.26 M, 0.52 M and 1.0 M, respectively.
To calculate the radially symmetric (perpendicular to the
z axis) ion number density profiles ri(r), the x and y coordi-
nates of the center of mass (CM) of the PE have been taken as
the reference point. The density profiles rNa(r) and rCl(r) at
different salt concentrations are shown in Fig. 2. rCl obtained
from all-atom MD simulations exhibit two peaks at r E
0.45 nm and r E 0.7 nm, respectively. We note that the second
peak increases as a function of salt concentration. These
peaks are a result of the atomic level structure of PDADMA.
Notably, the charged N+ that are usually found at roughly
0.25 nm from the center of the PE are responsible for the
enhanced localization of the Cl ions. Details of the atomic
configurations are presented in ESI-3 (ESI†). To assess sam-
pling equilibration, the orientational self-correlation function
is calculated in ESI-4 (ESI†).

In the CG model and in SPB theory, we modelled PDADMA
as a cylinder with effective radius sBi and a�SPB, respectively.
These are the only parameters to be optimized, and are
obtained by minimizing the RMSE between the different
models. Specifically, sBCl = 0.46 nm is obtained from averaging
the minimised RMSE between all-atom MD and CG-MD simu-
lations at different added salt concentrations (see the CG-MD
simulations part of Methods). On the other hand, the value of
a�SPB ¼ 0:44 nm is obtained by averaging the minimised RMSE
between CG-MD simulations and SPB predictions at different
added salt concentrations, as reported in the ESI-1 (ESI†). Note
that the latter value is also used for SLPB. The comparison
between SPB and SLPB theories is shown in ESI-5 (ESI†). In
Fig. 2 we report the ion number density profiles from all the
different models addressed here. We can see a satisfactory
agreement between the different curves, with the exception of
the small-scale oscillatory structure in the all-atom MD simula-
tion results, mainly due to local asymmetry of PDADMA which
cannot be captured by any of the CG techniques under the
current assumptions.
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3.2 Two-PE case

In the present case where the system has monovalent ions and
is in the weak-coupling regime, there is no charge inversion
and the two PDADMA molecules will always repel each other.
We quantified the interaction between two PEs via numerical
computations of the PMF. Our results from all the different

models and different salts here are summarized in Fig. 3, with
the all-atom MD being the ultimate benchmark for compar-
ison. The first general observation is that the range of the PMF
curves decreases with increasing salt concentration. This is
expected and is due to increasing screening effect mediated by
the condensing anions. We find good agreement between most

Fig. 3 Comparison between the PMFs as a function of distance d obtained from the different models and different salts. The abbreviation AA refers
to all-atom MD simulations. The insets show details of the oscillating regions in the PMF profiles. A linear–linear scale version of this figure is shown in
ESI-6 (ESI†).

Fig. 2 The radial number density profiles rCl(r) and rNa(r)/r0 from all-atom (AA) simulations (large dots), CG model (solid lines), SPB equation (dashed
lines) and SLPB equation (dash-dotted lines). The radial number density is calculated in the xy-plane as the function of distance r measured from the PE
backbone center axis (all-atom and CG simulations) or the rod center axis (SPB and SLPB models). The insets show details of the data close to the peaks.
Here r0 = 0.13 M, 0.26 M, 0.52 M and 1.0 M (from left to right).
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of the methods, with the exception of small-amplitude oscilla-
tions at d E 1.2 nm that only show up in the all-atom MD data.
This feature, as well as the differences rising from the different
models, are addressed in more detail in the following sections.

The CG model and SPB theory

In the case of the CG-MD model, the value sB = 0.54 nm is
inherited from the single-PDADMA case. The CG model quali-
tatively captures the PMF curves when benchmarked against
all-atom MD simulations at different salt concentrations up to
1 M (see Fig. 3). We find that due to the second PE, the
condensation peak maximum of the Cl ions corresponds to
3–4 times higher number density than that of the single PE case
at short distances. The detailed results on this are shown in the
ESI-7 (ESI†).

In order to obtain fSPB (abbreviated with f in this section),
we employ a finite-element package (COMSOL5.2) to solve
eqn (3) in the xy plane with the von Neumann boundary

conditions at the surfaces of the two disks, i.e. rf�n̂|x2+y2=a2 =

l/2pae and rf�n̂|(x�d)2+y2=a2 = l/2pae. To do so, we use
a ¼ a�SPB ¼ 0:44 nm as obtained in the single-PE case. The same
is applied to the SLPB theory. Here n̂ is the unit normal vector
of each surface, as sketched in Fig. 1(g). The mean electrostatic
force between the two cylinders per unit length f (d) at distance
d was calculated via the stress integral37

f ðdÞ ¼ e
ð1
0

2
k
be

� �2

coshðbefÞ � 1ð Þ þ @f
@y

� �2

� @f
@x

� �2
" #

x¼d=2

dy;

(7)

where k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2 rNa

0 þ rCl0
� �	

ekBT
q

is the screening parameter.

The mean force can be integrated to get the potential of mean
force between two cylinders as VPMFðdÞ ¼

Ð1
d f ðx0Þdx0. We note

that the theory could be extended to the case of a non-uniform
charge distribution that depends on the vertical coordinate z
as l = l(z), in which case fPB(r) in eqn (3) should be numeri-
cally solved under the corresponding boundary conditions.
To calculate the mean force f (d) one has to then solve
eqn (3.3) in ref. 98.

The SPB prediction of the PMF is in good agreement with
the CG model and the all-atom MD simulations, as shown in
Fig. 3. In contrast, the PMFs from linear SPB are inaccurate at
low salt concentrations. The linear SPB predictions are discussed
in more depth in ESI-5 (ESI†).

The influence of the atomistic structure

When the two atomistic detail PDADMA chains in the all-atom
MD simulations are separated by a distance comparable to the
size of a monomer, the orientations of the PE side chains will
affect their interaction. As shown in Fig. 1(e), the 10 charged
N+ atoms of each PDADMA chain form in the elongated,
axially straight configuration a right-handed cylindrical helix.
In cylindrical coordinates, with the longitudinal axis centered
at the backbone of each PDADMA chain (see the two black
dashed lines in left panel of Fig. 4(a)), the N+ atom of the lth

monomer of the kth PE has coordinates (rl
k, yl

k, zl
k), with k = 1, 2

and l = 1, 2,. . .,10. We take the positive x direction to corre-
spond to y = 0. We set a plane at z = 0, where the orientations of
the two helices are defined by the angles yk (k = 1, 2),
respectively, as shown in the right panel of Fig. 4(a). Because
the pitch of the helices is Lz/2, the angles yk can be calculated
from the location of the first monomer (i.e. l = 1) as yk = y1

k �
4pz1

k/Lz. We then define the variable x � |y1 � y2| to represent
the relative orientation between two PDADMA chains. In Fig. 4(b)
we show the average value of x/p as a function of the distance d
between the two PEs. At long distances, the positioning of the
PDADMA charges remains uniformly random with hxi/p = 1/2.
In contrast, at small PE–PE separations of d o 1 nm, the charge
group positioning is highly correlated which shows as two
orientations coupling strongly. The coupling rises from mini-
mization of electrostatic and steric repulsion by rotation
and axial displacement of the PDADMA chains. Nevertheless,
the outcome is a strong interchain repulsion evident in the
corresponding PMFs.

Similar to PDADMA, also DNA exhibits a helical structure of
charged atoms, which attract cations in a chemically specific
way. In general, some cations are easily absorbed into grooves

Fig. 4 (a) A schematic representation of the charge group positioning in
the two PDADMA chains on the left panel; the circles represent charged
N+ atoms. A cross-section at the z = 0 plane is shown on the right panel.
The orientations of the helices with respect to the positive x direction are
defined as y1 and y2, and the relative orientation is x � |y1 � y2|. (b) hxi/p as
a function of the distance d. The dashed line represents hxi/p = 1/2 which
corresponds to uncorrelated orientations of the two molecules at long
distances (see text for details).
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between two negative phosphate strands, giving rise to oppos-
ing stripes with complementary charges along the DNA chain.
This configuration creates a ‘‘zipper’’ matching which pulls the
parallel molecules together inducing DNA–DNA attraction.99

This attraction contributes to DNA condensation, which has
been theoretically addressed in ref. 100 and 101. Furthermore,
the response bears strong charge correlations and chemistry
specificity. For example, it has been observed that Mn2+ cations
are significantly more efficient in condensing DNA than Ca2+ or
Mg2+. In fact, Mn2+ is more prone to be absorbed into major
grooves to create the ‘‘zipper’’, while Ca2+ and Mg2+ show a
higher affinity to phosphates strands, thus not contributing to
DNA condensation.99 However, the contribution rising from
this zipper-like attraction cannot be captured by the current
form of the SPB theory due to its cylindrical symmetry assump-
tion, charge homogeneity along the PE, and lack of ability to
capture the specific charge correlations.

4 Summary and conclusions

In this work we have addressed the interactions between two
PEs by using the recently developed soft-potential-enhanced
Poisson–Boltzmann (SPB) theory. We have here focused on the
case of PDADMA molecules in monovalent salt solutions in the
weak-coupling regime, where the interactions are expected to
be fully repulsive at all distances. To this end, we have first
addressed the ion number density around a single PDADMA.
In the elongated, axially straight PE configuration, the charged
N+ atoms of PDADMA adopt a helical configuration as their
minimum energy configuration by electrostatics and sterics.
This leads to the two peaks in the ion distribution around the
atomistically detailed PE (see Fig. 2). Although the isotropic SPB
theory cannot reproduce such features, it can qualitatively
capture the atomistic ion distributions at salt concentrations
up to 1 M. By minimizing the RMSE between the number
density distribution of the CG model which has been fitted
on all-atom MD simulations and the one obtained from SPB
theory, we find an optimal effective radius for PDADMA
a�SPB ¼ 0:44 nm
� �

, which is the only (physical) fitting parameter
in the SPB theory.

To study the interactions between two PEs we have consi-
dered two parallel rodlike PDADMA chains and numerically
computed the PMF curves at different salt concentrations.
We find that the predictions from the SPB method are accurate
when the distance between the two PDADMAs is larger than
their radius. There are small oscillations in the PMFs at
short distances as revealed by all-atom MD simulations. These
oscillations, rising from the chemical structure of the PE, are
due to the coupling between charged atoms, steric packing of
the side chains, and correlations in the relative orientations of
the chains at distances smaller than about 1.3 nm.

At a general level, PE interactions, adsorption and colloidal
stability strongly depend on their charge and the added salt.102

Indeed, also PDADMA surface film thickness, uniformity of self-
assembling PDADMA film, and more generally the adsorption of

PDADMA on substrates have been reported to be highly tunable
by added salt.103,104 The present work could provide via inter-
actions mapping easy-to-access guidelines for such tunability,
especially with monovalent salts such as KCl in ref. 104. If also
oppositely charged PEs were included, extension to PDADMA
complexation with oppositely charged PEs, layer-by-layer assem-
bly, and the swelling of the resulting assemblies – all extremely
sensitive to added salt105–107 – could be modeled.

While our work suggests that the SPB theory is a simple and
accurate way to model interactions in complex PE systems for a
large range of system parameters, the limitations of the theory
should be kept in mind. We naturally expect the theory to fail
when the approximations in the weak-coupling theory are no
longer valid. This would happen in cases where the PE line
charge density is high, there are electrostatic correlations
arising from strong Coulombic interactions, or the assumption
of a straightened PE as in our simulation setup leads to a large
entropy loss that destabilizes such configurations (see ESI-8 for
some additional discussion, ESI†).
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