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Molecular dynamics with electronic friction (MDEF) at the level of the local density friction
approximation (LDFA) has been applied to describe electronically non-adiabatic energy transfer
accompanying H atom collisions with many solid metal surfaces. When implemented with full
dimensional potential energy and electron density functions, excellent agreement with experiment is
found. Here, we compare the performance of a reduced dimensional MDEF approach involving a
simplified description of H atom coupling to phonons to that of full dimensional MDEF calculations
known to yield accurate results. Both approaches give remarkably similar results for H atom energy loss
distributions with a 300 K W(110) surface. At low surface temperature differences are seen; but,
quantities like average energy loss are still accurately reproduced. Both models predict similar conditions
under which H atoms that have penetrated into the subsurface regions could be observed in scattering
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1 Introduction

The dynamics of elementary processes of atoms and molecules
interacting at metal surfaces has been intensively studied in
order to gain a deeper understanding of catalysis."”> H atom
scattering on clean®® and covered®® transition metal surfaces
exhibit non-adiabatic energy transfer between the incident atom’s
translational motion and electron-hole pair (ehp) excitation. In
contrast to ehps, phonons dissipate energy less effectively because
of the large mass difference between hydrogen and transition
metal atoms. In molecular dynamics (MD) simulations, ehp
excitation is often modelled by a frictional force exerted on the
H atom moving classically on a single potential energy surface
(PES). The friction coefficient is commonly calculated within the
framework of the local density friction approximation (LDFA)."”°
Full dimensional simulations successfully reproduce energy loss
and angular scattering distributions obtained in high resolution
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experiments for a variety of metals.* Ab initio molecular dynamics
with electronic friction (AIMDEF)*'2* allows such calculations on-
the-fly and in full-dimensions; however, such calculations can be
computationally costly. Hence, for many problems, fast and
reliable pre-computed potential energy surfaces (PESs) are used
- high-dimensional neural networks now make this much easier
than in the past.>*” Nevertheless, even this approach is some-
times difficult - large amounts of density functional theory (DFT)
data are needed, and the fitting procedure is time-consuming. It is
therefore often useful to use simplified physical model potentials.
Therefore, rigorous investigations of their reliability are necessary.

In this work, we compare the performance of two estab-
lished model potentials which are based on different theore-
tical frameworks."*?® Both model potentials have been proven
to be suitable for modelling the electronically non-adiabatic
scattering dynamics of atomic hydrogen at metal surfaces. To
accomplish our aim, we test the potentials on the same
observables, i.e. energy loss distributions (ELDs) and identify
possible discrepancies. The first, effective medium theory
(EMT)**° is a full dimensional PES approach previously used
for H atom scattering from fcc(111) surfaces.>**' It models
excitation of phonons by full dimensional classical MD and the
frictional force is computed from EMT-background electron
densities associated with the moving lattice. The second is a
corrugation reduction procedure (CRP),**** which has also
been applied to H atom scattering from metal surfaces’ as well
as hydrogen recombination.’'® The CRP-PES approach treats
electronic friction using a single electron density function for a
frozen lattice computed with DFT. Excitation of phonons is
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approximated by a generalised Langevin oscillator (GLO)
model.*>*® We find that the two used approaches give similar
ELDs for H scattering from a W(110) surface. This shows that
important experimental observables can be accurately pre-
dicted with a simplified reduced dimensional simulation
method.

2 Methods

We implemented MDEF to simulate the full dimensional
scattering of H from W(110) using the Langevin equation:

V()
or

mif = — mng(r, Z)F + FL(1). (1)
Here r and Z are the position of the H-atom and the positions
of the metal atoms, respectively. V (r, %) is the potential energy
of the system, m is the mass of the projectile, n¢(r, %) is the
electronic friction coefficient, and Fy(t) is the random force,
which obeys the fluctuation-dissipation theorem.’” We com-
puted the frictional force within the LDFA."”>°

For our EMT-based MDEF simulations, we constructed a
full-dimensional PES as has been previously described®® using
DFT data generated with the PBE functional®®*° and the
projector-augmented wave (PAW) approach for electron-core
interactions.*® A plane wave basis set with a cut-off energy of
400 eV was used. Partial occupancies were modelled with the
method of Methfessel-Paxton®! (N = 1) and a smearing width of
0.1 eV was applied. The k-point grid for the Brillouin zone of
W(110) has been sampled with a (12 x 12 x 1) Monkhorst-Pack
mesh.*” DFT data used to fit the EMT PES included structures
where the tungsten atoms were fixed at their equilibrium
positions, as well as structures from several AIMD trajectories
where all atoms were allowed to move. The fitted full-
dimensional EMT function also provides the full-dimensional
background electron density. The dependence of 7 (r, #) on
the electron density was taken from ref. 5. The motion of the
metal slab atoms is governed by Newton’s equations using the
full dimensional EMT potential. Coupling of the metal atom’s
motion to the electrons is neglected.

Trajectories within the EMT model were initiated using
structures and W atom velocities sampled from a thermal
ensemble produced as follows. First, the slab was heated with
an Anderson-thermostat®® for 100 ps and subsequently equili-
brated in a microcanonical manner for another 100 ps, using
the Verlet algorithm.***> Once thermalisation was confirmed,
the trajectory was run for 1 ns picking structures every picose-
cond to produce an ensemble of 1000 structures. H atom’s
initial positions were chosen at Z, = 6 A above the surface and
randomly in the xy-plane. Fig. 1 depicts the coordinate system
used in this work.

The CRP-PES used here'® relies on the established inter-
polation scheme, which is described elsewhere,*****” to mimic
the interaction between an H atom with a rigid slab of W atoms
at their equilibrium positions. The electron density for the bare,
rigid W(110) slab is then used for the Langevin dynamics. DFT
calculations were performed using the PW91 exchange-correlation
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Fig. 1 Surface geometry of W(110) associated with the coordinate system.
The azimuthal angle is defined with respect to the [001] direction. Note
that this direction corresponds to the x-axis of our simulation cells. The
white shaded area marks the p (1 x 1) unit cell. Top (top), hollow (hol),
bridge (bri), three fold hollow (tfh) high symmetry sites are also indicated.

functional®®*® and parameters detailed previously.”*” Interac-

tions with the atomic cores were described by ultrasoft pseudo-
potentials (US).>° A five-layer W slab for which the inter-layer
distances have been optimised, was employed to represent a
(2 x 2) cell with 15 A vacuum space between consecutive slabs.
The kpoint sampling of the Brillouin zone made use of a
Monkhorst-Pack (5 x 5 x 1) grid and an electron smearing of
0.4 eV was introduced. The influence of the metal’s phonons was
modelled by a generalised Langevin oscillator (GLO) which has
been detailed elsewhere.>**">* A comparison of one-dimensional
potential energy curves of both PESs can be found in the ESL¥

Trajectories within the CRP-PES approach are computed
similarly as described above; however, here the position and
momentum of the GLO are sampled from a Boltzmann dis-
tribution. The GLO is given an effective mass equal to that of a
single W atom. The GLO is coupled to a thermal bath, which is
composed of a ghost atom subject to friction and random
forces.**>'® To ensure convergence, more than 10° trajec-
tories have been run.

Though the interpolation of DFT data is more accurate
within the CRP-PES, the model neglects the explicit motion of
W atoms™*’ as accounted in the EMT-PES.”® It is thus highly
relevant to compare the prediction of both models on the same
observables, as performed in the present work.

3 Results

Fig. 2 compares the electron densities and friction coefficients
for the two models where the H atom is brought along the
normal to the surface over the top, bridge and hollow high
symmetry sites. See also Fig. 1 for a visualisation of the surface
structure. Both quantities are higher for the EMT model.
Present experimental setups are designed to only detect energy
loss distributions for in-plane scattered atoms.’”* Through
theory, no such restriction is necessary; hence, we also present
angle integrated energy loss distributions in this work.

This journal is © the Owner Societies 2022
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Fig. 2 Comparison of the friction coefficient (left) and electron density
(right) for the top, hollow and bridge high symmetry sites from CRP (black)
and EMT (red) models. The high symmetry sites are depicted in Fig. 1. Note
that Z, = 0 corresponds to the location of the surface.

3.1 Angle-averaged energy loss distributions

Fig. 3 displays the angle integrated ELDs obtained under
various incidence conditions at two surface temperatures; room
temperature (left panels) and 70 K (right panels). We do not
take thermal expansion of the lattice constant for tungsten into
account as this effect is reported to be weak at ambient
temperatures.”>>® At room temperature, both models yield
broad, structureless ELDs that are in good agreement with each
other. Pronounced differences between the two models can be
seen at Ty = 70 K. Although they both yield distributions
comprising characteristic peaks, the EMT-based calculations
predict that the individual peaks are shifted to higher energy
losses. The fine structure of the ELDs depends further on the
initial polar angle 0; and the initial azimuthal angle ¢;. The ELDs
calculated with the CRP-PES are more sensitive to the initial
conditions compared to their EMT counterparts. In particular,
the intensity of the peak at energy losses between 1.25 and 1.5 eV
shows a pronounced dependence on ¢; - see panels d), f) and h)
of Fig. 3.

Fig. 4 shows the minimum altitude distributions acquired
from the simulations used for the calculation of the ELDs shown
in Fig. 3. Both models predict that the majority of scattered H
atoms bounce back from the surface layer. Still, a significant
portion of projectiles underwent surface penetration. This cor-
responds to negative Z,;, values in Fig. 4. The fraction of
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Fig. 3 Angle integrated energy loss distribution at Tg = 300 K (left panel)
and 70 K (right panel) for various polar angles 0; and azimuthal angles ¢;. ¢; =
0° corresponds to the [001] direction. The collision energy E. is 2.76 eV.

penetrated particles F,, increases with decreasing polar angle
0, because of the increased normal kinetic energy E.cos >0;. In
contrast to the ELDs, the shape of minimum altitude distribu-
tions is barely affected by the surface temperature. It is worth
noting that the CRP model predicts a higher fraction of H atoms
that penetrate the surface.

3.2 Subsurface penetration and sticking

The average energy loss (Ejoss), the fraction of atoms scattered
after penetration into the surface F,, and the sticking coeffi-
cient Sy, are displayed in Fig. 5 as a function of the azimuthal
and polar angles for 70 K and 300 K surface temperatures. Both
models predict similar (E.s) values, which are slightly higher
at low temperature, due to the reduced influence of the random
force.® The influence of changing 6; and ¢; is weak. For all
initial conditions, the energy transfer to ehps is the dominant
energy transfer channel. However, the energy transfer to the
phonons differ between both models. In the CRP-GLO framework,
phonon excitations make up only 3% of the mean energy loss.
Explicit treatment of the metal atoms allowed by the EMT-PES

Phys. Chem. Chem. Phys., 2022, 24, 20813-20819 | 20815
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panel) and 70 K (right panel) for various polar angles 0; and azimuthal angles
;. The red and black curves show the results obtained with the EMT and
CRP-model, respectively. Note that ¢; = 0° corresponds to the [001] direction
and Z.in = 0 A is the location of the surface. The collision energy E.is 2.76 eV.
The distributions are normalised with respect to the area under the curves.

gives rise to larger energy losses to the lattice. On average 16% of
the mean energy loss is taken up by the lattice, but therefore the
mean energy loss to the electrons is somewhat smaller compared
to the CRP model - see Fig. 3 in the ESL{ This compensation
effect between both energy transfer channels helps explain why
both models predict similar mean energy losses.

Simulations performed with CRP-PES show generally a
larger probability for subsurface scattering events, represented
by the fraction penetrated particles, Fp, for all investigated
initial conditions compared to their EMT analogues. Both
models predict similar trends for Fy,; the fraction of surface
penetration decreases with increasing ¢; and 60;. Moreover, this
trend is temperature independent for the CRP-PES method, but
weakly temperature dependent for the EMT-PES method.

The EMT-PES method predicts higher S, values compared to
the CRP-PES. Both models predict that S, is barely affected by
changes to ¢;. Simulations with EMT-PES predict smaller S,
values for increasing 0;, consistent with previous simulations.*

20816 | Phys. Chem. Chem. Phys., 2022, 24, 20813-20819

View Article Online

PCCP
= EMT 300K =t EMT 300K
> 1.2 === EMT 70K == EMT 70K
2 ~@~ CRP300K -0~ CRP 300K
= ~O= CRPI7OK =O= CRP 70K
511 fa— N
W
1.0
< 30
= 20 O\O\O
l-LQ /—
~ 10 = — \
0
0.45
& 0.40 | F— —" b--‘===q§=-~.==4
0.35
O\O/O O ————
0.30
0 20 40 60 80 30 40 50 60

oil° 6i/°
Fig. 5 Mean energy loss (Eiss). fraction of scattered particles after
penetration into the surface F, and sticking coefficient Sq as a function

@; with 0; = 45° (left) for E. = 2.76 eV. Same quantities as a function of 6,
with ¢; = 0° (right). (Eess) and Fy were calculated from all scattering events.

3.3 Specular scattering dynamics

To motivate possible future experiments, in this section we
present predicted ELDs under experimentally realisable
conditions.”® We extract particle trajectories scattered to
defined polar 0¢ and azimuthal ¢¢ angles - for simplicity, we
consider only experiments where 0¢ = 0; = 45° and ¢¢ = @;. We
accept trajectories that will strike a detector with an acceptance
of angle of £5°. The ELDs for T = 300 K and 70 K are shown in
Fig. 6.

The specular ELDs obtained using the EMT-PES at T = 300 K
are broad and structureless, resembling those for H atom
scattering from the fcc metals.* The CRP-based model yields
similar looking specular ELDs, but the results are more sensitive
to the choice of ¢; compared to the EMT-based model. At Ty =
70 K, clear differences appear between the specular and angle-
integrated ELDs depicted in Fig. 3. At ¢; = 0°, three features are
again seen, but for the specular ELD, the peak at ~ 1.5 eV is
enhanced, whereas it vanishes for ¢; = 54.74° and ¢; = 90°.
Although both models predict specular ELDs of similar shape,
the distributions differ in intensity and location of the individual
peaks - see right panels of Fig. 6.

4 Discussion

We first consider the peak structure for the predicted ELDs at
low Ty seen in Fig. 3. Analysing trajectories reveals a strong
correlations between Ejoss and Znyi, — see Fig. 7. T scattering
takes place on top of tungsten surface atoms exhibiting values
of Zpin > 0.8 A. HB reflects trajectories scattering from hollow
and bridge sites, where —0.2 A < Z,;, < 0.8 A. S scattering
denotes trajectories that pass through the subsurface regions
(=2.1A < Zpin < —0.2 A) and bounce off second layer tungsten
atoms lying below the four-fold hollow symmetry surface sites
at Zmin = —2.24 A. The contributions of T, HB and S scattering
to the angle-integrated ELDs are shown in the left panel of

This journal is © the Owner Societies 2022
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1
Ejoss(eV)

Fig. 7. T scattering leads to the smallest energy losses. HB
scattering involves a longer interaction time with more efficient
excitation of ehps. S scattering gives by far the largest energy
losses (>1 eV).

Similar analysis was performed for the specular ELDs at 70 K
- see Fig. 8. Again, the peak exhibiting the lowest energy loss
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results from a central collision between projectile and surface
atoms for all initial incidence directions. Both scattering
models also predict that the subsurface channel results in a
distinct peak at 1.5 eV energy loss and that this feature is
sensitive to ¢;. An incidence direction corresponding ¢; = 0°
favours subsurface scattering. If the H atoms approach the W
surface along the closed-packed direction, i.e. ¢; = 54.74°, the
amount of specular subsurface scattering is drastically reduced.
At ¢; = 90°, both models yield a smaller subsurface contribution to
the signal compared to ¢; = 0° reflecting the critical orientation
dependence of this subsurface scattering channel. The fraction of
specular scattered H atoms which underwent surface penetration,
denoted as Fj, g, is presented in Table 1. We emphasise that this
is the first prediction that subsurface scattering might be detected
in H scattering from a metal. Experimentally confirming this
prediction would further validate the models presented in
this work.

Despite the qualitative agreement between both scattering
models, quantitative differences in the ELDs are seen. The
higher electron density of the EMT model shifts the peaks of
the T, HB and S scattering channels towards higher energy
losses. This also gives rise to an increased sticking probability
and a lower contribution of subsurface scattering compared to
the three-dimensional CRP model - see Fig. 5 and Table 1.

We next turn to the predicted ELDs for 75 = 300 K; their
broad, structureless appearance results from the dominant
influence of the random force, which is strongly temperature
dependent.® This broadening effect makes the ELDs predicted
by the two models difficult to distinguish from one another.
Despite this, we can use the T/HB/S categorisation scheme as
before. The decomposition of the total specular ELDs at 300 K
into the three contribution is shown in Fig. 9. As for the
simulations at T'= 70 K, the contribution of subsurface scattering
events is stronger when ¢; = 0° but remains unresolved due to
the broadening effect of the random force. The full-dimensional
nature of the EMT-PES explicitly describes thermal displacement

0.9

CRP - ¢;=0°
0.6 M

Prob. density / au

0.3

1.2

0.9

CRP - ¢; = 54.74° EMT - @; = 54.74°
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Prob. density / au

Enogs / €V

Eioss / €V

Fig. 8 Specular ELD for the CRP (left) and EMT (right) models respectively
at Ts = 70 K for ¢; = 0°,54.74° and 90°. ELDs are decomposed into the
T, HB, S contributions (see text). The collision energy is E. = 2.76 eV and
0, = 45°.
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Table 1 Contribution of subsurface scattered H atoms to the specular
energy loss distribution Fy spec in (%) as a function of the initial azimuthal
angle ¢; for both employed MDEF frameworks at 300 K (70 K). The other
initial conditions are 0; = 45° and E. = 2.76 eV

i () 0 54 90
EMT 17.6 (27.5) 7.26 (3.78) 8.44 (5.46)
CRP 32.4 (31.9) 18.7 (18.3) 15.5 (14.4)

of the W lattice. This makes the S-scattering predicted by the
EMT-PES method at Ts = 300 K less sensitive to ¢; compared to
those predicted by the CRP-PES model. For the EMT-PES
method, the contribution of S-scattering decreases from 28%
to 18% when the surface temperature increases from 70 K
to 300 K. By contrast, the CRP-PES approach predicts 32%
S-scattering independent of surface temperature - see Table 1.

Both approaches provide similar mean energy losses,
although it has to be noticed that both models differ in many
aspects: (i) the DFT data and PES construction method (ii) the
electron density (iii) the coupling to surface phonons. Despite
these differences, they lead to a very good agreement for ELDs
at 300 K and to qualitative agreement at 70 K. Further
work, which would need support by experiments, is obviously
necessary to evaluate the impact of each models assumptions.
Nevertheless, the similarity of the information they give on the
H/W(110) scattering dynamics is striking.

5 Conclusion

Molecular dynamics simulations with electronic friction treated
at the level of LDFA have been implemented to investigate the
dynamics of H scattering from W(110). Two different DFT
based models have been used to describe both the adiabatic
interactions as well as the frictional forces used to describe ehp
excitation. Our findings show that the reduced dimensionality
of the CRP-PES approach causes the energy loss distribution to
be more sensitive to the initial azimuthal angle. However, since

Prob. density / au

CRP - ¢; = 54.74° EMT — ¢, = 54.74°

Prob. density / au

Prob. density / au

Ejoss/ €V

Fig. 9 Specular ELD for the CRP (left) and EMT (right) models respectively
at Ts = 300 K for ¢; = 0°,54.74° and 90°. ELDs are decomposed into the T,
HB, S contributions (see text). The collision energy is E. = 2.76 eV and
0; = 45°.
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the random force has such a strong influence on the appear-
ance of the ELDs at elevated temperatures, the frozen lattice
approximation used in the GLO of the CRP-PES approach does
not introduce large errors. In fact, it is only possible to
distinguish the predictions of the two models at low tempera-
ture. The higher background electron density of the EMT-PES
model shifts the ELDs to slightly higher energy losses. This also
results in a higher sticking probability along with a smaller
contribution of subsurface scattering to the signal. The mean
energy losses predicted by the two models are similar.
Despite their very different assumptions, both models
provide similar scattering dynamics and predict a subsurface
scattering channel for specular H atoms. The simulations
predict that the optimum conditions to detect subsurface
scattering is to cool the surface with liquid nitrogen or helium
and employ projectiles travelling along the [001] direction.
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