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Computational approaches for XANES, VtC-XES,
and RIXS using linear-response time-dependent
density functional theory based methods

Daniel R. Nascimento*a and Niranjan Govind *b

The emergence of state-of-the-art X-ray light sources has paved the way for novel spectroscopies that

take advantage of their atomic specificity to shed light on fundamental physical, chemical, and biological

processes both in the static and time domains. The success of these experiments hinges on the ability

to interpret and predict core-level spectra, which has opened avenues for theory to play a key role.

Over the last two decades, linear-response time-dependent density functional theory (LR-TDDFT),

despite various theoretical challenges, has become a computationally attractive and versatile framework

to study excited-state spectra including X-ray spectroscopies. In this context, we focus our discussion

on LR-TDDFT approaches for the computation of X-ray Near-Edge Structure (XANES), Valence-to-Core

X-ray Emission (VtC-XES), and Resonant Inelastic X-ray Scattering (RIXS) spectroscopies in molecular

systems with an emphasis on Gaussian basis set implementations. We illustrate these approaches with

applications and provide a brief outlook of possible new directions.

1 Introduction

X-ray spectroscopies are quickly becoming essential experimental
techniques for the chemical characterization of molecules and
materials. Their main advantage results from the localized nature
of the orbitals from which electrons are excited, which leads
to spectral features that are atom-specific and highly sensitive
to their chemical environment.1–4 Thus, the spectral features
involving electronic transitions in the X-ray region contain
valuable structural information.

Recent advances in light-source technologies5 have resulted
in immense improvements in the temporal and energy resolution
that can be obtained from X-ray spectroscopies, broadening its
domain of applicability. In addition, the development of
laboratory-based X-ray spectroscopies6 has added to this growing
trend. These advances have also resulted in an increased demand
for inexpensive computational approaches that can aid in the
interpretation of complex spectroscopic features and help the
design of new experiments.

Single-photon X-ray spectroscopies (X-ray absorption and
emission) can be modeled with a wide range of quantum
chemical techniques ranging from simplistic single-reference
wavefunction-based approaches to elaborate multi-reference

methods. In recent years, considerable progress has been
made in the development of highly-accurate methods to model
X-ray spectroscopies.7 Calculations based on the algebraic
diagrammatic construction,8–10 equation-of-motion11–15 and
linear-response16,17 coupled-cluster, and multiconfigurational
self-consistent-field theories18,19 can now be routinely per-
formed on small molecules. Nonetheless, the most popular
approaches to model X-ray spectroscopies are those based on
density functional theory (DFT).

The popularity of DFT-based methods stems from their
ability to provide sufficiently accurate results for a broad range
(both in complexity and size) of chemical systems at a signifi-
cantly lower computational cost and broad applicability when
compared to more accurate wavefunction-based methods. In
this regard, LR-TDDFT,20 in particular, has proven to be a
powerful and versatile technique in the treatment of excited
states.

In this paper, we give a short perspective from the point of
view of our experiences in the development and application of
Gaussian basis set based LR-TDDFT methods for X-ray spectro-
scopies in the NWChem computational chemistry program.21,22

To this end, we focus our discussion on the computation of
X-ray Near-Edge Structure (XANES), Valence-to-Core X-ray
Emission (VtC-XES), and Resonant Inelastic X-ray Scattering
(RIXS) spectroscopies in molecular systems within the LR-
TDDFT framework. We have also tried to provide an exhaustive
reference list for the interested reader covering the topics
discussed.
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2 X-ray absorption near-edge
structure

X-ray absorption edges are labelled according to the core
orbitals from where the electrons are excited. XAS K-, L-, and
M-edge spectra originate from photo-excitations of electrons in
n = 1, n = 2, and n = 3 orbitals, respectively, where n represents
the principal quantum number. In addition, spin–orbit coupling
splits the degenerate orbitals with angular momentum l into l �
1/2 manifolds. These splittings give rise to unique features that
also need to be considered in the calculations.

The near edge region of the XAS is typically referred to as the
near edge X-ray absorption fine structure (NEXAFS) or the X-ray
absorption near edge structure (XANES). This region of the
spectrum is composed of excitations from the relevant core
orbitals to the bound electronic states close to the ionization
potential. An illustration of the XANES process for a hypo-
thetical octahedral transition metal complex at the K-edge is
shown in the left panel of Fig. 1.

XANES carries important information about the chemical
state of the atom (for example, oxidation state, coordination,
bonding, etc.). On the other hand, the extended X-ray absorption
fine structure (EXAFS) region, is composed of excitations to
energies sufficient to cause ejection of a photoelectron, with
subsequent scattering off nearby atoms. EXAFS yields structural
information about neighboring atoms (for example, identity,
distances, coordination/solvent shells, etc.).

From a theoretical standpoint, XANES and EXAFS are
usually treated distinctly. In EXAFS, the spectral oscillations
arise from modulation of X-ray absorption due to scattering of
the photoelectron from nearby atoms. The essential physical
quantities in EXAFS are the scattering amplitude and phase
shifts, from which the spectrum is typically computed using a
damped spherical photoelectron wavefunction approximation.
These quantities can now be routinely computed using Green’s
function formalisms with localized (‘‘muffin tin’’) potentials
and have been very successful in modeling EXAFS spectra.
Since a detailed discussion of EXAFS is beyond the scope of
this paper, we refer the interested reader to comprehensive
reviews on the subject.23–25

The XANES region, on the other hand, requires an accurate
electronic structure treatment of the absorbing atom and
neighboring atoms bonded to it. Since core electrons move at
significant fractions of the speed of light, relativistic effects
have to be considered in the electronic structure descriptions.
Over the years many ab initio methods have been developed to
compute XANES at different levels of computational
complexity.26,27 These include methods based on density func-
tional theory (DFT),28 linear response (LR) and real-time
(RT) time-dependent density functional theory (TDDFT),29–45

Bethe–Salpeter equation (BSE),46–48 algebraic-diagramatic
construction (ADC),49–51 linear-response density cumulant
theory,52 coupled-cluster theory using both the complex polar-
ization propagator53,54 and equation-of-motion55–58 frame-
works, restricted active space (RAS) multiconfigurational
methods,59–62 and multireference coupled cluster methods.63

Over the past two decades, LR-TDDFT has become a
computationally attractive approach for studying excited-state
spectra, within the space of single excitations, in a wide range
of molecular systems. Excitation energies in LR-TDDFT are
obtained as solutions to the non-Hermitian eigenvalue equa-
tion or Casida matrix equations,64,65

A B

B� A�

 !
XI

YI

 !
¼ OI

1 0

0 �1

 !
XI

YI

 !
(1)

where XI, YI are the solutions and OI is the excitation energy of
excited-state I. The solution also yields the first-order polarization
densities that can be used to compute the transition moments
between the ground and excited states. Here,

Aia,jb = (ea � ei)dijdab + (ia| jb) � cx(ij|ab) + f xc
ia,jb (2)

Bia,jb = (ia|bj) � cx(ib|aj) + f xc
ia,bj. (3)

ðpqjrsÞ ¼
ð
dr

ð
dr0f�pðrÞfqðrÞ

1

r� r0

� �
f�r ðr0Þfsðr0Þ; (4)

where fp is a molecular orbital with energy ep, and cx represents
the amount of Hartree–Fock exchange. Here, the labels i, j, k,
l,. . ., a, b, c, d,. . ., and p, q, r, s,. . . denote occupied, virtual, and
generic molecular orbitals, respectively.

f xcpq;rs ¼
ð
dr

ð
dr0f�pðrÞfqðrÞ

d2Exc½r�
drðrÞdrðr0Þ

����
r¼r0

 !
f�r ðr0Þfsðr0Þ (5)

is the second derivative response from the exchange–correlation
functional. Formally, the exact exchange–correlation kernel is a
functional of the initial state and full history of the density with
an unknown form. Therefore, approximations have to be used
in practice. The most common approximation is to ignore
the memory dependence and use the instantaneous electron
density. This is also called the adiabatic approximation.20 This
approximation simplifies the TDDFT framework by allowing one
to use extensively developed exchange–correlation functionals
within ground state DFT, under the assumption that they remain
valid as the many-electron density evolves in time. However, the
lack of time-dependence within the adiabatic approximation,
which is equivalent to a frequency-independent kernel within

Fig. 1 Schematic representation of XANES and VtC-XES at the K-edge of
a hypothetical octahedral transition metal complex.
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linear response theory, has been linked to the lack of double
excitations within TDDFT by Maitra and co-workers.66

Within the Tamm–Dancoff approximation (TDA), the above
matrix equation reduces to the Hermitian equation,67

AXI = OIXI (6)

The TDA is formally similar to the configuration interaction
singles (CIS) method with an exchange–correlation correction.
Most TDDFT/TDA implementations utilize the Davidson
algorithm,68 which is an iterative subspace approach, to
compute the lowest valence excitations or a top-down approach
and other efficient algorithms.69–75 Since core excitations lie
very high in the excitation manifold, they are computationally
expensive because the full excitation matrices have to be
constructed and subsequently diagonalized, or in other words,
one has to calculate a large number of roots to access the core
excitations. Formally, the numerical cost of diagonalizing the
full TDDFT/TDA equations scales as O(N6), because of the
tetradic nature of the RPA matrix.76 To overcome this computa-
tional issue, restricted occupied orbital space or restricted
excitation window (REW) approaches, which only include the
relevant core orbitals within a predefined energy window and
no restrictions on the target unoccupied states, have been
implemented to capture core excitations efficiently. This simple
solution is valid because the core excitations are well-separated
from the valence-to-valence transitions. This is similar to the
core-valence separation approach.77,78 Alternative approaches
include the projection method that allows transitions within a
specified energy range to be determined,79 and the resonant
converged complex polarization propagator approach.80,81

So far we have implicitly assumed the computation of
K-edge XANES, which is preferred for studying light elements
due to the larger core-hole lifetimes. It is also simpler to compute
and interpret. On the other hand, the L-edge is preferred for
transition metals and heavier elements. For instance, in transition
metal complexes, the 2p - nd transitions are dipole allowed,
making the L-edge XANES sensitive to partially occupied d orbitals
and the bonding environment. However, computations of the
L-edge XANES are more complicated due spin–orbit (SO) splitting
associated with the 2p orbitals leading to the L2,3 XANES. The SO
splitting requires at least a scalar relativistic approach with
perturbative spin–orbit effects82 or more rigorously, relativistic
two-component (2c)36,39 or four-component (4c)40,41,44 LR-TDDFT
treatments, where the scalar and SO effects are treated variation-
ally, to be able to assign the spectral features at the L- and M-edges
XANES accurately.

A key point in the simulation of X-ray spectroscopies is the
computation of oscillator strengths, where it is important to go
beyond the dipole approximation to capture the spectral
features observed in experiment. Transition metal K-edge
XANES is dominated by intense electric dipole allowed 1s -

np transitions. However, the spectra also contain weak transi-
tions lying at lower energies that are electric quadrupole
allowed transitions to unoccupied valence d orbitals.83,84

Including the electric quadrupolar contribution brings in an
arbitrary dependence on the molecular origin. A widely used

approach for remedying this problem is to shift the origin to
the coordinates of the absorbing atom. However, this protocol
fails when there are symmetry-equivalent or several absorbing
centers (for example, in multivalent transition metal clusters).
Another important requirement is the Thomas–Reiche–Kuhn
(TRK) sum rule, which states that the integrated oscillator
strength equals the number of electrons in the system.85 The
TRK sum rule is satisfied only if the oscillator strengths are
treated to infinite order. Any finite order treatment of the
oscillator strengths does not guarantee this.86,87 This suggests
a more careful treatment is required. Jacob and co-workers have
reported a detailed analysis and importance of the higher-order
contributions to the oscillator strength.88 More advanced treat-
ments of going beyond the dipole approximation have since
been developed and reported by List and co-workers.89–91

LR-TDDFT/TDA is sufficiently predictive and has been
applied to a broad range of systems to compute K-edge,
L-edge, and M-edge XANES29–45,84,92–103 as well as transient X-
ray absorption spectroscopy.104–109 In Fig. 2 and 3 we show the
experimental and computed K-edge XANES and L3-edge XANES
of model Fe and Ru complexes in different oxidation states.
Despite this broad applicability, we emphasize that care must
be taken especially in terms of the exchange–correlation func-
tional and basis set choices, which have to be carefully assessed
when performing XANES calculations. We refer the reader to

Fig. 2 Experimental (top) and simulated (bottom) Fe K-edge XANES
spectra of [FeII(CN)6]4� and [FeIII(CN)6]3� simulated results have been
blue-shifted by 143.0 eV to match the experiment. The A and B features
in the two complexes are quadrupolar transitions from the Fe 1s - 3d
orbitals. Reproduced with permission from ref. 84. Copyright 2018
American Chemical Society.
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recent papers by Besley43 and Jensen and co-workers110 for a
discussion of these topics.

3 Valence-to-core X-ray emission
spectroscopy

Over the last several years, there has been a growing interest in
X-ray emission spectroscopy (XES), and especially valence-to-
core (VtC) XES,4,111 which can be viewed as a complement to
XANES. VtC-XES has emerged as a powerful technique for the
structural characterization of transition metal complexes.
Understanding the local chemical environment and electronic
structure of these complexes is essential to the development of
novel catalysts and materials that can be leveraged in photo-
chemical energy conversion.

In a VtC-XES process, a core-hole is created via X-ray photo-
ionization or radioactive electron capture decay112 followed by
the emission of a photon as electrons in higher occupied core
or valence orbitals re-populate the core-hole. The resulting
VtC-XES lines, which lie in the high-energy tail of the X-ray
emission spectrum, thus represent the electronic transitions
from valence orbitals into the empty core orbital. An illustration
of the VtC-XES process for a hypothetical octahedral transition
metal complex at the K-edge (where a core-hole is created in the
metal 1s orbital) is shown in the right panel of Fig. 1. Since the
dipole selection rule forbids transitions between the metal d and
1s orbitals, the weak signals that emerge from VtC-XES result
from the mixing of the metal d and ligand s and p orbitals.

These orbitals play a dominant role in the chemical bonding
between the metal centers and ligands. Thus, VtC-XES can
provide valuable information about the nature of metal–ligand
bonding.

VtC-XES features are traditionally grouped into two categories:
Kb00 and Kb2,5 as shown in Fig. 4. The Kb00 peaks, weak and
appearing at lower energy, correspond to transitions involving the
ligand s orbitals, while the Kb2,5 dominant feature is assigned to
transitions involving ligand p orbitals.113 Thus, the splitting
between the Kb00 and Kb2,5 peaks is associated with the difference
in binding energies between the ligand s and p orbitals.
Bergmann et al. showed that the strength of the Kb00 peak depends
exponentially on the metal–ligand distance,114 and thus, provide
important information for ligand characterization. The intensities
of VtC-XES features can also be used to analyze the composition of
valence orbitals.115–117

Over the last few years, several studies employing an
independent-particle density functional theory (DFT) approach
to model VtC-XES have emerged.115–118,120–125 In this approach,
core-hole and valence-ionized states are simply represented as
single Slater determinants of ground-state Kohn–Sham orbitals,
where emission energies are given by the difference in valence (v)
and core (c) orbital energies,

DE = ev � ec (7)

and emission probabilities are proportional to the dipole
transition moment between the respective valence and core
Kohn–Sham orbitals

f p |hfc|m̂|fvi|2. (8)

Nonetheless, several limitations with this approach can be
readily identified: the neglect of orbital relaxation due to the
photon emission, the neglect of multichannel effects, and the
neglect of many-body effects, to name a few.

As an alternative, the initial core hole state can be modeled
within a core-hole approximation120,126–136 and used as the
reference for a LR-TDDFT calculation. Emission energies and
transition moments are thus obtained from the solutions of the

Fig. 3 Experimental and simulated Ru L3 edge XANES spectra of a series
of Ru(II) and Ru(III) complexes with low-spin d6 and d5 configurations,
respectively. The features in the two complexes correspond to dipolar
transitions from the Ru 2p - 4d orbitals. A shift of 2.3 eV has been applied
to the calculated spectra to match experiment. Reproduced with permission
from ref. 102. Copyright 2021 Royal Society of Chemistry.

Fig. 4 A typical VtC X-ray emission spectrum showing Kb00 and Kb2,5

features (experimental spectrum of [CrIII(NH3)6]3+ adapted from ref. 118).
The baseline of the spectrum is not horizontal because the exponential tail
of the strong Kb mainline has not been subtracted. Reproduced with
permission from ref. 119. Copyright 2015 American Chemical Society.
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LR-TDDFT equations.135,136 This procedure corrects for many-body
and multichannel effects as it introduces orbital relaxation in the
final valence-ionized states. This approach has been successfully
explored by Govind and co-workers84,102,136–139 and recently in
machine learning models to chemically classify sulphorganic140

and organophosphorus compounds.
In this LR-TDDFT based protocol, a neutral ground state

calculation is first performed, a full core-hole (FCH) ionized
state is then obtained self-consistently where the 1s core orbital
of the emitting center is swapped with a virtual orbital, then a
LR-TDDFT141,142 calculation employing the TDA143 is performed
with the FCH ionized state as reference. The maximum overlap
constraint method is employed to prevent core hole collapse
during the FCH calculation.144–146 This approach is well-suited
to describe emission processes with multideterminant character
as seen in the spectra of the [MnII(H2O)6]2+ complex (shown in
Fig. 5). In Fig. 5, the B, C and D features consist of transitions
from linear combinations of oxygen 2p orbitals to the Mn 1s core
hole, and the A feature is composed of transitions involving the
oxygen 2s orbitals. The experimental spectrum shows a strong
broad peak and some weak features in the low energy region.
The asymmetric shape of the strong peak indicates the existence
of adjacent weak shoulders at both low and high energies in the
region around the main peak. The simulated spectrum clearly
captures these weak features (B and D features in Fig. 5) in good
agreement with experiment.136 In Fig. 6, the computed 4d - 2p
VtC-XES spectra of a series of Ru(II) and Ru(III) complexes using
the same method are shown and compared with experiment.102

4 Resonant inelastic X-ray
spectroscopy

Resonant inelastic X-ray scattering (RIXS)147–149 is a scattering
process involving two-photons. The system is initially excited at
a given X-ray absorption region accompanied by the emission
of a photon of lower energy. The RIXS process results in a final
excited state that cannot be accessed directly from the ground

state via a one-photon process. Hence, RIXS maps carry important
information about the electronic structure of the system that is
not readily available from one-photon spectroscopies due to
selection rule restrictions. A schematic representation of the RIXS
process for a prototypical octahedral transition metal complex is
shown in Fig. 7. Fig. 7 illustrates a scenario where the goal is to
determine the crystal field splitting, 10 Dq, for a low-spin d6

octahedral complex. A direct t2g - eg transition is forbidden via
single-photon absorption but accessible via a 3p4d RIXS process.
In 3p4d RIXS, an electron is resonantly excited from the 3p
orbitals in the metal center into the empty 4d orbitals (of eg

symmetry in the illustration above) accompanied by the re-
population of the 3p orbitals with one of the t2g electrons,
resulting in the t5

2ge1
g excited state.

RIXS has been employed in the study of molecular systems
in the condensed phase since its inception almost three
decades ago,150 nonetheless, application of RIXS in the study
of molecules in the gas or solution phase only became a reality

Fig. 5 Experimental and simulated VtC-XES spectra of [MnII(H2O)6]2+.
Simulated results have been red-shifted by 30.4 eV to match
experiment.120 The molecular structure is shown on the right. Color code:
O (red), Mn (purple), H (white). Reproduced with permission from ref. 119.
Copyright 2015 American Chemical Society.

Fig. 6 Experimental (solid lines) and simulated (dashed lines) 4d - 2p
VtC-XES spectra of a series of Ru(II) and Ru(III) complexes with low-spin d6

and d5 configurations, respectively. A global shift of 96.3 eV is applied
to the calculated spectra. Reproduced with permission from ref. 102.
Copyright 2021 Royal Society of Chemistry.

Fig. 7 Schematic representation of the RIXS process for a hypothetical
octahedral transition metal complex.
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in recent years.84,151–159 One of the factors that restricts the
applicability of RIXS in the study of gas or solution-phase
molecular systems is the need for high-intensity light sources,
as the concentration of absorbing atomic centers in solution is
relatively low. This is not necessarily the case in condensed
phases, where the abundance of absorbing atomic centers
means that core-excited states can be easily accessed without
the need of high-intensity light sources.160 With current
advances in light-source technologies and the introduction of
the Linac Coherent Light Source II (LCLS-II) and European
X-Ray Free-Electron Laser (European XFEL), RIXS is quickly
becoming an important technique in the study of molecular
systems. As RIXS experiments are rapidly becoming routine, there
is an increasing demand for inexpensive electronic structure
methods that are sufficiently accurate to aid in the interpretation
and prediction of complicated spectral features.

In recent years, several theoretical approaches aimed at the
description of RIXS spectra for molecules have been proposed.
Accurate methodologies based on the damped response and
equation-of-motion coupled-cluster,161–164 algebraic diagram-
matic construction,165 multiconfigurational self-consistent
field,166 and configuration interaction167 theories, can now be
applied to small molecules with remarkable accuracy. However,
wavefunction-based methods, despite their high-accuracy and
black-box nature, remain too expensive to be routinely applied
to large molecular systems with 100 or more electrons. Thus,
simpler approaches based on density functional theory (DFT),
are valuable alternatives to study large molecules, as they are
significantly cheaper than wavefunction-based methods and
are able to provide sufficiently accurate descriptions of spectro-
scopic properties.168

RIXS maps can be simulated by employing the Kramers–
Heisenberg (KH) equation within the electric dipole approxi-
mation,

Sxx0 ðo0;oÞ ¼
o0

o

X
f

X
n

mxfnm
x0

n0

�ho� En þ iG=2

�����
�����
2

� dð�Ef þ �ho� �ho0Þ;

(9)

where the sum runs over all the possible intermediate (n) and
final ( f) states with energies, En and Ef, relative to the ground
state. Here, G is the lifetime broadening, h�o and h�o0 represent
the energies of the absorbed and emitted photons, respectively,
and mxfn is the x-component of the transition dipole moment
between states n and f.

The simplest way to simulate RIXS in the context of DFT
calculations is to employ the independent-particle approxi-
mation as outlined in Section 3. For 3p4d RIXS (as illustrated
in Fig. 7), excitation energies are simply taken as orbital energy
differences, and transition moments are calculated with respect
to Kohn–Sham orbitals. Such an approach is too crude as it
neglects any kind of relaxation effects in the excited states, and
thus, have very limited use. A viable alternative where relaxation
effects is introduced in the intermediate states (but either
neglected or only partially included in the emission step) has

been employed by Besley and co-workers in the RIXS study of
several organic molecules.169–171 In their scheme, core-excited
states are calculated using a regular LR-TDDFT computation
yielding accurate values for E0n and mn0 whereas Efn and mfn are
either determined via the independent-particle approximation,
or by performing another LR-TDDFT computation with the

Fig. 8 Simulated RIXS maps of gas-phase water calculated with the (a) LR-
TDDFT absorption/Kohn–Sham DFT emission, (b) LR-TDDFT absorption/
emission, and (c) ADC(2)-x schemes for the equilibrium water structure.
Adapted with permission from ref. 170. Copyright 2018 American Chemical
Society.
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core-excited determinant as a reference. Both of these schemes
yield surprisingly accurate RIXS spectra when compared with
high-level second-order algebraic diagrammatic [ADC(2)-x]
calculations (as illustrated in Fig. 8) or experiment.169 Although
the schemes employed by Beasley and co-workers can be
successfully employed for small organic molecules, it can
become problematic as the level of correlation of the final
excited states become significant, or when many intermediate
excited states participate in the RIXS process. Under these
circumstances, the independent-particle model for the emission
process is insufficient, and the choice of a single intermediate
excited state reference becomes ambiguous and a manifold of
intermediate and final states must be considered.

A consistent treatment of relaxation in both intermediate
and final states can be achieved via a quadratic-response (QR)
TDDFT treatment. In the QR-TDDFT framework, excited-state
transition densities have the form

dnQR
IJ = dn(1)

0I dn(1)
0J + dn(2)

IJ , (10)

where dn(1)
0I is the first-order transition density obtained as the

solutions of the LR-TDDFT equations,

dnð1Þ0I ¼
XI

YI

� �
(11)

and dn(2)
IJ is the second-order relaxation correction obtained

from QR-TDDFT. However, Dalgaard172 and later Parker and
co-workers173,174 demonstrated that the QR equations for an
approximate theory, such as TDDFT, have spurious poles when-
ever the transition energy between two excited states matches
the excitation energy of any other state. These spurious poles can
overestimate the second-order relaxation correction, and thus,
must be used with caution. Additionally, due to the significant
additional computational cost of QR-TDDFT, these calculations
are typically limited to smaller excitation subspaces.175 For
instance, in systems with high density of states, each QR-
TDDFT excitation must be solved individually, which can quickly
become prohibitive if a complete or broad energy span spectrum
is needed. For the RIXS calculations shown in Fig. 9, BO(103)
valence states were coupled with BO(102) core states.

Alternatively, one can completely neglect the second-order
relaxation correction and build excited-state transition densities
directly from the first-order amplitudes obtained from a LR-TDDFT
calculation. In this approach, two orthogonal sets of excited states
(intermediate and final) are computed within a restricted subspace,
and transition dipole moments are calculated as

mIJ ¼
X
ijab

ðXI
aiX

J
bj � YI

aiY
J
bjÞðmabdij � dabmjiÞ; (12)

where mpq is the matrix representation of the dipole operator in the
molecular orbital basis. This simplified approach is equivalent to
the pseudo-wavefunction formulation of LR-TDDFT (PWF-TDDFT)
proposed originally in the context of derivative couplings between
Hartree-Fock excited states176 and spin-flip TDDFT states,177 then
generalized to LR-TDDFT states.178,179 Zhang and Herbert demon-
strated that there is no distinction between derivative couplings
obtained from quadratic-response and those obtained from a

spin-flip TDDFT pseudo-wavefunction, whereas a spin-conserving
TDDFT pseudo-wavefunction does yield different couplings.180

In the context of light–matter interactions, Sheng and co-
workers demonstrated that the (spin-conserving) PWF-TDDFT
framework may be used to simulate excited-state absorption
spectra with errors in the order of 0.07 eV with a suitable choice
of exchange–correlation functional.181 Vaz da Cruz and co-
workers showed that PWF-TDDFT can also be applied in the
simulation of RIXS spectra of organic molecules at the K-edge
of light elements.182 In a more recent study, Nascimento and
co-workers successfully employed the PWF-TDDFT approach to
simulate 2p4d RIXS of representative ruthenium complexes,183

followed by a joint theoretical and experimental investigation
to understand and characterize the ground and excited valence
states of Ru complexes159 (as illustrated in Fig. 9). Fig. 9 shows
the experimental and theoretical spectra of [RuII(bpy)3]2+,
[RuII(bpy)2Cl2] and [RuII(CN)6]4� under different conditions.
The calculated spectra is in excellent agreement with experi-
ment and is able to reproduce all experimental features with
relative transfer energies predicted to within 0.6 eV of accuracy.

5 Summary and outlook

With the rapid growth of experimental X-ray spectroscopy
studies, there is a simultaneous need for predictive and com-
putationally cost-effective theoretical approaches. Spectroscopy
simulations are key to disentangling spectral features and for a
detailed understanding of the observed signals. Great strides
have been made in the development of ab initio wavefunction-
based methods for the simulation of X-ray spectroscopies over
the last few years. Nevertheless, low-order DFT-based methods,
like LR/RT-TDDFT, are still very useful. Their ability to provide
sufficient accuracy for a broad range of large chemical systems
in realistic environments at a significantly lower computational

Fig. 9 Experimental (solid lines) and theoretical (dashed lines) 2p4d RIXS
spectra of (a) [RuII(bpy)3]2+ (top) and [RuII(bpy)2Cl2] (bottom) measured
with incident X-ray energy resonant with the 2p - eg transition as a
function of energy transfer. (b) [RuII(CN)6]4� measured with incident X-ray
energy resonant with the 2p - eg transition (bottom) and resonant with
the 2p! p�L transition (top). Reproduced with permission from ref. 159.
Copyright 2021 Royal Society of Chemistry.
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cost makes these low cost methods very appealing. In this brief
review, we have highlighted the utility of LR-TDDFT based
approaches to tackle XANES, VtC-XES, and RIXS to analyse
and interpret experimental data. However, TDDFT is not a
panacea and many open questions remain and new theoretical
developments are needed.184,185 As we have emphasized earlier,
care must be taken especially in terms of the exchange–correlation
functional and basis set choices, which have to be carefully
assessed when performing excited-state computations in general
including core-level spectra. Other areas of development include
simulations of non-linear X-ray spectroscopic signals,186 transient
spectroscopies187 including dynamics, real-time domain simula-
tions, and TDDFT coupled to strong fields.42 Additionally, devel-
opments in applied mathematics are also needed for efficient
solvers for large systems.
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