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Laser-induced Coulomb explosions can be used to identify gas-phase molecular structures through correlations between fragment ion trajectories. This report presents a model for predicting these outcomes, which first establishes the neutral equilibrium geometry of a target molecule using electronic structure calculations, and then samples a probability distribution of potential ground-state configurations by allowing for zero-point vibrational motion. Candidate structures are assumed to explode instantaneously into charged fragments, and the simulated ion trajectories are correlated using recoil-frame covariance analysis. The effects of detection efficiency and fluctuating experimental conditions are also considered. The results were found to match experimental data, indicating that Coulomb explosion fragment angular distributions produced from highly-charged ions depend largely on the internal motion of the target molecule.

1 Introduction

Molecules exposed to intense femtosecond laser pulses can lose multiple electrons, producing unbound states that explode with fragment trajectories that are largely directed by Coulombic interactions. With increasing charge, the parent ion explosion occurs more abruptly and the fragment momenta begin to resemble purely electrostatic repulsion. The molecular structure at the time of its Coulomb explosion can therefore be established from the relative product trajectories. This method has been used to distinguish structural and chiral isomers of small gas-phase ions, and has been combined with femtosecond pump-probe spectroscopy to explore structural and reaction dynamics. Due to Coulomb’s law, the fragment kinetic energies are acutely sensitive to changes in molecular geometry, which can allow excited states to be distinguished from ground state molecules or other competing reactions, so long as the relevant structures are distinct.

Despite the potential of Coulomb explosion imaging, its generality as a structural determination tool has limits. One challenge is accurately correlating the fragment momenta. For small molecules, this can be done directly through coincidence counting. However, this restricts the upper event rate limit to about one Coulomb explosion per laser pulse to avoid false correlations, which considerably lengthens the time required to sample the full probability distribution of reaction outcomes. For experiments that are limited by repetition rates, covariance analysis becomes a more practical alternative. This method relies on determining statistical dependencies between fragments from a large data set, and can handle event rates that are ten to a thousand times higher than coincidence conditions. For this reason, covariance analysis is often applied at intense light sources, such as free electron lasers, that ionize large numbers of molecules within a single pulse.

A second complication arises when interpreting relative fragment trajectories. Coulomb explosions can result in the creation of significant amounts of identical cations. As the ensemble of molecules being studied contains different vibrational phases, successive laser pulses are not matched with a unique geometry and the fragments are emitted with angular distributions that can overlap. This angular blurring is apparent even in reasonably rigid structures, such as aromatic molecules, and therefore limits the number of fragment trajectories that can be experimentally distinguished for a given ion.

In principle, the rotations of molecular fragments during a Coulomb explosion could also affect these momenta. However, rotational periods are generally long relative to the laser-induced fragmentation and so the axial-recoil approximation is usually assumed to hold. Prompt Coulomb explosions can therefore be applied to predict structural information even when segments of the original bonding framework survive.

Given the uncertainty in mapping ionic fragment momenta to neutral ground-state structures, a variety of computational...
approaches have been developed to simulate Coulomb explosion dynamics. For the simplest molecules, such as \( \text{H}_2^+ \), the product momenta can be determined by solving the time-dependent Schrödinger equation in the presence of a strong laser field and projecting the result onto a Coulombic potential energy surface.\(^{19}\) Good agreement with the Schrödinger equation can also be obtained in multielectron systems using the strong-field approximation, which considers the effect of the laser field on a photodetached electron.\(^{20,21}\)

Field-free methods have also proven useful. For example, one-dimensional \( \text{ab initio} \) potential energy curves calculated for \( \text{CH}_4 \) have broadly reproduced Coulomb explosion data,\(^{22}\) as have molecular dynamics simulations for aromatic molecules, including \( \text{C}_{60}. \(^{23,24}\) This report presents a field-free \( \text{ab initio} \) framework for predicting Coulomb explosion fragment trajectories from neutral ground-state structures, and applies it to assess the efficacy of Coulomb explosion imaging as a structural analysis method, subject to the constraints outlined above. The model assumes an instantaneous Coulomb explosion of a charged parent ion, whose initial geometry and reaction channel are selected from a probability distribution of neutral ground-state structures in different zero-point vibrational phases. Experimental considerations including event rate, detection efficiency, and noise are also accounted for, and the output is interpreted using covariance analysis. The following sections detail this model, verify it against experiments on 3,5-difluoriodobenzene, and discuss the advantages and limitations of Coulomb explosion fragment covariance analysis when applied to complex molecules.

## 2 Methods

### 2.1 Coulomb explosion modeling

Coulomb explosions were modeled by assuming instantaneous fragmentation and electrostatic repulsion. The validity of this approximation will be greatest when using ultrashort laser pulses to produce highly-charged parent ions, due to the increasing likelihood of a prompt explosion. It also improves when considering heavier nuclei, as they move relatively slowly along their laser-distorted potential energy surfaces with trajectories that are harder to perturb.\(^{19}\) For a given parent molecule, the equilibrium geometry at the time of the explosion was specified to be the lowest energy neutral isomer determined using the B3LYP density functional method with 6-311G or SDD basis sets, as implemented by Gaussian 09.\(^{25}\) The product ions were then selected from a probability distribution of possible reaction outcomes and modeled as point charges with initial positions defined by the equilibrium structure and the fragment centers-of-mass. In the examples reported here, a single charge was assigned to each atom to ensure purely Coulombic repulsion. However, it is worth noting that this step can be improved using experimental results, for example by comparing relative signal intensities in a mass spectrum, as well as their correlations, to identify the most likely fragmentation channels. The resulting trajectories were calculated using Newton’s second law with Coulombic forces between particles, such that, for \( n \) fragments, the forces \( \vec{F}_j \) arising from pairwise interactions between ions \( i \) and \( j \) with masses \( m \), charges \( q \), and internuclear distances \( \vec{r}_{ij} \) were given by the following expression, where \( k \) is the Coulomb constant:

\[
m_i \frac{d^2 \vec{r}_i}{dt^2} = \sum_{j \neq i} \vec{F}_{ij} = \sum_{j \neq i} k q_i q_j / |\vec{r}_{ij}|^3
\]

(1)

For most systems, the above equation is a many-body problem. A fourth-order explicit Runge-Kutta algorithm from the SciPy package was therefore used to determine numerical solutions, with the ion masses and positions from the electronic structure calculation as initial conditions.\(^{26}\) The dynamic fragment trajectories during the explosion were evaluated for up to 10 ns, with time steps determined by the equation solver, at which point the products were far enough apart for the Coulombic interactions to be negligible.

This method produces Coulomb explosion fragments from an oriented and static structure. However, in typical experiments molecules will be isotropic or aligned relative to a laser polarization axis, and will exist in one of many configurations due to vibrations. To account for these factors, the fragment positions were collectively rotated before each Coulomb explosion, either using a random angle or a confined distribution to simulate alignment. The harmonic vibrational frequencies \( \omega \) and reduced masses \( \mu \) were also calculated for the equilibrium structures and used to determine the likely motion imparted to individual atoms from each normal mode. Unperturbed molecules were assumed to be in their ground vibrational states, and the probability of finding the nuclei in a specific arrangement was determined using the harmonic oscillator wavefunctions \( \psi_0(z) \) for each mode.

\[
|\psi_0(z)|^2 = \sqrt{\frac{\omega \mu}{\pi \hbar}} \exp \left( -\frac{\omega \mu z^2}{\hbar} \right)
\]

(2)

The above equation is a normal distribution where \( z \) represents the displacement from equilibrium for a particular mode. Its standard deviation is \( \sqrt{\hbar/2\omega \mu} \), where \( \hbar \) is the reduced Planck constant. In this way, the likelihood of a vibration extending beyond the classical turning points is equal to the 16% tunneling probability of a ground-state harmonic oscillator.

The \( z \) parameter is sampled for each mode and used to determine new atomic positions for every explosion. Repeating this procedure for multiple laser shots produces a three-dimensional distribution of fragments whose densities at particular spatial coordinates are weighted by the ground-state vibrational wavefunctions of the equilibrium structure. For isotropic molecules, the ions appear as nested spherical shells with radii that depend on their kinetic energies. To imitate particle detection in a velocity-map imaging mass spectrometer, the fragments were additionally simulated to accelerate along a defined axis using a uniform electric field, and projected onto a plane representing a position-sensitive detector. Each ion is therefore assigned image coordinates as well as a
time-of-flight that depends on its mass-to-charge ratio. This produces two-dimensional ion images for each fragment that are used for covariance analysis.

2.2 Experimental variance

The covariances between co-fragments should be independent of experimental noise. However, fluctuating parameters often introduce unimportant correlations that overshadow these. Variations in a Coulomb explosion experiment, such as in the gas density within the laser interaction volume, or the laser pulse energy and pointing stability, can significantly change the number of ions generated per experimental cycle. This makes all ions appear correlated, as a rise in intensity means more of them are being generated together and vice versa.

To simulate this noise, the fluctuating experimental conditions are considered using the method of Mikosch and Patchkovskii.14 The experimental event rate \( v \) is sampled from a normal distribution centered on the mean value. Choosing a large standard deviation \( \sigma \) leads to greater variability in the shot-to-shot event rate, whereas a value of zero yields a completely stable experiment.

\[
P(v) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(v - \langle v \rangle)^2}{2\sigma^2}\right) \tag{3}
\]

The number of molecules \( m \) fragmented by a laser pulse is then chosen from a Poisson distribution using the sampled event rate.

\[
P(m, v) = \frac{v^m}{m!} \exp(-v) \tag{4}
\]

The fragments generated from each exploding molecule are chosen using a probability distribution that reflects the possible outcomes. As discussed above, this can be as simple as assigning a single charge to each atom and assuming a purely Coulombic repulsion, or be informed by experimental results. Each ion is also given an imperfect detection efficiency to better approximate typical experiments. The result of these adaptations is that the simulated ion images are produced with a level of noise that can be tuned by the \( \sigma \) parameter in eqn (3).

2.3 Recoil-frame covariance analysis

Correlations between the simulated Coulomb explosion images are determined using recoil-frame covariance analysis.27–29 This places the expected angular distribution of one fragment in the reference frame of a recoiling co-fragment, producing ion images that can be intuitively compared to the geometry of a parent molecule at the time of its explosion. To our knowledge, this method has only been qualitatively described, so a detailed description is provided here.

Covariance measures how relative changes in random variables correlate. For a data set comprising \( m \) random variables, the variances and covariances can be quickly assessed by constructing an \( m \times m \) variance–covariance matrix \( S \):

\[
S = \begin{bmatrix}
a & b & \cdots & m \\
a & s_{aa} & s_{ab} & \cdots & s_{am} \\
b & s_{ba} & s_{bb} & \cdots & s_{bm} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
m & s_{ma} & s_{mb} & \cdots & s_{mm}
\end{bmatrix} \tag{5}
\]

The main diagonal of this matrix contains the variances of each variable, and the remaining symmetric elements are the covariances.30 For two particular variables \( a \) and \( b \) that are randomly distributed, these can be defined as:

\[
\text{var}(a) = s_{aa} = \langle (a - \langle a \rangle)^2 \rangle = \langle a^2 \rangle - \langle a \rangle^2 \tag{6}
\]

\[
\text{cov}(a, b) = s_{ab} = \langle (a - \langle a \rangle)(b - \langle b \rangle) \rangle = \langle ab \rangle - \langle a \rangle \langle b \rangle \tag{7}
\]

In the context of Coulomb explosion imaging with time-stamping sensors, the measured variables include the times-of-arrival \( t \) and spatial coordinates \( x, y \) of each detected fragment. Correlations between ion time-of-flight signals can be determined using the method described by Frasinski, where two identical one-dimensional time-of-flight spectra are used to produce a variance–covariance matrix \( S_t \) as shown below. The off-diagonal elements of these covariance maps reveal which ions are produced from the same reaction channels, and approximate the results of coincidence counting experiments.

\[
S_t = \begin{bmatrix}
t_1 & t_2 & \cdots & t_m \\
t_1 & s_{11} & s_{12} & \cdots & s_{1m} \\
t_2 & s_{21} & s_{22} & \cdots & s_{2m} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
t_m & s_{m1} & s_{m2} & \cdots & s_{mm}
\end{bmatrix} \tag{8}
\]

In a similar manner, variance–covariance matrices can be constructed from ion image coordinates.31–33 This is useful for determining structural information from velocity-mapped images of Coulomb explosion fragments, as the resulting covariance maps contain the relative fragment recoil directions. In essence, this application extends time-of-flight covariance analysis to higher dimensions. The spatial coordinate covariances between two ion images create a four-dimensional array that must be reduced for further interpretation. For example, Stapelfeldt and coworkers demonstrated an angular covariance mapping method that transforms the spatial \( x \) and \( y \) coordinates of detected ions into a range of polar angles \( \theta \), which are then used to create a two-dimensional map,31 as in eqn (8). Subsequent work by Brouard and Stapelfeldt instead used both polar coordinates \( r, \theta \) to produce recoil-frame covariance maps that preserve the fragment velocity information, and hence retain the outward appearance of ion images, while rotating the data into a common reference frame.27,28

As an example of recoil-frame covariance analysis, consider the fragmentation of a heteronuclear diatomic molecule into two ions A and B. With an \( i \times j \) pixel time-stamping detector, the ion imaging data will be recorded as \( x_A y_A \) or \( x_B y_B \) coordinates. The complete ion imaging variance–covariance matrix \( S_{xy} \) for these observables will be 16-dimensional (using \( x, y, t_A \), and \( t_B \)).
and $t_B$, and can be shaped into four block matrices that represent the pixel-to-pixel variances and covariances of the two ion images.

$$S_{xy} = \begin{bmatrix} x_jy_I A & x_jy_I B \\ x_Iy_I A & S(A, A) \\ x_Iy_I B & S(A, B) \\ x_Iy_I B & S(B, B) \end{bmatrix}$$

The upper right quadrant contains the covariances of $A$ with $B$, and the lower left quadrant is its transpose. Only one is needed to determine the relative behaviour of the two ions, which simplifies the above matrix to:

$$S(A, B) = \begin{bmatrix} x_Iy_I A & \sum_{i,j=1}^{n} S(i,j,A)/(i,j,B) \\ x_Iy_I A & \sum_{i,j=1}^{n} S(i,j,A)/(i,j,B) \\ x_Iy_I B & \sum_{i,j=1}^{n} S(i,j,A)/(i,j,B) \end{bmatrix}$$

This is an $ij \times ij$ matrix where each row contains the covariances of a unique $A$ pixel with every $B$ pixel. As the data it contains is effectively four-dimensional, with the $A$ and $B$ images each contributing two degrees of freedom, it is convenient to reduce the output to a two-dimensional image. In this case, $B$ is chosen as the reference ion to remain consistent with previous work. Integrating each $A$ pixel over all $B$ pixels produces a single column where each element is the total covariance of an $A$ pixel due to the collective $B$ pixels. This is shown below, where the $i$ and $j$ coordinates of the $B$ ions have been relabeled as $v$ and $w$ for clarity in the following equations.

$$S(A, B) = \begin{bmatrix} x_Iy_I A & \sum_{v,w=1}^{n} S(i,j,A)/(v,w,B) \\ x_Iy_I B & \sum_{v,w=1}^{n} S(i,j,A)/(v,w,B) \end{bmatrix}$$

Reshaping this column into an $i \times j$ array yields the covariance map $S(A, B)$ of $A$ with respect to $B$. As $S(A, B)$ and $S(B, A)$ are transposes, the same data can also be reshaped to produce the covariance map $S(B, A)$.

$$S(B, A) = \begin{bmatrix} \sum_{v,w=1}^{n} S(i,j,B)/(v,w,A) & \sum_{v,w=1}^{n} S(i,j,B)/(v,w,A) \\ \sum_{v,w=1}^{n} S(i,j,B)/(v,w,A) & \sum_{v,w=1}^{n} S(i,j,B)/(v,w,A) \end{bmatrix}$$

Using eqn (7), the elements of this result can be written as two terms that represent $n$ observations. The first is the expected coincidence count of a particular $A$ pixel with every $B$ pixel:

$$\langle x_Iy_I A \sum_{v,w=1}^{n} x_Iy_I B \rangle = \frac{1}{n} \sum_{v=1}^{n} \sum_{w=1}^{n} [(x_Iy_I A)] [(x_Iy_I B)]$$

The second is the expected value of an $A$ pixel multiplied with the expected summed intensity due to every $B$ pixel:

$$\langle x_Iy_I A \sum_{v,w=1}^{n} x_Iy_I B \rangle = \frac{1}{n} \sum_{v=1}^{n} \sum_{w=1}^{n} [(x_Iy_I A)] [(x_Iy_I B)]$$

With these definitions in mind, $\text{Cov}(A, B)$ is typically written as:

$$\text{Cov}(A, B) = \langle AB \rangle - \langle A \rangle \langle B \rangle$$

However, eqn (13) and (14) demonstrate that this is a convenient abuse of notation, as $A$ and $B$ are defined differently despite being intended to represent two ion images. The $\langle AB \rangle$ and $\langle A \rangle \langle B \rangle$ terms must also be weighted to ensure they are comparable. For example, it is useful to consider $\text{Cov}(A, B)$ as the expected distribution of $A$ ions per shot with respect to a single reference ion. Since the number of observed events $n$ is not necessarily equal to the number of laser shots used to measure them, the $\langle x_Iy_I A \sum_{v,w=1}^{n} x_Iy_I B \rangle$ terms should be normalized to the number of reference ions on a shot-by-shot basis, to avoid overcounting the number of $A$ ions. However, as the $\langle x_Iy_I A \sum_{v,w=1}^{n} x_Iy_I B \rangle$ terms are proportional to the average amounts of $A$ and $B$ per shot, they must also be divided by the total number of $A$ and $B$ ions per shot to ensure that the magnitude of $\text{Cov}(A, B)$ represents one reference ion.

Fig. 1 illustrates $\langle AB \rangle$, $\langle A \rangle \langle B \rangle$, and $\text{Cov}(A, B)$ for the fragmentation of a freely rotating heteronuclear diatomic molecule. These were created by simulating the isotropic Coulomb explosion of IBr into I⁺ and Br⁻ over 50 000 laser shots and projecting the output as ion images ($A'$ and $B'$ in Fig. 1a, respectively). The left-hand column of Fig. 1b was produced with a detection efficiency of 0.6, and using eqn (4) to define a Poissonian event rate with $\nu = 10$. The right-hand column was made the same way, but with perfect detection efficiency and an invariant rate of $\nu = 1$.

As the data is isotropic, the $x_Iy_I A$ and $x_Iy_I B$ events were transformed into polar coordinates and rotated into a common recoil frame with B⁺ as the reference ion. For the $\langle AB \rangle$ images, the A⁺ ions were rotated relative to each coincident B⁺ ion shot-by-shot, while the $\langle A \rangle \langle B \rangle$ representations were rotated after the summation in eqn (14), as the coincidence information is necessarily lost during this process. In the $\langle AB \rangle$ coincidence images, the spherically symmetric two-body fragmentation of the molecule produces an intense line that extends from the image center at $180\degree$ from the reference ion, and which reaches a maximum at the radius that corresponds to the kinetic energy of the A⁺ fragment. The Poissonian data additionally exhibits an isotropic feature at the same radius that decreases in intensity towards the center of the image. This arises from false coincidences caused by the higher event rate. By contrast, the $\langle A \rangle \langle B \rangle$ images are qualitatively identical for both data sets. These represent the expected distributions of all A⁺ ions relative to $B$ and $t_B$. The $\text{Cov}(A, B)$ images, on the other hand, are noticeably different between the two data sets. With the first, the expected distribution of the $A'$ ions is reduced in intensity towards the center of the image, while the $\langle A \rangle \langle B \rangle$ representation is qualitatively identical for both data sets. These represent the expected distributions of all A⁺ ions relative to $B$ and $t_B$. The $\text{Cov}(A, B)$ images, on the other hand, are noticeably different between the two data sets.
covariance maps, unless fluctuations in an experimental parameter such as laser pulse energy influenced the observed outcomes. However, recoil-frame covariance analysis necessarily introduces negative covariances, as the average distribution of \( A^+ \) with respect to \( B^+ \) is subtracted from the recoil-frame coincidences of \( A^+ \) and \( B^+ \).

### 3 Discussion

To verify the model described in Sections IIA and IIB, it was used to simulate and compare the Coulomb explosion of 3,5-difluoriodobenzene with previously reported data. This molecule was chosen for its symmetry, which results in clear structural features following covariance analysis, and because its size requires a relatively large number of vibrational modes to be considered. When subjected to intense 35 fs laser pulses at 800 nm (\( I_0 = 3.0 \times 10^{14} \text{ W cm}^{-2} \)), the parent molecule primarily fragments into atomic ions. For this reason, the molecule was assumed to undergo purely Coulombic fragmentation and a single charge was assigned to each atom in the simulation. This may overestimate the average parent ion charge state, but will not lead to any significant deviations between the experimental and simulated fragment angular distributions as the former reaction is expected to be Coulombic. In the experiment, the molecules were also adiabatically aligned along their C—I bond axes using 10 ns laser pulses at 1064 nm (\( I_0 = 5.0 \times 10^{13} \text{ W cm}^{-2} \)), which restricted their orientations to a narrow angular distribution with \( \langle \cos^2 \theta \rangle = 0.83 \). The simulated Coulomb explosion trajectories were therefore confined in the same way.

The experimental and simulated covariances between the aromatic substituent fragments \( (\text{H}^+,\text{F}^+, \text{and I}^+) \) are shown in the top and bottom rows of Fig. 2. In each case, the positive covariances, which represent the relative fragment recoil angles, confirm the structural isomer of the parent molecule. The negative covariances arise due to the recoil-frame rotation of the data, as described above. The qualitative agreement of the fragment angular distributions and the areas of positive and negative covariance are excellent. Fig. 3 demonstrates that the angular distributions are essentially identical for the two \( \text{Cov}(\text{F}^+,\text{I}^+) \) images. The simulated recoil angles are \( 121^\circ \pm 10^\circ \), compared with \( 121^\circ \pm 7^\circ \) experimentally. Similar agreement is seen for the other covariance images, as shown in Table 1. In this example, the simulated data included 10 000 laser shots, however it is worth noting that the discrete Fréchet distance between this data and the experimental curve in Fig. 3 varied by less than 5% when the simulation was modified to include 1000 to 50 000 laser shots, which indicates that this model efficiently converged on the experimental results.

The agreement between experiment and theory is striking, and justifies the initial assumption that the parent ion undergoes Coulombic fragmentation. It also demonstrates that Coulomb explosion fragment angular distributions can largely be predicted by the equilibrium vibrational motion of the parent molecule, so long as the explosion is relatively brisk. In reality,
the ionization and dissociation mechanisms taking place during a Coulomb explosion are complex and depend on the strength of the applied laser field. They initially take place on laser-distorted potential energy surfaces, with ionization rates that can depend on the orientation of the molecule with respect to the laser polarization axis, as well as the tunneling times of the bound electrons. This model ignores these factors, meaning that bond softening and structural rearrangements of the parent molecule are not accounted for. The simulated kinetic energies, which also depend on accurate knowledge of the parent ion charge state, were therefore scaled to the experimental results in Fig. 2 for clarity.

For 3,5-difluoroiodobenzene, the match between experimental and simulated recoil angles suggests that contributions to nuclear motion from accessible neutral or charged excited states are similar to those of the equilibrium geometry. This will not generally be true if the parent structure significantly changes during the explosion. For example, Légaré et al. established that for the Coulomb explosion of D₂O, the time spent on a linear D₂O⁺ potential surface during the explosion resulted in a wider bond angle being observed than would be expected from purely ground state motion through successive charge states. Allowing less time for nuclear motion, for instance by using shorter laser pulses or higher initial charge states to promote rapid fragmentation, should therefore improve the applicability of this model. Fragment recoil angles measured from the explosions of large molecules are also not necessarily representative of the corresponding bond angles, as electrostatic repulsion from other fragments can significantly impact the resulting trajectories. Correcting for these contributions can in principle allow the bond angles at the time of the explosion to be measured, as well as their variation due to internal motion.

The effect of the experimental variability parameter, which characterizes fluctuating event rates, was also assessed using the 3,5-difluoroiodobenzene data. To understand its effect, it is first worth considering how noise influences observations of competing outcomes from a Poisson distribution of fragmentation events. When measuring covariance between two ions A⁺ and B⁺, there are three measurable outcomes of interest with discrete probabilities P_{AB}: both ions can be detected in coincidence (P_{11}), or individually in the absence of the other (P_{01} or...
The relative probabilities per laser shot will depend on the detection efficiencies \( \zeta \) of each ion as well as the fraction of events that produce them. For a generic mass spectrum containing \( A^+ \), \( B^+ \), and other fragments, the normalized fractions of events that produce each ion \( f(M) \) can be described by the following, where \( M \) is the set of reaction outcomes with probabilities \( P_M \) that produce a particular ion:

\[
f(M) = \sum_M P_M
\]

For the Coulomb explosion of \( A^+ \) and \( B^+ \), the fraction \( f_s(A) \) therefore describes the kinetic energy range of \( A^+ \) signal correlated with \( B^+ \). Accordingly, the probabilities of detecting both ions together or individually are:

\[
P_{11} = f(A)f_s(A)\zeta^2
\]
\[
P_{10} = f(A)f_s(A)(1-\zeta^2)
\]
\[
P_{01} = f(B)f_s(B)(1-\zeta^2)
\]

Using the theory derived by Mikosch and Patchkovskii, the covariance can be expressed as moments of the unconditional probability distribution governing the above outcomes:

\[
cov(A, B) = \langle v \rangle P_{11} + \sigma^2 \langle v \rangle^2 (P_{11} + P_{10})(P_{11} + P_{01})
\]

Substituting eqn (18)-(20) into the above allows the covariance to be split into true (cov\(^{(t)}\)) and false (cov\(^{(f)}\)) components:

\[
cov^{(t)} = \langle v \rangle f(A)f_s(A)\zeta^2(1 + \sigma^2 \langle v \rangle f(A))
\]
\[
cov^{(f)} = \sigma^2 \langle v \rangle^2 f(A)\zeta^2 \sum_M f(M)\langle f(M) \rangle
\]

These contributions reveal several properties of experimental noise: first, when \( \sigma = 0 \), the covariance reduces to the product of the event rate and the likelihood of detecting two fragments in coincidence; second, \( \sigma \) introduces false correlations between uncorrelated ions, this varies with the square of the event rate and will therefore overshadow the true covariance for large products of \( \sigma \) and \( \sigma \); third, perfect detection efficiency does not eliminate false covariance, so an unstable experiment will never converge on the true covariance.

The simulation of 3,5-difluoroiodobenzene in Fig. 2 assumed that every fragmentation event was the same. To demonstrate the effect of \( \sigma \), the initial conditions were therefore modified to consider that Coulomb explosions can result in both \( 1^+ \) and \( 1^2^+ \). These must be uncorrelated since only one iodine fragment can be created per event, but shot-to-shot pulse fluctuations can produce indirect correlations due to the dependence between intensity and the measured ion count. As described in eqn (22) and (23), a large \( \sigma \) will yield non-zero covariance between \( 1^+ \) and \( 1^2^+ \), whereas the latter does.

The indirect correlations can be removed from Fig. 4b by calculating the partial variance–covariance matrix for the two ions, using \( \sigma \) as the common parameter responsible for their appearance:

\[
pcov(a, b|\sigma) = \frac{cov(a, b) - cov(a, \sigma)cov(\sigma, b)}{cov(\sigma, \sigma)}
\]

The result is shown in Fig. 4c, which is effectively identical to Fig. 4a where there are zero indirect correlations.

The influence of \( \sigma \) on recoil-frame covariance images is less significant than in time-of-flight covariance analysis. To demonstrate this, the simulation was adjusted to consider the Coulomb explosion of 3,5-difluoroiodobenzene into two equally probable channels: one resulting in the formation of \( 1^+ \) and \( F^- \), and the other in \( 1^2^+ \) and \( F^- \). With \( \sigma = 0 \), one would expect the recoil-frame covariance images involving \( F^- \) to be similar to Fig. 1. For example, the Cov\((F^-, 1^2^+ \)) image in Fig. 5a exhibits an
mental instabilities. Inherent advantage in that it mitigates the effects of experimental variance and demonstrates that recoil-frame covariance imaging has an inherent advantage in that it mitigates the effects of experimental instabilities.

4 Conclusions

The above outcomes demonstrate that prompt Coulomb explosions of highly-charged ions can be modeled by assuming instantaneous fragmentation and electrostatic repulsion of \textit{ab initio} determined structures. The reported model draws input geometries from a probability distribution of neutral ground-state structures in different zero-point vibrational phases. The resulting simulated fragment angular distributions match experimental reference data to a high degree of precision, demonstrating that the fragment trajectories of a target molecule are extensively driven by its internal motion.\textsuperscript{9} The accuracy of this model depends on the extent of nuclear motion during an explosion, and should consequently improve for experiments that use short laser pulses, or which initially place the parent molecule in a highly-charged state.\textsuperscript{2,3,36} The model itself can also be refined, for example by using Wigner sampling to better determine initial conditions, or by incorporating \textit{ab initio} calculations of the parent ion potential energy surfaces or fragment trajectories.\textsuperscript{36,40,43}

The inclusion of experimental variance in the above model is also a useful tool, as it allows the effect of experimental event rate, detection efficiency, and noise to be examined. Systematic instabilities can introduce false correlations between Coulomb explosion fragments. When using covariance analysis, the magnitude of these false features depends on the product of the experimental variance and the square of the event rate. This effect cannot be reduced by enhancing the detection efficiency of the experiment, but can be counteracted by providing additional degrees of freedom to disperse the noise. For this reason, recoil-frame covariance analysis is better suited for these experiments than time-of-flight covariance analysis. It is therefore particularly beneficial for time- or sample-limited experiments at intense light sources, as it allows for higher event rates than coincidence methods and hence for more efficient use of these facilities.

The ability of Coulomb explosion imaging to probe molecular structures with non-resonant ionization is compelling, and a detailed understanding of the limitations imposed by vibrational motion and other factors will benefit the design of future experiments. For example, ring-opened gas-phase products prepared by resonant photon absorption are difficult to characterize due to their vibrational excitation and instability.\textsuperscript{44} Coulomb explosion imaging can in principle circumvent this problem by directly correlating the product momenta of fragments from the ring-opened structures, so long as the relevant product angular distributions are distinct. This condition will be easier to fulfill for small and rigid molecules, which suggests a size limit for using Coulomb explosion imaging to characterize molecular structures. Large and flexible organic molecules will produce several identical fragment ions whose fragment angular distributions overlap and obscure another one due to the large number of vibrational modes available, and are unlikely to make good targets. On the other hand, the vibrational motion dependence infers that molecules with low-frequency modes, such as metal clusters, are much more promising targets for this approach. In a similar manner, coherently exciting Franck-Condon active vibrational modes may also help to reduce the complexity introduced by out-of-phase ground-state vibrations. The continued development of Coulomb explosion imaging for small and geometrically regular structures is therefore likely to have wide-ranging applications.
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